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Stability analysis of a linear system coupling wave and

heat equations with different time scales∗

Gonzalo Arias†, Eduardo Cerpa‡, and Swann Marx§

June 2, 2023

Abstract

In this paper we consider a system coupling a wave equation with a heat equation through its
boundary conditions. The existence of a small parameter in the heat equation, as a factor multiplying
the time derivative, implies the existence of different time scales between the constituents of the system.
This suggests the idea of applying a singular perturbation method to study stability properties. In
fact, we prove that this method works for the system under study. Using this strategy, we get the
stability of the system and a Tikhonov theorem, which allows us to approximate the solution of the
coupled system using some appropriate uncoupled subsystems.

1 Introduction

There are many models in science and engineering coupling heat equations together with wave equations.
For instance, in [7] the authors provide a model for thermoelasticity of this nature, which is called a
thermoelasticity model of type II. These models have been studied in past years, see [10] and the references
therein for results regarding the asymptotic behaviour for this systems. On the other hand, and as it is
stated in [2], the physical process of an earthquake is modelled by a three dimensional nonlinear coupled
heat-wave PDE. A one dimensional simplification of this earthquake model is considered in [8], where the
authors implement a sliding mode controller to avoid instabilities, i.e., avoiding earthquakes, and whose
design is based on the diffusion process. Also, fluid-structure interaction can be modeled as a coupled
system of this type. We refer to the article [28], and the references therein, for a deep understanding of
the asymptotic behaviour of heat-wave system arising in fluid-structure interaction.

For coupled systems it may happen that one constituent is better described by using a different time
scale. For example, in [13, Example 11.1], it is shown that a model for electrical motors have this property,
where the electrical component is faster than the mechanical one, and both phenomena are described by
ODEs. Regarding the PDE case, when using the Saint-Venant-Exner equations to study the transport
of a sediment in a flow on a reach, it may happen that the sediment dynamic is slower than the flow
dynamic (see for instance [11] or [6, Section 1.5]), yielding a two time scale phenomenon.

To address the stability and control design for finite dimensional systems, singular perturbation and
separation of time scales have been widely developed in the last decades, see for instance [14–17]. ODEs
are finite dimensional systems due to the presence of only one variable, singular perturbation problems for
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ODEs are regarded generally in the case when one has a coupled ODE system, and one of the components
admits a different time scale.

Singular perturbation problems for PDEs are more general, since the singularity may arise by perturb-
ing a high order derivative. For example, if the perturbation parameter appears as a factor multiplying the
second order terms of an elliptic operator, and when considering this parameter to vanish, the operator
degenerates into a non-elliptic one, see for instance, a survey [12] about singular perturbation problems
for PDEs.

In the study of coupled systems with different time scales, and at a first glance, one can think that the
fast dynamic may only be important for a short period of time. This is the cornerstone of the singular
perturbation theory for systems with different time scales, which we will refer to, simply, as singular
perturbation method (SPM, for short). This theory, roughly speaking, states in which situations the
fast dynamic can be replaced by some limit process, neglecting the effects of the fast time scale. A
general theory for nonlinear finite-dimensional systems is developed in [15, Chapter 1] and [13, Chapter
11], where the answer to this issue is given by Tikhonov’s theorem. The main idea of the SPM is to
decouple a system when one of the equations is fast enough. The decoupling gives two approximated
subsystems, each of them, capturing the slow and fast behaviour coming from the full system. The
approximated slow system is called reduced order system, and after the use of a suitable time-rescaling of
the original system, we obtain the approximated fast system, which is called boundary-layer system. In
recent years, the SPM has been applied to different infinite-dimensional coupled systems with different
time scales. Among those, we mention [1, 4, 5, 23] for systems coupling an ODE with either a hyperbolic
system or a wave equation, [24–26] for hyperbolic systems with different time scales and [21] for systems
coupling a KdV equation with an ODE. And, as it is shown in [4,23,25], this technique may fail for some
infinite-dimensional systems.

The purpose of this paper is to study the stability properties of a system composed by a heat equation
coupled with a wave equation through its boundary conditions, when the dynamics have different time
scales. This is the first article addressing this issue for a system coupling parabolic and hyperbolic PDEs.
Being precise, let us consider the following system in singularly perturbed form

utt = uxx, (x, t) ∈ (0, 1)× (0,∞),

u(0, t) = 0, t ∈ (0,∞),

ux(1, t) = −aut(1, t) + bp(0, t), t ∈ (0,∞),

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1),

εpt = pxx, (x, t) ∈ (0, 1)× (0,∞),

px(0, t) = cp(0, t), t ∈ (0,∞),

px(1, t) = du(1, t), t ∈ (0,∞),

p(x, 0) = p0(x), x ∈ (0, 1),

(1)

where a, b, c, d ∈ R, ε > 0. Up to our knowledge, we do not know any result regarding the well-posedness
and the asymptotic behaviour of (1). In order to do so, we employ a semigroup approach to show that
(1) is well-posed on some appropriate spaces, provided that the initial condition (u0, u1, p0) are regular
enough. Then, we analyse the asymptotic behaviour of solutions of (1) by an energy approach. Therefore,
we show that for any ε > 0, the full system (1) is exponentially stable. This results are proven by imposing
some restrictions on the parameters a, b, c, d ∈ R. Also, and since we are interested in the case where the
constituents equations of (1) have different time scales, we are going to suppose that ε is small enough.
Therefore, we are going to apply the SPM to get the stability of (1) through its subsystems, and give a
Tikhonov’s approximation result.

As explained before, Tikhonov’s approximation has to be done by using the reduced order and
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boundary-layer systems given by the method. For (1), the reduced order system defined by
ūtt = ūxx, (x, t) ∈ (0, 1)× (0,∞),

ū(0, t) = 0, t ∈ (0,∞)

ūx(1, t) = −aūt(1, t) + bd
c ū(1, t), t ∈ (0,∞)

ū(x, 0) = ū0(x), ūt(x, 0) = ū1(x), x ∈ (0, 1),

(2)

with initial conditions ū0 ∈ H1(0, 1) such that u0(0) = 0 and ū1 ∈ L2(0, 1). On the other hand, the
boundary-layer system, in the time variable τ = t

ε , is defined through
p̄τ = p̄xx, (x, τ) ∈ (0, 1)× (0,∞),

p̄x(0, τ) = cp̄(0, τ), τ ∈ (0,∞),

p̄x(1, τ) = 0, τ ∈ (0,∞),

p̄(x, 0) = p̄0(x), x ∈ (0, 1),

(3)

with initial condition p̄0 ∈ L2(0, 1). In Section 3, we will derive those subsystems.
Now, we are able to state the main results of this article, the first one being the stability of system

(1), independent of the value of ε > 0.

Theorem 1. Let ε > 0, and a, b, c, d ∈ R satisfying

(i) a ∈ [η−1, η]\{1} where η = (
√
3− 1)(

√
3 + 1)−1,

(ii) | bdc | ≤ 1,

(iii) c ≥ π2

8 ,

(iv) 1 + 2(sinhµ+ 2 coshµ)b2 ≤ c, where µ ≤ µ∗ = ln
(

|1+a|√
2|1−a|

)
,

(v) |d| ≤ 2
√
µe−µ, for µ ≤ µ∗.

There exists a unique mild solution (u, ut, p) ∈ C([0,∞);H1(0, 1) × L2(0, 1) × L2(0, 1)) to (1) provided

that (u0, u1, p0) ∈ H1(0, 1)× L2(0, 1)× L2(0, 1). Moreover, if d, c satisfies c ≥ π2

4 and |d| ≤
√
µe−µ, then

the origin of (1) is exponentially stable in the space H1(0, 1)× L2(0, 1)× L2(0, 1).

This result is proven in Section 2, when analyzing the well-posedness and exponential stability of (1).

Remark 2. The quantity q(a, µ) := −3
2e

µ(1−a)2+ 1
2e

−µ(1+a)2 appears in the proof of Theorem 1, and
it is non-negative whenever µ ≤ µ∗ and a ∈

[
η−1, η

]
\{1}. Moreover, q(a, µ) = 0 if and only if µ = µ∗.

Remark 3. Even if Theorem 1 shows the exponential stability of (1), the SPM allows us to unify the
stability analysis in the space H1(0, 1) × L2(0, 1) × L2(0, 1) in Theorem 4 with the Tikhonov result in
Theorem 6. This mean that we can approximate the system (1) by the subsystems (2) and (3), whenever
ε > 0 is small enough. Moreover, the SPM gives a stronger exponential stability result for (1), in the
sense that the L2(0, 1)−norm of the derivative px(·, x, ε) also decays. Therefore, the origin of (1) is
exponentially stable in H1(0, 1)×L2(0, 1)×H1(0, 1). This stability result is not as direct as the property
stated in Theorem 1. ◦

Theorem 4. Let a, b, c, d satisfy (i) − (v) in Theorem 1. Suppose that b, c, d ∈ R are such that |bd|
c ≤√

µe−µ(F (µ))−1, where F (µ) = 2 sinh (µ) + 10 cosh (µ).

(i) If b, c ∈ R satisfy π2

4 +F (µ)b2 ≤ c, then there exists ε∗1, C1 > 0 such that for any ε ∈ (0, ε∗1), and for
all (u0, u1, p0) ∈ H1(0, 1)× L2(0, 1)× L2(0, 1), the solution to (1) satisfies

∥(u(t), ut(t), p(t))∥H1(0,1)×L2(0,1)×L2(0,1) ≤ C1e
−µ

4
t∥(u0, u1, p0)∥H1(0,1)×L2(0,1)×L2(0,1), ∀t ≥ 0. (4)
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(ii) If b, c ∈ R satisfy 3F (µ)b2 ≤ c. Then there exists ε∗2, C2 > 0 such that for any ε ∈ (0, ε∗2) and for all
(u0, u1, p0) ∈ H1(0, 1)× L2(0, 1)×H1(0, 1), the solution to (1) satisfies

∥(u(t), ut(t), p(t))∥H1(0,1)×L2(0,1)×H1(0,1) ≤ C2e
−µ

4
t∥(u0, u1, p0)∥H1(0,1)×L2(0,1)×H1(0,1), ∀t ≥ 0. (5)

Remark 5. Note that the condition π2

4 +F (µ)b2 ≤ c of (i) in Theorem 4 is more restrictive than the fourth
one in Theorem 1. On the other hand, 3F (µ)b2 ≤ c, which is the condition (ii) of Theorem 4), together

with c ≥ π2

8 , implies condition (iv) in Theorem 4. Moreover, the inequality |bd|
c ≤

√
µe−µ(F (µ))−1 < 1 is

fulfilled for any µ > 0.

Theorem 6. Let a, b, c, d satisfy (i)− (v) in Theorem 1. Suppose that b, c, d ∈ R satisfy

(1) c ≥ π2

4 ,

(2) π2+2
4 + F (µ)b2 ≤ c,

(3) |d| ≤
√
µe−µ.

There exists ε⋆ > 0 such that for any ε ∈ (0, ε⋆), u0 ∈ H1(0, 1), u1 ∈ L2(0, 1), p0 ∈ L2(0, 1) ū0 ∈ H1(0, 1),
ū1 ∈ L2(0, 1), p̄0 ∈ H1(0, 1) satisfying the compatibility conditions u0(0) = 0, ū0(0) = 0, together with the
smallness conditions

∥u0 − ū0∥H1(0,1) + ∥u1 − ū1∥L2(0,1) + ∥p0 − p̄0 − d1+cx
c u0(1)∥L2(0,1) = O(ε3/2), (6)

and
∥p̄0∥H1(0,1) = O(ε), ∥ū0∥H1(0,1) + ∥ū1∥L2(0,1) = O(ε3/2), (7)

then the unique mild solution to (1)

(u, ut, p) ∈ C([0,∞);H1(0, 1)× L2(0, 1)× L2(0, 1)),

satisfies

∥u(t)− ū(t)∥H1(0,1) + ∥ut(t)− ūt(t)∥L2(0,1) = e−
µ
8 tO(ε3/2), ∀t ≥ 0,

and
∥p(t)− p̄( tε)−

1+cx
c dūt(1, t)∥L2(0,1) = e−

µ
8 tO(ε), ∀t ≥ 0,

where ū ∈ C([0,∞);H1(0, 1)) ∩ C1([0,∞);L2(0, 1)) is the unique mild solution of system (2) and p̄ ∈
C([0,∞);H1(0, 1)) is the unique mild solution of system (3).

Remark 7. Conditions (1), (2), (3) in Theorem 6 and the regularity p̄0 ∈ H1(0, 1) imply conditions
(iii)− (v) in Theorem 1 together with the regularity p̄0 ∈ L2(0, 1). The regularity of the mild solution to
(3) when p̄0 ∈ H1(0, 1) is explained in Section 3.2.

The paper is organized as follows. In Section 2.1 we prove the well-posedness of system (1) through
semigroup theory, while in Section 2.2 we show that system (1) is exponentially stable for any ε > 0,
by using an energy approach. In Section 3.1 we study the stability of the reduced order system (2)
through a suitable Lyapunov functional. In Section 3.2 we study the stability of the boundary-layer
system (3), for which we characterize the exponential decay in both L2(0, 1) and H1(0, 1) norms, by using
two different Lyapunov functionals. In Section 3.3 we proof Theorem 4, which shows that the full system
is exponentially stable in the H1(0, 1)× L2(0, 1)× L2(0, 1) and H1(0, 1)× L2(0, 1)×H1(0, 1) spaces, for
ε > 0 small enough. In Section 4 we proof the Tikhonov approximation result given in Theorem 6, which
justifies the application of the SPM to get this exponential stability result.
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2 Well-posedness and stability for any ε

2.1 Well-posedness

In this section we study the well-posedness of (1) through semigroup theory. To this end, let us define
H = H1(0, 1)× L2(0, 1) equipped with the following inner product

((u, v), (ũ, ṽ))H = 2

∫ 1

0
eµx(ux + v)(ũx + ṽ) + e−µx(ux − v)(ũx − ṽ)dx, (8)

which turns out to be a Hilbert space. Therefore, the space H = H ×L2(0, 1) is a Hilbert space with the
following induced inner product

((u, v, p), (ũ, ṽ, p̃))H = ((u, v), (ũ, ṽ))H + ε

∫ 1

0
pp̃dx,

which is equivalent to the usual product norm in H. We define the spatial operator associated with (1)

Aε(u, v, p) =
(
v, uxx, ε

−1pxx
)
, (9)

with domain

D(Aε) =
{
(u, v, p) ∈ H : Aε(u, v, p) ∈ H, u(0) = v(0) = 0, ux(1) = −av(1) + bp(0),

px(0) = cp(0), px(1) = du(1)
}
. (10)

Moreover, we define the space H1
L(0, 1) = {u ∈ H1(0, 1) : u(0) = 0}, which is equipped with the following

inner product
(u, v)H1

L(0,1)
= (ux, vx)L2(0,1),

The spaceH1
L(0, 1) turns out to be a Hilbert space with this inner product, thanks to Poincaré’s inequality.

Remark 8. Since Aε is linear, we have for each ε > 0 the following characterization for its domain:

D(Aε) =
{
(u, v, p) ∈ H2(0, 1) ∩H1

L(0, 1)×H1
L(0, 1)×H2(0, 1) : ux(1) = −av(1) + bp(0),

px(0) = cp(0), px(1) = du(1)
}
.

With the aid of the elements introduced so far we have that (1) is equivalent to{
Ẏ (t) = AεY (t),
Y (0) = Y0,

(11)

where Y (t) = (u(t, ·), v(t, ·), p(t, ·)) and Y0 = (u0, u1, p0) ∈ H. The following result is the main tool to
show the well-posedness of the Cauchy problem (11).

Lemma 9. Let a ∈ [η−1, η], a ̸= 1, µ ∈ (0, µ∗(a)] where µ∗(a), η are given in Lemma 1. Then for each

ε > 0 the operator defined in (9) is a maximal dissipative operator whenever c ≥ π2

8 , |d| ≤ 2
√
µe−µ,

| bdc | < 1 and 1 + 2(sinhµ+ 2 coshµ)b2 ≤ c.

Proof. First we will prove that Aε is a dissipative operator. For this purpose, let (u, v, p) ∈ D(Aε).
Integration by parts yields

(Aε(u, v, p), (u, v, p))H = −
∫ 1

0
|px|2dx+ px(1)p(1)− px(0)p(0)− µ

∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx,

+ eµ|ux(1) + v(1)|2 − e−µ|ux(1)− v(1)|2 − |ux(0) + v(0)|2 − |ux(0)− v(0)|2,
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using boundary conditions we have

(Aε(u, v, p), (u, v, p))H = −
∫ 1

0
|px|2dx+ du(1)p(1)− c|p(0)|2 − µ

∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx

+ 2 sinh (µ)b2|p(0)|2 +
(
eµ|1− a|2 − e−µ|1 + a|

)
|v(1)|2 + 2eµ(1− a)v(1)bp(0) + 2e−µ(1 + a)v(1)bp(0).

(12)

Applying Young’s and Poincaré’s inequalities to (12) we get

(Aε(u, v, p), (u, v, p))H ≤ −
∫ 1

0
|px|2dx+

δ

2
d2|u(1)|2 + 1

2δ
|p(1)|2 − c|p(0)|2,

− µ

∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx+

(
eµ|1− a|2 − e−µ|1 + a|

)
|v(1)|2,

+ 2 sinh (µ)b2|p(0)|2 + 1

2
eµ(1− a)2|v(1)|2 + 1

2
e−µ(1 + a)2|v(1)|2 + 4 cosh (µ)b2|p(0)|2.

Equivalently, we have

(Aε(u, v, p), (u, v, p))H ≤ −
∫ 1

0
|px|2dx+

δ

2
d2|u(1)|2 + 1

2δ
|p(1)|2 − µ

∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx,

+ (2(sinh (µ) + 2 cosh (µ))b2 − c)|p(0)|2 − q(a, µ)|v(1)|2, (13)

where a, µ and q(a, µ) are choosen as in Theorem 1. Now, taking δ = 4µe−µ

d2
in (13), and using Lemma

(25) yields the following inequality

(Aε(u, v, p), (u, v, p))H ≤ −
∫ 1

0
|px|2dx+ (2(sinh (µ) + 2 cosh (µ))b2 − c)|p(0)|2 + d2eµ

8µ
|p(1)|2.

Using Lemma 23 we obtain

(Aε(u, v, p), (u, v, p))H ≤
(
d2eµ

4µ
− 1

)∫ 1

0
|px|2dx+

(
b2(2 sinhµ+ 4 coshµ)− c+

d2eµ

4µ

)
|p(0)|2. (14)

Finally, we deduce from (14) that Aε is a dissipative operator for every ε > 0, as soon as

|d| ≤ 2
√
µe−µ, 1 + b2(2 sinhµ+ 4 coshµ)− c ≤ 0, (15)

is satisfied.
On the other hand, since ρ(Aε) is open (see, for instance, [27, Remark 2.2.8]), we have that 0 ∈ ρ(Aε)

implies that λI +Aε is onto for some λ > 0. Hence, the rank condition given in [3, Chapter 7] is fulfilled,
and the operator Aε is a maximal operator. The condition 0 ∈ ρ(Aε) is equivalent to show that for each
(u0, v0, p0) ∈ H the equation Aε(u, v, p) = (u0, v0, p0) has a solution (u, v, p) ∈ D(Aε), i.e., we have to
solve the boundary value problem

uxx = v0,
ε−1pxx = p0,
u(0) = 0, ux(1) = −au0(1) + bp(0),
px(0) = cp(0), px(1) = du(1).

(16)

Under the invertible transformation p̃(x) = p(x) − ε
(
d
2cx

2 + d
6x

3
)
u0(1) −

(
dx+ d

c

)
u(1), system (16)

becomes 
uxx = v0,

ε−1p̃xx = p0 − (dc + dx)u0(1),

u(0) = 0, ux(1) = −au0(1) + bd
c u(1) + bp̃(0),

p̃x(0) = cp̃(0), p̃x(1) = −ε(dc +
d
2)u0(1).

(17)
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This system is a coupled system in cascade form, and therefore is easier to solve. We will use a variational
approach to study (17). Let us multiply the first line and second line of (17) by ψ ∈ H1(0, 1) and
ϕ ∈ H1

L(0, 1), respectively. Integrating over (0, 1), and integrating by part yields

ε−1

∫ 1

0
p̃xψxdx+ε

−1cp̃(0)ψ(0) =

∫ 1

0

(
(dc+dx)u0(1)−p0

)
ψdx−ε−1 d(c+2)

2c u0(1)ψ(1), ∀ψ ∈ H1(0, 1), (18)

and ∫ 1

0
uxϕxdx− bd

c
u(1)ϕ(1) = −

∫ 1

0
v0ϕdx+

(
bp̃(0)− au0(1)

)
ϕ(1), ∀ϕ ∈ H1

L(0, 1). (19)

The right-hand side of both (18) and (19) are continuous with respect its respective arguments ψ ∈
H1(0, 1) and ϕ ∈ H1

L(0, 1). The variational problems (18) and (19) have the operators Bε : H1(0, 1) ×
H1(0, 1) → R and C : H1

L(0, 1)×H1
L(0, 1) → R as bilinear forms. These bilinear forms are defined by

Bε(φ,ψ) = ε−1

∫ 1

0
φxψxdx+ ε−1cφ(0)ψ(0), C(φ,ψ) =

∫ 1

0
φxψxdx− bd

c u(1)ϕ(1).

It is easy to prove that Bε and C are continuous and coercive operators whenever | bdc | ≤ 1. In fact, let us
note that

Bε(ψ,ψ) = ε−1

∫ 1

0
|ψx|2 + ε−1c|ψ(0)|2, ∀ψ ∈ H1(0, 1),

and

C(φ,φ) =

∫ 1

0
|φx|2 −

bd

c
|φ(1)|2, ∀φ ∈ H1

L(0, 1).

Applying Lemma 24 to φ, and the fact that ∥φ∥H1(0,1) ≤ κ∥φ∥L2(0,1), for some constat κ > 0, it follows

directly that C is coercive whenever | bdc | < 1. On the other hand, using Poincaré’s inequality (see for
instance [19, Appendix A]) for ψ we have

Bε(ψ,ψ) = ε−1

(
(c− π2

8 )|ψ(0)|2 + π2

8
|ψ(0)|2 + 1

2

∫ 1

0
|ψx|2dx+

1

2

∫ 1

0
|ψx|2dx

)
≥ ε−1

2
∥ψ∥H1(0,1),

whenever c ≥ π2

8 . Therefore, [3, Corollary 5.8] applies, and both (18) and (19) have one solution p̃ ∈
H1(0, 1) and u ∈ H1

L(0, 1). It only remains to show that p̃, u ∈ H2(0, 1) and that the boundary conditions
are satisfied. To this end, it is enough to take φ,ψ ∈ C∞(0, 1) and integrate by parts. Then we choose
suitable conditions for ϕ, ψ, e.g., φ(1) = 0, ψ(0) = 0, and so on.

Proposition 10. Let a, b, c, d satisfying the hypothesis of Proposition 9 and ε > 0, then we have

(i) Let (u0, u1, p0) ∈ D(Aε). Then, system (1) has a unique strong solution

(u, ut, p) ∈ C([0,∞);D(Aε)) ∩ C1([0,∞);H).

(ii) Let (u0, u1, p0) ∈ H. Then, system (1) has a unique mild solution (u, ut, p) ∈ C([0,∞);H).

Proof. This result is a consequence of using semigroup theory developed in [3, Chapter 3] together with
Lemma 9

Remark 11. Let a, b, c, d satisfying the hypothesis of Proposition 9 and ε > 0. Recalling the definitions
of D(Aε) and H, it holds

(i) For (u0, u1, p0) ∈ D(Aε), the unique strong solution (u, p) of (1) satisfies

u ∈ C([0,∞);H2(0, 1) ∩H1(0, 1)) ∩ C1([0,∞);H1(0, 1)) ∩ C2([0,∞);L2(0, 1))

and p ∈ C([0,∞);H2(0, 1)) ∩ C1([0,∞);L2(0, 1)).

(ii) For (u0, u1, p0) ∈ H1(0, 1) × L2(0, 1) × L2(0, 1) the unique mild solution (u, p) of (1) satisfies u ∈
C([0,∞);H1(0, 1)) ∩ C1([0,∞);L2(0, 1)) and p ∈ C([0,∞);L2(0, 1)).
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2.2 Stability conditions

In this section we show that the state (u(·, t), ut(·, t), p(·, t)) of (1) is exponentially stable in the H1(0, 1)×
L2(0, 1)× L2(0, 1)−norm.

Proposition 12. Let a, b, c, d satisfying the hypothesis of Proposition 9 and ε > 0. Therefore,

Ė(u, ut, p) ≤ −µ
2
∥(u, ut)∥H − π2

8
∥p∥2L2(0,1) +

(
d2eµ

2µ
− 1

2

)∫ 1

0
|px|2dx,

+

(
π2

8
− c

2

)
|p(0, t)|2 +

(
d2eµ

2µ
+ (2 sinhµ+ 4 coshµ)b2 − c

2

)
|p(0, t)|2, (20)

Proof. For Y = (u, ut, p) strong solution to (11), let us consider the following energy functional

E(u, ut, p) =
1

2
∥(u, ut, p)∥2H.

Taking the derivative of E along the strong solutions of (11) we get that

Ė(u, ut, p) =
(
Ẏ (t), Y (t)

)
H
= (AεY (t), Y (t))H .

Following the computations for the dissipativity of (9), and taking δ = 4µe−µ

d2
in (13) we get that

Ė(u, ut, p) ≤ −µ
2
∥(u, ut)∥H −

∫ 1

0
|px|2dx+

d2eµ

4µ
|p(1, t)|2 − c|p(0, t)|2,

+ 2 sinhµb2|p(0, t)|2 + 4 coshµb2|p(0, t)|2.

Using Lemma 26 we get the desired inequality.

Now we are able to prove Theorem 1.

Proof of Theorem 1. Suppose that a, b, c, d ∈ R satisfies conditions (i) − (v) of Theorem 1. Note

that, conditions (i) − (iii) satisfy the hypothesis of Proposition 9. On the other hand, taking c ≥ π2

4 ,

1+2(sinh (µ)+2 cosh (µ))b2 ≤ c and d ≤
√
µe−µ, wich satisfies conditions (iii), (iv), (v) from Theorem 1,

respectively. Therefore, from (20), we get that Ė(u, ut, p) ≤ −min{µ
2 ,

π2

8 }E(u, ut, p). As a consequence
the origin of (1) is exponentially stable for the H1(0, 1)× L2(0, 1)× L2(0, 1)−norm.

3 Stability analysis for small ε

The goal of this section is to prove Theorem 4 by studying the reduced order system and the boundary-
layer system, which are given when applying SPM to (1). Roughly speaking, Theorem 4 states that the
full system is stable whenever the subsystems are exponentially stable, and the parameter ε > 0 is small
enough. First, let us compute the equilibrium point of p when ε = 0. That is, we have to solve the
following boundary value problem

pxx(x, t) = 0, (x, τ) ∈ (0, 1)× (0,∞),

px(0, t) = cp(0, t), t ∈ (0,∞),

px(1, t) = du(1, t), t ∈ (0,∞),

Directly integrating pxx(x, t) = 0 between 0 and x two times and using the boundary conditions we have
that p(x, t) =

(
d
c + xd

)
u(1, t) is the unique solution, which is considered as the quasi steady-state. We

will use this equilibrium point to deduce the the approximated subsystems.
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3.1 Reduced order system

To find the reduced order system we have to set ε = 0. As it was shown before, we have that p(0, t) =
d
cu(1, t) is defined for all t ≥ 0, which is the trace of the equilibrum point computed early. Replacing the
latter trace equality into the wave equation of (1), we have that the reduced order system, whose state is
denoted by ū, is given by

ūtt = ūxx, (x, t) ∈ (0, 1)× (0,∞),

ū(0, t) = 0, t ∈ (0,∞)

ūx(1, t) = −aūt(1, t) + bd
c ū(1, t), t ∈ (0,∞)

ū(x, 0) = ū0(x), ūt(x, 0) = ū1(x), x ∈ (0, 1).

(21)

We want to study the asymptotic behaviour of (21). For any (ū0, ū1) ∈ H2(0, 1)×H1(0, 1) such that the
compatibility conditions ū0(0) = ū1(0) = 0 and (ū0)x(1) = −aū0(1) + bd

c ū0(1) are satisfied, there exists a
unique strong solution of (21) (See for instance [18, Chapter 7])

(ū, ūt) ∈ C([0,∞);H2(0, 1) ∩H1(0, 1)×H1(0, 1)) ∩ C1([0,∞);H1(0, 1)× L2(0, 1)).

The mild solution to (21) is defined thorugh an extension by continuity of the semigroup that gives us
this solution.

For ū the unique strong solution of (21), we define the Lyapunov functional

V1(ū, ūt) =
1

2

∫ 1

0
eµx(ūt + ūx)

2 + e−µx(ūt − ūx)
2dx, (22)

which was first introduced in [22], and used in [5] when applying the SPM to a system coupling a slow
ODE together a fast wave equation. The following result states the stability of (21) around the origin

Proposition 13. Let µ∗ be given as in Theorem 1 and a ∈ R satisfying (i). Then, there exists a constant
κ = κ(µ) > 0 such that the unique mild solution ū ∈ C([0,∞);H1(0, 1)) ∩ C1([0,∞);L2(0, 1)) of (21)
satisfies

∥(ū(t), ūt(t))∥2H1(0,1)×L2(0,1) ≤ κe−
µ
2
t∥(ū0, ū1)∥2H1(0,1)×L2(0,1),

whenever |bd|
|c| ≤

√
µe−µ

sinhµ+2 coshµ and 0 < µ ≤ µ∗.

Proof. Taking the time derivative of V1 along the strong solutions of (21), we get

d

dt
V1(ū, ūt) =

∫ 1

0
2eµx(ūx + ūt)(ūxt + ūtt) + 2e−µx(ūx − ūt)(ūxt − ūtt)dx.

Integrating by parts, it follows that

d

dt
V1(ū, ūt) = −µV1(ū, ūt) +

(
eµx(ūx + ūt)

2 − e−µ(ūx − ūt)
2
) ∣∣x=1

x=0

= −µV1(ū, ūt) +
(
eµ(ūx(1, t) + ūt(1, t))

2 − e−µ(ūx(1, t)− ūt(1, t))
2
)
.

Using boundary conditions we get

d

dt
V1(ū, ūt) = −µV1(ū, ūt) +

(
(1− a)2eµ − (1 + a)2e−µ

)
|ūt(1, t)|2 + 2 sinh(µ)

(
bd
c

)2 |ū(1, t)|2,
+ eµ2(1− a)ūt(1, t)

bd
c ū(1, t) + e−µ2(1 + a)ūt(1, t)

bd
c ū(1, t).

9



Using Young’s inequality in the crossed terms, it holds that

d

dt
V1(ū, ūt) = −µV1(ū, ūt) +

(
(1− a)2eµ − (1 + a)2e−µ

)
|ūt(1, t)|2 + 2 sinh(µ)

(
bd
c

)2 |ū(1, t)|2,
+ δ

(
eµ(1− a)2 + e−µ(1 + a)2

)
|ūt(1, t)|2 +

2

δ

(
bd

c

)2

cosh (µ)|ū(1, t)|2.
(23)

Taking δ = 1
2 , we obtain that

d

dt
V1(ū, ūt) ≤ −µV1(ū, ūt)− q(a, µ)|ūt(1, t)|2 + (2 sinh(µ) + 4 coshµ)

(
bd
c

)2 |ū(1, t)|2, (24)

where q(a, µ) is given in Remark 2. Using Lemma 25, and by asking a, b, c, d to satisfy (i) − (v) of
Theorem 1 we have that q(a, µ) ≥ 0. As a consequence, we conclude the desired result. Therefore, we
get the exponential stability of the reduced system for initial data (ū0, ū1) ∈ H2(0, 1) × H1(0, 1) such
that ū0(0) = 0. Since (ū0, ū1) ∈ H2(0, 1) × H1(0, 1) such that ū0(0) = 0 is dense in H1(0, 1) × L2(0, 1)
with u0(0) = 0, we have that the exponential decay holds for less regular initial data, i.e., for any
(ū0, ū1) ∈ H1(0, 1) × L2(0, 1) the unique mild solution (ū, ūt) ∈ C([0,∞);H1(0, 1) × L2(0, 1)) to (21) is
exponentially stable around the origin in the H1(0, 1)× L2(0, 1)−norm.

Remark 14. Taking δ such that δ ∈ (0, 1) in (23) also works. We have to ensure that the term involving
the trace |ūt(1, t)|2 has negative sign. In order to ease the notation in this article we take δ = 1

2 . Taking
δ closer to 1 allows us more flexibility in the parameter a, since η > 1 is such that

(1 + δ)eµ(1− a)2 − (1− δ)e−µ(1 + a)2 ≤ 0, for a ∈ [η−1, η], a ̸= 1.

Following [5, Section III], and as it will be justified later, we are going to treat an extra source term
that depends on the trace ūt(1, ·). We end this section with the following corollary that concerns the trace
ūt(1, ·) through the following observability inequality.

Corollary 15. Let a ∈ R satisfying (i) in Theorem 1. Then, the unique solution ū of (21) satisfies

q(a, µ)

∫ t

0
e−

µ
2
(t−s)|ūt(1, s)|2ds ≤ κe−

µ
2
t∥(ū0, ū1)∥2H1(0,1)×L2(0,1),

whenever |bd|
|c| ≤

√
µe−µ

sinhµ+2 coshµ . Here κ = κ(µ) is the constant stated in Proposition 13.

This corollary follows by using Lemma 25 to absorb the term |ū(1, t)|2. Then, we use Gronwall’s
Lemma in the resulting differential inequality. This result also implies that, it generates a suitable
admissible observation operator in the sense of [27, Definition 4.3.1].

3.2 Boundary-layer system

Let us define τ := t
ε and consider p̄(x, τ) := p(x, τ)−

(
d
c + xd

)
u(1, τ), defined for all (x, τ) ∈ [0, 1]× [0,∞).

Note that,

p̄τ (x, τ) = pτ (x, τ)− ε

(
d

c
+ xd

)
ut(1, τ), ∀(x, τ) ∈ [0, 1]× (0,∞).

Therefore, taking ε = 0 yields to p̄τ (x, τ) = pτ (x, τ). Similarly, one has p̄xx(x, τ) = pxx(x, τ). For the
boundary conditions, one needs to compute the space derivative of p̄, that is defined as:

p̄x(x, τ) := px(x, τ)− du(1, τ), ∀(x, τ) ∈ (0, 1)× (0,∞).
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The boundary condition at x = 0 is given by p̄x(0, τ) = px(0, τ) − du(1, τ) = cp(0, τ) − px(1, τ), and
thus cp̄(0, τ) = px(0, τ) − du(1, τ) = p̄x(0, τ). For the boundary condition at x = 1, we have directly
p̄x(1, τ) = px(1, τ)− du(1, τ) = 0. Finally, the boundary-layer system is given by

p̄τ = p̄xx, (x, τ) ∈ (0, 1)× (0,∞),

p̄x(0, τ) = cp̄(0, τ), τ ∈ (0,∞),

p̄x(1, τ) = 0, τ ∈ (0,∞),

p̄(x, 0) = p̄0(x), x ∈ (0, 1).

(25)

This system has a unique strong solution p̄ ∈ C([0,∞);H2(0, 1)) ∩ C1([0,∞);L2(0, 1)) provided that
p̄0 ∈ H2(0, 1) is such that (̄p0)x(0) = cp̄0(0) and (̄p0)x(1) = 0. Indeed,

A : D(A) ⊂ L2(0, 1) → L2(0, 1),

is a closed, densely defined operator with D(A) = {p ∈ H2(0, 1) : px(0) = cp(0), px(1) = 0}. Simple
computations can show that this operator is dissipative. The argument for the maximality of A is the
same as the one given in Subsection 2.1. Concerning the exponential stability of (25), we will use the
following Lyapunov functionals

W2(p̄) =
1

2
∥p̄(·, τ)∥2L2(0,1), τ ≥ 0, (26)

V2(p̄) =
1

2

∫ 1

0
|p̄x(·, τ)|2dx+

c

2
|p̄(0, τ)|2, τ ≥ 0, c > 0. (27)

The next result states the exponential decay result for (25) in the L2(0, 1)−norm.

Lemma 16. For each c ≥ π2

4 and p̄0 ∈ L2(0, 1), the unique mild solution p ∈ C([0,∞);L2(0, 1)) to (25)
satisfies

∥p̄(·, τ)∥2L2(0,1) ≤ e−
π2

2
τ∥p̄0∥L2(0,1), ∀τ ≥ 0.

Proof. First we take p̄0 ∈ H2(0, 1) is such that (̄p0)x(0) = cp̄0(0) and (̄p0)x(1) = 0. Supposing that c is
any positive constant, taking the time derivative of W2(p̄) along strong solutions to (25), we get

d

dτ
W2(p̄) =

∫ 1

0
p̄p̄τdx =

∫ 1

0
p̄p̄xxdx = −

∫ 1

0
|p̄x|2dx− c|p̄(0, τ)|2. (28)

Using Wirtinger’s type we get

d

dτ
W2(p̄) ≤ −π

2

4

∫ 1

0
|p̄|2dx+

(
π2

4
− c

)
|p̄(0, τ)|2. (29)

It follows directly that if c ≥ π2

4 then the exponential stability in the L2(0, 1)−norm is achieved. By
density of the set {p ∈ H2(0, 1) : px(1) = 0, px(0) = cp(0)} in L2(0, 1) we have that this result also
holds for mild solutions p̄ ∈ C([0,∞);L2(0, 1)), when taking initial data p̄0 ∈ L2(0, 1).

Now we state the exponential decay of (25) in the H1(0, 1)− norm.

Lemma 17. Let c ≥ π2

8 . Let p̄ be the unique mild solution of (25) with initial condition p0 ∈ H1(0, 1).
There exists a constant K > 0 depending only on c > 0 such that

∥p̄(·, τ)∥2H1(0,1) ≤ Ke−
π2

4
τ∥p̄0∥2H1(0,1), ∀τ ≥ 0.

Moreover, the unique mild solution has the following improved regularity p ∈ C([0,∞);H1(0, 1)), whenever
p0 ∈ H1(0, 1). The improved regularity is in the sense that the solution is more regular whenever the initial
condition is more regular itself.
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Proof. Supposing c > 0, taking the time derivative of (27) along the strong solution p̄ of (25), integrating
by parts and using boundary conditions we get

d

dt
V2(p̄) =

∫ 1

0
p̄xp̄xtdx+ cp̄(0, t)pt(0, t) = −

∫ 1

0
|p̄xx|dx.

Using Poincaré’s inequality we arrive at d
dtV2(p̄) ≤ −1

4 min{4c, π2}V2(p̄). Thus, for each c > 0 we get the
exponential stability in the H1(0, 1)−norm.

Following [5, Section III] we are going to treat an extra boundary term that depends on the trace
|p̄(0, ·)|2. To conclude this subsection, we state the following result where the trace term |p̄(0, ·)|2 is
controlled. This enhance the usefulness of considering both exponential stability results for the boundary-
layer system (25) as both are going to play a key role in the proof of Theorem 6.

Corollary 18. For each c ≥ π2

4 , the unique mild solution p̄ ∈ C([0,∞);L2(0, 1)) of (25) satisfies

|p̄(0, τ)|2 ≤ c−1e−
π2

4
τ∥p̄0∥2H1(0,1), ∀τ ≥ 0,

provided that p̄0 ∈ H1(0, 1).

Proof. This Corollary follows directly of the proof of Lemma 17 and using the improved regularity p̄ ∈
C([0,∞);H1(0, 1)) whenever p̄0 ∈ H1(0, 1)

3.3 Full system

In this section we are going to prove the exponential decay of the solutions of (1) in the H1(0, 1) ×
L2(0, 1) × L2(0, 1)−norm and H1(0, 1) × L2(0, 1) × H1(0, 1)−norm, by using the Lyapunov functionals
designed earlier this section. For this purpose, let us consider p̃(t, x) = p(t, x)−

(
d
c + xd

)
u(1, t), which is

defined for [0, 1]× [0,∞). Then, we have that

p̃t(t, x) = pt(t, x)−
(
d

c
+ xd

)
ut(1, t), (x, t) ∈ (0, 1)× (0,∞).

One can also prove that p̃xx(t, x) = pxx(t, x), for all (x, t) ∈ (0, 1) × (0,∞), and compute the boundary
conditions. Therefore, (u, p̃) satisfies the following coupled PDE system

εp̃t = p̃xx + ε
(
d
c + xd

)
ut(1, t), (x, t) ∈ (0, 1)× (0,∞)

p̃x(0, t) = cp̃(0, t), t ∈ (0,∞),

p̃x(1, t) = 0, t ∈ (0,∞)

p̃(x, 0) = p̃0(x), x ∈ (0, 1),

utt = uxx, (x, t) ∈ (0, 1)× (0,∞),

u(0, t) = 0, t ∈ (0,∞),

ux(1, t) = −aut(1, t) + bd
c u(1, t) + bp̃(0, t), t ∈ (0,∞),

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ (0, 1).

(30)

Now we want to analyze the exponential stability of (30). For this purpose we propose the Lyapunov
functionals V (p̃, u) = V1(u) + εV2(p̃) and W (p̃, u) = V1(u) + εW2(p̃), where V1, V2,W2 were defined in
(22),(27) and (26), respectively. Before we prove Theorem 4, we state the following technical lemma

Lemma 19. Let a satisfies (i) of Theorem 1. Then, the unique solution (u, ut, p̃) to (30) satisfies

d

dt
V1(u, ut) ≤ −µ

2
V1(u, ut)− q(a, µ)|ut(1, t)|2 +

(
F (µ)

(
bd
c

)2 − µe−µ
)
|u(1, t)|2 + F (µ)b2|p̃(0, t)|2, (31)

where F (µ) is defined in Theorem 4 and q(a, µ) is defined in Remark 2.
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Proof. Taking the time derivative along the strong solutions of (30) we have that

d

dt
V1(u, ut) = −µV1(u, ut) +

(
(1− a)2eµ − (1 + a)2e−µ

)
|ut(1, t)|2 + 2 sinhµ

(
bd
c

)2 |u(t, 1)|2,
+ 2 sinh(µ)|bp̃(0, t)|2 + eµ2

(
db
c

)
u(1, t)bp̃(0, t) + eµ2(1− a)ut(1, t)bp̃(0, t) + eµ2(1− a)ut(1, t)

(
db
c

)
u(1, t),

+ e−µ2
(
db
c

)
u(1, t)bp̃(0, t)− e−µ2(1 + a)ut(1, t)bp̃(0, t)− e−µ2(1 + a)ut(1, t)

(
db
c

)
u(1, t),

by using Young and Cauchy-Schwarz inequalities, we get

d

dt
V1(u, ut) = −µV1(u, ut) + (2 sinh (µ) + 2 cosh (µ) + 2

δ cosh (µ))b
2|p̃(0, t)|2,

+ 2δ
(
eµ(1− a)2 + e−µ(1 + a)2

)
+ |ut(1, t)|2(2 sinh (µ) + 2 cosh (µ) + 2

δ cosh (µ))

(
bd

c

)2

|u(1, t)|2,

+
(
(1− a)2eµ − (1 + a)2e−µ

)
|ut(1, t)|2.

Taking δ = 1
4 , and using Lemma 25 for |u(1, t)|2 we get the desired result. Note that Remark 14 also

applies in this case.

Now we are ready to prove Theorem 4.

Proof of Theorem 4. (i) For any strong solution of (30) and taking the derivative of (26), we have
the following

ε
d

dt
W2(p̃) = −

∫ 1

0
|p̃x|2 − c|p̃(0, t)|2 +

∫ 1

0
εp̃

(
d

c
+ xd

)
ut(1, t)dx.

Using Wirtinger’s and Young’s inequalities we get

ε
d

dt
W2(p̃) ≤ −π

2

4

∫ 1

0
|p̃|2dx+

(
π2

4
− c

)
|p̃(0, t)|2 + ε2d2(1 + c)2

2c2δ

∫ 1

0
|p̃|2dx+

δ

2
|ut(1, t)|2,

thus

ε
d

dt
W2(p̃) ≤

(
ε2d2(1 + c)2

2c2δ
− π2

8

)∫ 1

0
|p̃|2dx+

(
π2

4
− c

)
|p̃(0, t)|2dx+

δ

2
|ut(1, t)|2dx,

− π

8

∫ 1

0
|p̃|dx. (32)

Using inequalities (31) and (32) we get

d

dt
W (u, ut, p̃) ≤ −µ

2
V1(u, ut)−

π2

4ε
εW2(p̃) +

(
δ

2
− q(a, µ)

)
|ut(1, t)|2,

+

(
π2

4
+ F (µ)b2 − c

)
|p̃(0, t)|2 +

(
F (µ)

(
bd
c

)2 − µe−µ
)
|u(1, t)|2,

+

(
ε2d2(1 + c)2

2c2δ
− π2

8

)∫ 1

0
|p̃|2dx.

Defining ε1 =

√
q(a,µ)πc

2|d|(1+c) and ε2 = π2

2µ . For µ < µ∗, where µ∗ is given in Theorem (4), we have that

q(a, µ) > 0. Taking δ = 2q(a, µ), ε ∈ (0, ε1], and a, b, c, d satisfying (i) − (v) of Theorem (4) we
arrive at

d

dt
W (u, ut, p̃) ≤ −min

{
µ

2
,
π2

4ε

}
W (u, ut, p̃) ≤ −µ

2
W (u, ut, p̃),

where the last inequality holds for ε ∈ (0, ε2). Finally, taking ε∗1 = min{ε1, ε2} and using some
suitable density argument, we get the desired conclusion.

13



(ii) For any strong solution of (30) and taking the derivative of (27) we have that

d

dt
(εV2(p̃)) = −

∫ 1

0
|p̃xx|2dx+

∫ 1

0
ε

(
d

c
+ dx

)
ut(1, t)p̃xxdx,

using Young’s inequality we have that

εV̇2(p̃) ≤ −
∫ 1

0
|p̃xx|2dx+

∫ 1

0

ε(1 + c)|d|
c

|p̃xx||ut(1, t)|dx ≤
(
ε2(1 + c)2d2

2δc2
− 1

3

)∫ 1

0
|p̃xx|2dx,

− 2

3

∫ 1

0
|p̃xx|2dx+

δ

2
|ut(1, t)|2. (33)

Combining (31) and (33) we see that

d

dt
V (u, ut, p̃) ≤ −µ

2
V1(u, ut)−

2

3

∫ 1

0
|p̃xx|2 +

(
δ

2
− q(a, µ)

)
|ut(1, t)|2 + F (µ)b2|p̃(0, t)|2,

+
(
F (µ)

(
bd
c

)2 − µe−µ
)
|u(1, t)|2 +

(
ε2(1 + c)2d2

2δc2
− 1

3

)∫ 1

0
|p̃xx|2. (34)

Applying Lemma 24 for px(0, t), and using boundary conditions we have

c2|p̃(0, t)|2 ≤
∫ 1

0
|p̃xx|2dx.

Since c ≥ π2

8 > 1, we get the following inequality

−c
∫ 1

0
|p̃xx|2dx ≤ −

∫ 1

0
|p̃xx|2 ≤ −c2|p̃(0, t)|2. (35)

By using (35) in (34) we get

d

dt
V (u, ut, p̃) ≤ −µ

2
V1(u, ut)−

1

3

∫ 1

0
|p̃xx|2 +

(
δ

2
− q(a, µ)

)
|ut(1, t)|2,

+
(
F (µ)b2 − c

3

)
|p̃(0, t)|2 +

(
F (µ)

(
bd
c

)2 − µe−µ
)
|u(1, t)|2 +

(
ε2(1 + c)2d2

2δc2
− 1

3

)∫ 1

0
|p̃xx|2.

We have the following estimate thanks to Poincaré’s Inequality −
∫ 1
0 |p̃xx|

2dx ≤ − 2cπ2

4c+π2V2(p̃), so the
last inequality is equivalent to

d

dt
V (u, ut, p̃) ≤ −µ

2
V1(u, ut)−

2cπ2

3(4c+ π2)

1

ε
(εV2(p̃)) +

(
δ

2
− q(a, µ)

)
|ut(1, t)|2,

+
(
F (µ)b2 − c

3

)
|p̃(0, t)|2 +

(
F (µ)

(
bd
c

)2 − µe−µ
)
|u(1, t)|2,

+

(
ε2(1 + c)2d2

2δc2
− 1

3

)∫ 1

0
|p̃xx|2.

Defining ε1 =
2c
√

q(a,µ)

(1+c)|d| , and ε2 = 4cπ2

µ(4c+π2)
. For µ < µ∗, where µ∗ is given in Theorem (4), we have

that q(a, µ) > 0.. Taking δ = 2q(a, µ), and the parameters a, b, d, c, µ as in the hypothesis we have
that for ε ≤ ε1

d

dt
V (u, ut, p̃) ≤ −µ

2
V1(u, ut)−

2cπ2

4c+ π2
1

ε
(εV2(p̃)) ≤ −min{µ

2 ,
2cπ2

4c+π2
1
ε}V (u, ut, p̃),

14



where the last inequality holds for ε ∈ (0, ε2). Finally, taking ε∗2 = min{ε1, ε2} we get the desired
result for strong solutions. On the other hand, following Remark 8 it follows that D(Aε) is dense
in H1(0, 1) × L2(0, 1) × H1(0, 1). Therefore, we can extend the semigruoup associted to (1) by
continuity to the space H1(0, 1) × L2(0, 1) ×H1(0, 1). In consequene, this unique mild solution is
also exponentially stable.

4 Tikhonov Theorem

At the moment we have shown that, the exponential stability of the approximated subsystems given by
the SPM, we deduce the stability of (1) in the H1(0, 1) × L2(0, 1) × L2(0, 1)−norm and the H1(0, 1) ×
L2(0, 1) × H1(0, 1)−norm, for ε > 0 small enough. In this section, we are going to prove Theorem 6,
which uses both subsystems to give an approximation of the full system. This Tikhonov result is for
H1(0, 1) × L2(0, 1) × L2(0, 1)−norm stability analysis. The idea is to show how the solution of (1) goes
to zero while explaining how it does when the parameter ε is small enough. Being precise, we define the
so called error system, which is the result of approximating each variables (u, p) of (1) by the solutions
ū,p̄ of subsystems (2),(3), respectively and the quasi steady-state given in Section 3.

Let us introduce the following variables

α(x, t) = u(x, t)− ū(x, t), ∀(x, t) ∈ [0, 1]× [0,∞),

and
β(x, t) = p(x, t)−

(
d
c + xd

)
ū(1, t)− p̄(x, tε), ∀(t, x) ∈ [0, 1]× [0,∞),

where (u, p), ū, p̄ are the strong solutions to (1), (2) and (3), respectively.
Computing successively for α, β we have

αt(x, t) = ut(x, t)− ūt(x, t), αtt(x, t) = utt(x, t)− ūtt(x, t), ∀(t, x) ∈ (0, 1)× (0,∞),

αx(x, t) = ux(x, t)− ūx(x, t), αxx(x, t) = uxx(x, t)− ūxx(x, t), ∀(t, x) ∈ (0, 1)× (0,∞),

and

βt(x, t) = pt(x, t)−
(
d
c + xd

)
ūt(1, t)−

1

ε
p̄τ (x,

t
ε), ∀(t, x) ∈ (0, 1)× (0,∞),

βx(x, t) = px(x, t)− dū(1, t)− p̄x(x,
t
ε), ∀(t, x) ∈ (0, 1)× (0,∞),

βxx(x, t) = pxx(x, t)− p̄xx(x, t), ∀(t, x) ∈ (0, 1)× (0,∞).

Thus, α, β satisfies the following error system{
αtt = αxx, (x, t) ∈ (0, 1)× (0,∞),

εβt = βxx − ε
(
d
c + xd

)
ūt(1, t), (x, t) ∈ (0, 1)× (0,∞),

with boundary conditions
α(0, t) = 0, t ∈ (0,∞),

αx(1, t) = −aαt(1, t) + bβ(0, t) + p̄( tε , 0), t ∈ (0,∞),

βx(0, t) = cβ(0, t), t ∈ (0,∞),

βx(1, t) = dα(1, t), t ∈ (0,∞),

and initial condition 
α(x, 0) = u0(x)− ū0(x), x ∈ (0, 1),

αt(x, 0) = u1(x)− ū1(x), x ∈ (0, 1),

β(x, 0) = p0(x)− p̄0(x)−
(
d
c + xd

)
ū0(1), x ∈ (0, 1).
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We define the following Lyapunov functional W̃ (α, αt, β) = V1(α, αt) + εW2(β).
We start with the two following lemmas.

Proposition 20. The Lyapunov functional W̃ (α, β) satisfies

O(ε)∥β∥2L2(0,1) ≤ W̃ (α, αt, β), O(1)
(
∥α∥2H1(0,1) + ∥αt∥2L2(0,1)

)
≤ W̃ (α, αt, β),

and
W̃ (α, αt, β) ≤ O(1)

(
∥α∥2H1(0,1) + ∥αt∥2L2(0,1) + ∥β∥2L2(0,1)

)
.

Proof. This is a straightforward result from the definition of W̃ and the equivalence between V1(α) and
the H1(0, 1)−norm of α.

Lemma 21. For every µ > 0 and a > 0 we have that

d

dt
V1(α, αt) = −µV1(α, αt) + F (µ)p̄( tε , 0) + F (µ)b2|β(0, t)|2 − q(a, µ)|αt(1, t)|2.

Proof. It is a consequence of computing the derivative of V1 and using Young’s inequality as it was used
in the proof of Lemma 31.

Lemma 22. For every c > 0 and d ∈ R we have that

d

dt
εW2(β) ≤ −π

2

8

∫ 1

0
|β|2dx+

1

2
|ūt(t, 1)|2 +

(
ε2d2(c+ 1)2

2c2
− π2

8

)∫ 1

0
|β|2dx,

d2|α(1, t)|2 +
(
π2 + 2

4
− c

)
|β(0, t)|2. (36)

Proof. Note that

d

dt
εW2(β) =

∫ 1

0
εβtβdx =

∫ 1

0
ββxx +

∫ 1

0
ε(dc + xd)ūt(1, t)β(x, t)dx,

= −
∫ 1

0
|βx|2 + (ββx)

∣∣x=1

x=0
+

∫ 1

0
ε(dc + xd)ūt(1, t)β(x, t)dx,

= −
∫ 1

0
|βx|2 + dα(1, t)β(1, t)− c|β(0, t)|2 +

∫ 1

0
ε(dc + xd)ūt(1, t)β(x, t)dx.

Using Young’s inequality and Cauchy-Schwarz properly, we get

εẆ2(β) ≤ −
∫ 1

0
|βx|2dx− c|β(0, t)|2 + d2

2δ
|α(1, t)|2 + δ

2
|β(1, t)|,

+
ε2d2(1 + c)2

2c2

∫ 1

0
|β|2dx+

1

2
|ūt(1, t)|2, (37)

employing Lemma 26 together with Lemma 23, and taking δ = 1
2 , we arrive at

εẆ2(β) ≤ −π
2

4

∫ 1

0
|β|2dx+

(
π2

4
+

1

2
− c

)
|β(0, t)|2 + d2|α(1, t)|2,

+
ε2d2(1 + c)2

2c2

∫ 1

0
|β|2dx+

1

2
|ūt(1, t)|2. (38)
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Now we are able to prove the Tikhonov result stated in Theorem 6.

Proof of Theorem 6: Using the previous lemmas stated in this section we get that

d

dt
W̃ (α, αt, β) ≤ −µ

2
V1(α, αt) +

(
ε2d2(1 + c)2

c2
− π2

4

)
1

ε
εW2(β)−

π2

4ε
εW2(β)

+
(
d2 − µe−µ

)
|α(1, t)|2 +

(
π2 + 2

4
+ F (µ)b2 − c

)
|β(0, t)|2 − q(a, µ)|αt(1, t)|2

+ F (µ)p̄(0, tε) +
1

2
|ūt(1, t)|2.

Defining ε1 = cπ
2|d|(1+c) and ε2 = π2

2µ . Now, taking ε ∈ (0, ε1) and letting a, b, c, d satisfy (i) − (v) in

Theorem 1 and b, c, d ∈ R satisfying (1), (2), (3) of Theorem 6, we get that

d

dt
W̃ (α, αt, β) ≤ −min

{
µ

2
,
π2

4ε

}
W̃ (α, αt, β) + F (µ)|p̄( tε , 0)|

2 +
1

2
|ūt(1, t)|2,

≤ −µ
2
W̃ (α, αt, β) + F (µ)|p̄( tε , 0)|

2 +
1

2
|ūt(1, t)|2,

(39)

where the last inequality holds for ε ∈ (0, ε2). Defining ε∗3 = min {ε1, ε2}, and taking ε ∈ (0, ε∗3) we get
from Corollary 18 that

d

dt
W̃ (α, αt, β) ≤ −µ

2
W̃ (α, αt, β) + F (µ)e−

π2

4ε
t∥p̄0∥H1(0,1) +

1

2
|ūt(1, t)|2,

≤ −µ
2
W̃ (α, αt, β) + F (µ)e−

µ
4
t∥p̄0∥H1(0,1) +

1

2
|ūt(1, t)|2.

Multiplying by e
µ
2
t and integrating between 0 and t we deduce

W̃ (α, αt, β) ≤ e
−µ
2

t

(
W (α(x, 0), αt(x, 0), β(x, 0)) + F (µ)

µ

4
e

µ
4
t∥p̄0∥H1(0,1) +

1

2

∫ t

0
e

µ
2
s|ūt(1, s)|2ds

)
,

and by using Corollary 15, Proposition 20 and smallness conditions (6), (7), we arrive at

W̃ (α, αt, β) ≤ O(1)e−
µ
4
t
(
W (α(x, 0), αt(x, 0), β(x, 0)) + ∥p0∥2H1(0,1) + ∥(ū0, ū1)∥2H1(0,1)×L2(0,1)

)
,

≤ O(ε3)e−
µ
4
t.

(40)

Therefore, we have that the desired result hold for any strong solution (u, p), ū, p̄ to (1), (2) and (3),
respectively. By using a suitable density argument, we can show that (40) holds for any mild solution
(u, p), ū, p̄ to (1), (2) and (3), respectively.

5 Conclusions and open problems

In this paper, we have provided a singular perturbation analysis for a parabolic-hyperbolic system com-
posed by a fast heat equation and a slow wave equation. In particular, we have proved that, the conditions
for the reduced order system and the boundary-layer system to be exponentially system also work for
the full-system for ε small enough, and the decay is in the H1(0, 1) × L2(0, 1) × L2(0, 1)−norm. Fur-
thermore, we provide a Tikhonov approximation for the full-system trough the subsystems given by the
method. On the other hand, by using a slightly different Lyapunov functional for the heat equation
we have shown a better result for the expential stability, namely, we show an exponential decay in the
H1(0, 1)× L2(0, 1)×H1(0, 1)−norm, however we are not able to prove a Tikhonov result for this case.
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Before concluding this article we would like to talk about an open problem when changing a coupling
term in (1). Consider the following fast heat - slow wave coupled system

utt = uxx, (x, t) ∈ (0, 1)× (0,∞),

u(0, t) = 0, t ∈ (0,∞),

ux(1, t) = −aut(1, t) + bp(0, t), t ∈ (0,∞),

εpt = pxx, (x, t) ∈ (0, 1)× (0,∞),

px(0, t) = cp(0, t), t ∈ (0,∞),

px(1, t) = dut(1, t), t ∈ (0,∞),

(41)

where we have the coupling px(1, t) = dut(1, t) instead of px(1, t) = d(1, t). For (41) the resulting
subsystems can be treated as in Section 3, and therefore they are exponentially stable under reasonable
conditions. However when writing the equivalent full-system, like in Section 3.3, we end up with

εp̃t = p̃xx + ε
(
d
c + xd

)
utt(1, t), (x, t) ∈ (0, 1)× (0,∞)

p̃x(0, t) = cp̃(0, t), t ∈ (0,∞),

p̃x(1, t) = 0, t ∈ (0,∞)

utt = uxx, (x, t) ∈ (0, 1)× (0,∞),

u(0, t) = 0, t ∈ (0,∞),

ux(1, t) = −(a− bd
c )ut(1, t) + bp̃(0, t), t ∈ (0,∞).

(42)

Following the same proof as we did earlier, we end up in a dead end due to the presence of the trace term
utt(1, t). To address this problem we have to consider more regularity in the initial data (in order to the
trace to make sense), and at the moment the authors could not find an estimate that relates utt(1, t) with
the functional V1(u) defined in Section 3.1. Also, the following system consisting on a slow heat equation
coupled with a fast wave equation

ε2utt = uxx, (x, t) ∈ (0, 1)× (0,∞),

u(0, t) = 0, t ∈ (0,∞),

ux(1, t) = −aεut(1, t) + bp(0, t), t ∈ (0,∞),

pt = pxx, (x, t) ∈ (0, 1)× (0,∞),

px(0, t) = cp(0, t), t ∈ (0,∞),

px(1, t) = dεut(1, t), t ∈ (0,∞),

(43)

has not been studied so far. This system may lead to some regularity issues to address, see for instance [20,
Section 4], where a higher regularity is needed.

A Some useful inequalities

We state some useful inequalities that will help us through the article.

Lemma 23. Let w ∈ H1(0, 1), then we have that

|w(1)|2 ≤ 2|w(0)|2 + 2

∫ 1

0
|wx|2dx.

This can be proved by using the reverse triangular inequality, i.e., |w(1)|− |w(0)| ≤ |w(1)−w(0)| together
with the identity w(1)− w(0) =

∫ 1
0 wxdx and Jensen’s inequalitiy.
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Lemma 24. Let p ∈ H1
L(0, 1), then |p(1)|2 ≤ ∥px∥L2(0,1).

Proof. A straightforward application of [9, Lemma 2.1].

Lemma 25. Let (u, v) ∈ H1
L(0, 1)×H1(0, 1). For every µ > 0, we have that

−µ
∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx ≤ −2µe−µ|u(1)|2.

Proof. Note that∫ 1

0
eµx|ux + v|2 + e−µx|ux − v|2dx ≥

∫ 1

0
(ux + v)2 + e−µ(ux − v)2,

≥ e−µ

∫ 1

0
2(|v|2 + |ux|2) ≥ 2e−µ

∫ 1

0
|ux|2dx,

multiplying by −µ, and using Lemma 24 we get the desired result.

The following lemma is taking from [19, Chapter 2, Remark 2.2]

Lemma 26. Let w be a continuously differentiable function, then we have∫ 1

0
w2dx ≤ |w(i)|2 + 4

π2

∫ 1

0
|wx|2dx, i = 0, 1.
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