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[11 The timing of spring snow melt onset (SMO) on Arctic sea ice strongly affects the heat
accumulation in snow and ice during the melt season. SMO itself is controlled by surface
heat fluxes. Satellite passive microwave (SSM/I) observations show that the apparent
melt onset (MO) varies a lot interannually and even over 50—100 km distances. The MO
record appeared to be a complex blend of SMO on top of sea ice and opening of leads
and polynyas due to divergent sea ice drift. We extracted SMO out of the original MO
record using sea ice concentration data. Applying ERA Interim reanalysis, we evaluated
the portion of SMO variance explained by radiative and turbulent surface heat fluxes

in the period of 1989-2008. The anomaly of the surface net heat flux 1-7 days prior to
SMO explained up to 65% of the interannual variance in SMO in the central Arctic.

The main term of the net flux was the downward longwave radiation, which explained up
to 90% of SMO variance within the western central Arctic. The role of the latent

and sensible heat fluxes in earlier/later SMO was not to bring more/less heat to the surface
but to reduce/enhance the surface heat loss. Solar radiation was not an important factor
alone, but together with other fluxes improved the explained variance of SMO.

Local 20-year SMO trends averaged over the central Arctic Ocean are toward

earlier melt by 9 days per decade.

Citation: Maksimovich, E., and T. Vihma (2012), The effect of surface heat fluxes on interannual variability in the spring onset
of snow melt in the central Arctic Ocean, J. Geophys. Res., 117, C07012, doi:10.1029/2011JC007220.

1. Introduction

[2] The melt season on Arctic sea ice is short, typically
about 2—4 months (May—August), with the most intense
incident solar shortwave (SW) radiation during May—July of
150-300 W/m* (daily means) at the surface [Ebert and
Curry, 1993]. Prior to the melt onset (MO) on top of com-
pact sea ice, the snowpack is dry and reflects 80-90% of the
incident SW radiation. With MO, free water appears within
the snowpack and snow crystals coarsen. As a result, SW
scattering within the snowpack weakens and SW absorption
increases [ Grenfell and Perovich, 1984, 2004]. Therefore, an
earlier snow melt by a few days increases the accumulation
of SW radiation within the snowpack, which makes an
important contribution to the total surface heat storage dur-
ing the melt season [Bitz et al., 1996]. Radiation measure-
ments in the central Arctic have quantified that one day
earlier MO on top of the sea ice increases the melt season
cumulative absorbed SW energy at the sea ice - ocean sur-
face by approximately 8.7 MJ/m’, corresponding to the
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additional 3 cm of summer ice melt [Perovich et al., 2007b].
In comparison, 1-day delay in fall freeze-up results in an
increase by only 1.5 MJ/m?, or less than 0.5 cm of additional
ice melt. An early MO on sea ice and the associated early
generation of open water areas favor heat accumulation in
the upper ocean [Drobot, 2007; Eicken and Lemke, 2001;
Perovich et al., 2007a]. Further, it takes more time in
autumn to cool warmer water masses down to the freezing
point. As a result, the freeze-up starts later, which contributes
to sea ice thinning in the following year [Laxon et al., 2003].

[3] Over the past few decades a tendency toward earlier
MO in the Arctic has been revealed based on satellite
observations. Already Anderson and Drobot [2001] have
detected significant trends (1979-1998) toward earlier MO
in the western central Arctic (8.9 days per decade), Lincoln
Sea (4.4 days per decade) and Beaufort Sea (5.1 days per
decade). Belchansky et al. [2004] evaluated the difference
between two decadal averages (1979-1988 and 1989-2001):
by 5 days in the Kara - northern Barents and Chukchi Seas,
by 9 days in the East Siberian Sea, and by 4 days in the
central Arctic. More recently, also based on a satellite pas-
sive microwave record, Stroeve et al. [2006] and Markus
et al. [2009] demonstrated statistically significant 29-year
(1979-2007) MO trends by 2—4 days per decade in the
central Arctic, Laptev, East-Siberian, Chukchi and Beaufort
Seas and the Baffin Bay. The tendency toward earlier MO
and sea ice thinning [Giles et al., 2008; Kwok and Rothrock,
2009] are essential elements in the recent Arctic warming,
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but, according to our knowledge, reasons for the statistically
significant 20-30-year trends in MO have not been
explained yet.

[4] Trends as well as the interannual and regional varia-
tions in snow MO on top of sea ice are controlled by the
surface heat fluxes. The surface fluxes, in turn, are affected
by the air temperature and humidity, wind speed, clouds,
snow and ice thickness, and the heat conductivity of snow
and ice. By surface fluxes we mean the fluxes in the upper-
most ~0.2 m of the snowpack. SW radiation penetrates into
the snowpack, so that melt often starts a few cm below the
surface [Cheng et al., 2006, 2008]. An early (late) snow MO
on top of sea ice is only due to an early and fast (late and
retarded) net heat flux accumulation.

[5s] Previous studies on the factors controlling the spring
snow MO on sea ice have mostly addressed the role of a
large-scale atmospheric circulation on the regional average
MO, or the local effect of radiative and turbulent surface
heat fluxes observed during field campaigns. Field obser-
vations by Barber et al. [1994], Granskog et al. [2006] and
Vihma et al. [2009] demonstrated the importance of synoptic-
scale variations and the diurnal cycle in the surface heat
fluxes. Cheng et al. [2008] showed that success in modeling
of snow MO strongly depends on the vertical resolution
applied: with a 15-20 layer snow model resolving the snow
MO better than a 3 layer model. The study by Yackel et al.
[2007] indicated on a poor agreement (no significant rela-
tionship) between the near-surface air temperatures (daily
means reaching 0°C) and the remote sensed MO on sea ice.

[6] Drobot and Anderson [2001] and Belchansky et al.
[2004] both developed algorithms for MO detection by
remote sensing and found that interannual variations in the
regional mean MO within the Arctic are affected by the
large-scale atmospheric circulation (the Arctic Oscillation
index) and the near-surface air temperatures (SAT) during
preceding months. The role of clouds and atmospheric mois-
ture content in snow MO timing on sea ice has been addressed
by Zuidema et al. [2005], Stone et al. [2005], and Nghiem et al.
[2003], but only a few direct investigations of the cloud radi-
ative forcing on snow MO have been made [Zhang et al.,
1996, 1997], based on a radiative transfer model only. Little
attention has been paid to small-scale spatial differences and
interannual variations in the observed snow MO and surface
fluxes.

[7] Our approach is totally different. We examine whether
radiative and turbulent surface heat fluxes on top of Arctic
sea ice (based on meteorological reanalysis) can explain the
interannual and spatial (50—130 km scale) variations in snow
MO (based on remote sensing retrievals) within a vast
domain (83—87°N) and over a 20-year period (1989-2008).
This kind of analysis requires (1) a distinct definition of what
is regarded as snow MO, (2) an estimation of the relative
importance of the individual surface fluxes (shortwave and
longwave radiation as well as the turbulent fluxes of sensible
and latent heat) and various combinations of fluxes in the
further timing of snow MO, and (3) an evaluation of the
length of a relevant pre-melt period when surface flux
anomalies are crucial for further timing of snow MO.

[8] The three data sets utilized in this study are described
in section 2: ERA Interim reanalysis of surface fluxes and
two remote sensing records of (a) sea ice concentrations and
(b) MO. As we will highlight, the satellite retrievals of MO
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do not only represent the snow melt onset (SMO) on top of
the compact sea ice, but also include cases of divergent sea
ice drift. Hence, our first task was to extract the SMO
signature from the original MO record. The methodology
applied is outlined in section 3.1. To compare the SMO
timing and the heat flux anomaly prior to SMO we introduce
three alternative and complementary methods. At this stage
we make assumptions on the relevant temporal and spatial
scales of the processes (sections 3.2 and 3.3). 20-year cli-
matologies of the original MO record and the extracted SMO
sample are illustrated in section 4.1, and statistics of the
surface heat flux components are presented in section 4.2.
The main result of this study: the role of the surface fluxes in
SMO variability is outlined in sections 4.3 and 4.4. 20-year
tendencies in MO, SMO and surface fluxes are considered in
section 4.5. The results and perspectives for future work are
discussed in section 5, and the concise conclusions are drawn
in section 6.

2. Data

2.1. Melt Onset Data

[v9] The appearance of water in snow causes the grains
to cluster, resulting in larger grains with a more rounded
shape. As a result, the snow emissivity increases in the near-
infrared and microwave wavelengths, and the reflectivity
decreases in the visible spectrum. Field observations show
that the initial surface melt is often followed by episodic re-
freezing and melting, each time affecting the emissivity and
reflectivity of the surface [Barber et al., 1994; Ehn et al.,
2006]. First attempts to detect MO with the help of satellite
visible, near-infrared and microwave measurements date to
1980s [Anderson, 1987; Grenfell and Perovich, 1984;
Robinson et al., 1986]. It was soon found that cloud cover
and precipitation have the strongest effect on the visual and
near-infrared spectrum [Forster et al., 2001; Yackel et al.,
2007], thus making the microwave observations the most
compatible for MO detection. For this reason, the recently
updated Arctic-wide MO record derived from the Scanning
Multichannel Microwave radiometer and Special Sensor
Microwave Imager (SMMR-SSM/I) passive microwave
measurements of brightness temperature [Markus et al.,
2009] was chosen for our study. MO data set is available
on http://neptune.gsfc.nasa.gov/csb/index.php?section=>50.

[10] The MO spatial resolution (pixel size) is approxi-
mately 25 km with the northward limit at 87°N. Compared
to the other time series, the major advantage of this MO
record is that until recently it was the only one to cover the
complete 30-year period of 1979-2008 and both multiyear
and first-year ice areas.

[11] Markus et al. [2009] defined the MO as the first day
of the continuous melt. Thus, at each individual 25 km pixel,
the snow MO is the day of the year when water in liquid
phase stays continuously present on top of sea ice (first-year
or multiyear), either within the snowpack or on top of the
bare ice. Otherwise, if no clear snow MO signal is detected,
the day when the sea ice concentration drops below 80% for
the last time before the area (pixel) becomes ice-free, is
considered as MO. It means that formation of open water
areas (leads and polynyas) is also included in the MO record,
although leads and polynyas may open without any melt, but
only due to divergent sea ice drift.
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[12] This MO retrieval has been compared by Markus et al.
[2009] with buoy observations of surface air temperature
(SAT) and reanalysis data from the National Center for
Environmental Prediction and the National Center for
Atmospheric Research (NCEP/NCAR). At two locations
(one multiyear and the other with first-year sea ice) SSM/I-
based and SAT-based snow MO agree within less than 8 days
(better over first-year ice). Over the entire Arctic Ocean these
three MO estimates (SSM/I, buoy SAT and reanalysis SAT)
were compared during one particular year in terms of their
spatial distribution statistics. While spatial distribution curves
do not perfectly mirror one another, they are in a very good
agreement. This comparison, however, does not provide
the conclusive quantitative validation for the SSM/I-based
snow MO retrievals. First, because SAT data (both buoy
observations and reanalysis) themselves have errors. Second,
because melt within the snowpack does not necessarily
coincide with 0°C or —1°C air temperatures at 2 m height
[Yackel et al., 2007]. Third, because when varying the
threshold applied to SAT data by +2°C, the resulting SAT-
based MO ranges by as much as +50 days [Markus et al.,
2009].

2.2. Sea Ice Concentration

[13] We utilized a daily Arctic sea ice concentration
(SIC) record by Cavalieri et al. [1996], which is based on
the same SMMR-SSM/I brightness temperature measure-
ments with the same spatial resolution as the MO data.
These SIC data were produced with the NASA Team
Algorithm and obtained from the National Snow Ice Data
Center website http://nsidc.org/data/nsidc-0051.html. Note
that in the algorithm for the MO detection developed by
Markus et al. [2009] the same NASA Team Algorithm was
applied for SIC estimation.

2.3. ERA Interim Reanalysis Data

[14] ERA Interim reanalysis (ERAI) of the surface heat
fluxes with 12 h intervals [Dee et al., 2011] were chosen for
the comparison with the MO record. ERAI is the newest of the
three reanalyses produced by the European Centre for
Medium-Range Weather Forecasts (ECMWF). ERAI has a
global coverage with a spatial resolution of 0.72° latitude by
0.72° longitude, spanning the period from 1989 onwards.
ERAI benefits from the experience of previous reanalyses,
with several major improvements: higher resolution, assimi-
lation of more extensive and diverse observational data with a
more sophisticated technique (four-dimensional variational
data assimilation), an improved hydrological cycle and a var-
iational bias correction of satellite radiance data [Dee and
Uppala, 2009]. Compared to the earlier ERA-40 reanalysis,
ERALI also has a better vertical consistence of the air temper-
ature in the Arctic region [Uppala et al, 2008; Dee and
Uppala, 2009]. This comparison was done against 2000
radiosonde reports inland north of 70°N. With the introduction
of the variational bias correction in ERAI, the vertical structure
is now more efficiently constrained by radiosonde observa-
tions [Uppala et al., 2008; Dee and Uppala, 2009].

[15] Over Arctic sea ice ERAI vertical profiles of air
temperature, humidity and wind have been validated against
observations from three ship campaigns [Liipkes et al.,
2010]. It was found that ERAI overestimates the near-
surface humidity and air temperature during summer,
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whereas the near-surface winds in ERAI are represented
more accurately, with the differences increasing at higher
altitudes but remaining less than 1 m s~'. According to our
knowledge, the accuracy of ERAI surface fluxes on top of
Arctic sea ice is yet to be validated.

[16] In ERAI the SIC is prescribed in the same way as
for ERA-40 prior to January 2002 [Fiorino, 2004]. From
1 January 2002 to 31 January 2009 ERAI follows the
ECMWF operational forecasting system [Thiebaux et al.,
2003]. Sea ice concentrations below 20% are set to 0%.
South of 82.5°N, SIC in ERAI is based on SSM/I passive
microwave measurements, and northward from 83°N SIC is
set to 100% [European Centre for Medium-Range Weather
Forecasts (ECMWF), 2008a], although this is not realistic.
Sea ice in ERAI has a uniform thickness of 1.5 m and no
snow cover on top [ECMWF, 2008b]. No data on snow or ice
surface temperature are assimilated to ERAI In this formu-
lation, the variability of the conductive heat flux through the
ice and snow is limited and depends primarily on the atmo-
spheric fluxes. Radiative and turbulent surface fluxes from
ERALI include downward longwave radiation (LWd), net
longwave radiation (LWnet), downward shortwave radiation
(SWd), net (absorbed) shortwave radiation (SWnet) and tur-
bulent fluxes of latent (LE) and sensible (H) heat. Positive
values represent heat flux to the surface.

3. Methodology

3.1. Determination of Snow MO

[17] Considering the definition of the continuous MO by
Markus et al. [2009], the ice conditions may evolve as fol-
lows. During some period in spring, the ice field diverges
and SIC reduces to less than 80% (even down to 0%) in a
SSM/I pixel. Then the wind changes and due to sea ice drift,
SIC temporarily increases back to values exceeding 80% in
the given pixel. A few days/weeks later, the snow melt onsets
on top of sea ice or divergent ice drift exposes open water
within the same area. In this situation the MO algorithm by
Markus et al. [2009] determines the continuous MO as the
last drop in SIC (below the 80% threshold) before the area
becomes ice free or as the last snow MO event on top of the
compact sea ice.

[18] In nature when SIC stays high (100%) throughout the
pre-melt period, surface fluxes (and meteorological condi-
tions) affect SMO and not vice versa. To ensure that SIC was
high throughout the pre-melt period, we first distinguish the
MO cases (pixels and years) least affected by the SIC chan-
ges in the pre-melt period. For that we tested several SIC
filters, where the MO pixel was considered to be a snow MO
pixel, if the daily (or time averaged) SIC prior to the MO did
not fall below some threshold (80, 85 or 95%; see below).

3.2. Evaluation of the Relevant Temporal
and Spatial Scales

[19] Besides removing those MO pixels that have already
experienced the drop in SIC prior to MO, the two data sets
(MO and surface fluxes) also need to be converted to a
comparable spatial resolution. A question arises: what is the
sea ice area that is affected by the surface fluxes at a fixed
grid location? A drifting sea ice floe is under the effect of the
flux at a fixed grid cell only during some limited period of
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— flux anomaly year |
flux anomaly year 2
M2 n-day pre-melt period

Figure 1. Schema of three methods (M1, M2 and M3) used
to determine the pre-melt period and for calculation of the
flux anomaly prior to SMO. In method M1 the pre-melt
period is defined to start n days (n = 1-40) prior to the exact
local SMO date, which varies both interannually and spa-
tially. In methods M2 and M3 the pre-melt period varies spa-
tially but not interannually. In M2 the pre-melt period starts
n days before the local 20-year average SMO date, whereas
in M3 the pre-melt period starts n days before the earliest
local SMO during the 20-year period. The SMO date itself
is not included in the n-day pre-melt period.

time. Before and after that, the ice slab is affected by surface
fluxes at the neighboring grid cells.

[20] A comparison of different solutions led to the for-
mulation of the following assumptions. Those MO pixels
with a 40-day average SSM/I-based SIC > 85% during a 40-
day pre-melt period were considered to be snow MO pixels.
This 85% SIC filter allows for SIC changes in time,
removing those pixels with a pronounced SIC reduction,
and, at the same time, keeping those MO events least
affected by SIC reduction already in the pre-melt period.
Stronger SIC filters tend to reject most of the MO data set,
which drastically reduces the study material. Snow MO
timing in ERAI grid coordinates was determined as the
average MO date of all snow MO pixels within a 130-km
radius around each ERALI grid location. The radius is based
on the following assumptions. With a typical wind speed of
5 m/s in spring, assuming that sea ice drift speed is 2% of the
wind speed [Thorndike and Colony, 1982] and that the
monthly displacement is half a trajectory length, the monthly
ice displacement is approximately 130 km. This rough esti-
mate agrees well with the satellite data on sea ice displace-
ments (F. Girard-Ardhuin, IFREMER/LOS, personal
communication, 2011). The monthly displacement naturally
varies in space and time, but we only need an order of
magnitude estimate to provide SMO spatial averaging.

[21] For clarity, we use the abbreviation SMO for the
snow MO on sea ice and reserve the abbreviation MO for the
melt onset as defined by Markus et al. [2009].

3.3. Comparison of SMO and Surface Fluxes

[22] We compared SMO data against ERAI daily surface
heat flux anomalies (relative to the 20-year climatology) in
the common 20-year period of 1989-2008. The very recent
extension of ERAI for the period 1979-1988 became
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available too late for this study. The flux anomalies were
averaged over 140 days before a reference SMO date, and
then compared to the SMO anomaly at the same location and
year. Time averaging up to 40 days is demonstrated here,
because it appeared that longer periods prior to SMO did not
improve the capability of surface fluxes to explain the SMO
timing. The definition of the reference SMO date and the
further flux averaging were done using three alternative
methods, schematically illustrated in Figure 1.

[23] With method M1 the flux anomalies were calculated
right before the exact SMO date. As the SMO date is dif-
ferent each year and varies from one location to another, the
variations in the reference date slightly hamper the interan-
nual comparison of the flux anomalies. To fix the reference
SMO date, we chose the 20-year average SMO date (method
M2) and the 20-year earliest SMO date (method M3) at each
location. This allows for a more suitable comparison of flux
anomalies between different years, but the drawback is that
the period just a few days before SMO is usually (M3) or in
approximately half of the cases (M2) not included in the
calculations.

[24] First order (bilateral) linear regression analysis was
used to compare (correlate) two 20-year time series: the n-
day average (n = 1 to 40) flux anomaly and the SMO
anomaly, both in the same ERAI grid (Figure 2, example for
the net flux). A statistically significant relationship with a
99% confidence level (p < 0.01) is established when the
correlation coefficient (r) exceeds 0.56 (r* > 0.31). Over a
compact sea ice cover, a causal effect of the surface flux
anomaly on SMO requires a negative 1: a positive flux
anomaly precedes an early SMO and vice versa (Figure 2,
example for the net flux). Considering the physical inter-
pretation, r* represents the percentage of the interannual
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Figure 2. Causal relationship between a 3-day average NF
anomaly and the corresponding SMO timing [Julian day] at
one location 85.5°N 57.75°W. Black curve (right y axis)
shows the 20-year mean seasonal cycle of NF at this loca-
tion. Gray circles and their linear fit show the relationship
between SMO (x axis) and the preceding NF anomaly (left
y axis) averaged during 3-day pre-melt period prior to
SMO (method M1). The linear regression equation suggests
that a 3-day average local NF anomaly prior to exact SMO
date explains 65% of the interannual local variance in
SMO, with RMSE of 6.2 days.
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variance in SMO timing explained by the interannual
changes in the flux anomaly.

[25] Stepwise forward multiple linear regression analysis
[Draper and Smith, 1998] was applied to find out how well
various combinations of flux anomalies (LWd, SWd, LE and
H) explain the interannual variance of SMO, and which
combinations of ERAI fluxes best reflect SMO variability.
Among 4 potential predictors (individual fluxes) the first
term included in the multilinear regression equation corre-
lates the best with SMO. At this stage we get a first-order
linear regression equation. At the next step the predictor best
explaining the residuals from the existing linear regression
equation is accepted. This procedure is repeated further, as
long as the correlation coefficient between the potential
predictors and the residuals is significant. The overall mul-
tilinear regression equations (with 2, 3 or 4 terms) for each
of 40 time averaging periods are examined for significance
with an F test. The critical F-value depends only on a
number of predictors included in the multilinear regression
equation. Length of the time series is constant of 20 years,
and p < 0.01. To note, the anomalies of all flux components
included in the multilinear regression equation are averaged
over the same time averaging period.

[26] In sections 2 and 3 we briefly described the MO
algorithm developed and applied by Markus et al. [2009] to
the daily brightness temperature measurements to evaluate
the apparent MO at each 25 km pixel and each year (1979—
2008). Continuous MO is considered here. However, usually
some transition period characterized by alternating melting
and re-freezing events occurs. During this period the daily
amplitude in brightness temperature increases until it reaches
a maximum in the beginning of the continuous melt [Markus
et al., 2009]. Time-space resolution of both data sets (SSM/
I-based MO and ERAI fluxes) is limited. So it is evident that
many of the localized (tens to hundreds of meters scales)
episodic (of a few hours) snow melt events are not captured
in either data set. From this point of view, it seems that the
onset of continuous snow melt is a more distinct event than
any episodic melt, and it should be better represented in both
remote sensing records and meteorological reanalysis.

4. Results

4.1. MO and SMO Climatology

[27] According to the MO record produced by Markus
et al. [2009], on average (in 1989-2008), the melt starts
around late May at the southernmost ice margin: in the
Greenland Sea, northern Barents Sea, southern Kara Sea, as
well as Bering and Davis Straits (Figures 3a and 3b). The
northward advance of melt from the Alaskan and Siberian
coast and the northern Greenland Sea up to 87°N takes
approximately 40 days (Figures 3a and 3b). The area farther
north is unfortunately not covered by SSM/I observations.

[28] The analysis is complicated by the fact that MO timing
is very variable in space (Figure 3e) and interannually
(Figures 3c and 3d). In the central Arctic the MO differences
over a 50 km distance are mostly less than 25 days
(0.5 days km™"), but there are some areas where the MO
difference over a 50 km distance has even reached 3 months
(2 days km ™', Figure 3¢). The majority of cases (pixel years)
with the large horizontal MO gradients are due to early ice
opening: lead and polynya formation already in March.
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Accordingly, vast leads have occurred as far as 80-85°N. In
the presence of compact (100%) sea ice cover, the regional
differences in snow melt timing are controlled by the surface
fluxes. Visual comparison of the MO maps with the surface
fluxes on the Pacific side of the Arctic Ocean (70—85°N,
170-220°E) revealed a few large spatial gradients in heat
fluxes across the areas of abrupt MO differences. Some of
these differences in heat fluxes and MO seem to be associated
to the atmospheric fronts, and not related to SIC changes
(according to SSM/I-based SIC data). These MO events
were, most likely, the true SMO cases. Yet, the episodic,
short-lived (1-5 days) and highly localized spatial gradients
in NF, SWd and H by up to 25 W/m? within a 50 km distance
(between neighboring ERAI grid locations) do not convinc-
ingly explain SMO spatial gradients exceeding 1 month
within a 50 km distance. Instead, the spatial differences in
the ice type may provide an explanation for these pro-
nounced MO gradients within totally ice-covered region.
Field observations in April-May demonstrated that thinner
sea ice is 5—10°C warmer at the snow-ice interface compared
to thick ice [Perovich and Elder, 2001]. This is due to a larger
conductive heat flux through thinner ice. Thus, with the same
meteorological conditions and a uniform snow depth, on top
of thin ice it takes less time to heat the snow to the melting
point. In consequence, SMO starts earlier on top of thinner
(initially warmer) ice floe, compared to thick multiyear ice.

[29] The typical local (same pixel) interannual fluctuations
in MO are about +2 weeks around the average MO date in
the central Arctic, increasing in the marginal seas, locally up
to £4 weeks (Figure 3c). Application of the SIC filter to the
original MO data, yielding the SMO sample (see section
3.2), reduced the local interannual variations and smoothed
the spatial differences in the timing of surface melt initiation
(Figures 3b and 3d).

[30] Figure 3f demonstrates the smallest one day SIC
(SSM/I-based data of 25 km resolution) in a 40-day pre-melt
period prior to MO (M1). Smallest SIC observed during
1989-2008 is shown for each 25 km pixel. As discussed
already in section 3.1, our analysis reveals vast areas where
SIC values have episodically fallen below 80% and some-
times even below 50% already before MO (Figure 3f). This
means that already prior to continuous MO (divergent ice
drift or snow MO) the reduced SIC has in some springs
affected the surface heat fluxes, although not necessarily in
ERAL

4.2. ERAI Climatology of Surface Fluxes in April-June
Within 83-87°N

[31] The ERAI fluxes least affected by SIC changes are
those within the circumpolar Arctic between 83.25°N and
87°N, where the SIC in ERAI (but not in reality) is 100%
every year during the entire pre-melt period. Hereafter we
focus on this circumpolar central Arctic region which occu-
pies an area of approximately 1.7 x 10° km?.

[32] SWd increases rapidly as the polar day progresses on
average from 90 + 40 W/m? in April up to 250 & 70 W/m? in
June (Figure 4a). Absorption of SW radiation (SWnet)
enhances in spring (Figure 4b) due to increasing down-
welling SWd radiation: from 20 + 10 W/m? in April to
75 £ 25 W/m? in June, becoming the most efficient in July.
In ERAI the monthly albedo of sea ice and open water are
prescribed according to the seasonal means as determined by
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Figure 3. Maps of statistics of MO (SSM/I resolution of 25 km, based on Markus et al. [2009]), SMO
(ERALI grid resolution), and SIC (SSM/]) in the period 1989-2008: (a) 20-year average MO, (b) 20-year
average SMO, (c) standard deviation of MO, (d) standard deviation of SMO, and (e) the largest differences

in MO timing ever observed between two pairs of

neighboring pixels (in the same year). These most

extreme MO gradients were found in different years in different areas. (f) The smallest ever observed
one day SIC in a 40-day pre-melt period prior to MO (method M1).

Ebert and Curry [1993]. The bare sea ice albedo value of
0.51 is taken as a representative value for summer, the dry
snow albedo value of 0.77 is used for the winter months, and
the open water albedo is approximately 0.06 [Screen and
Simmonds, 2012].

[33] LWd is a major source of energy for the Arctic snow/
ice surface all year-round. From April to June the air moisture

content increases, which promotes a larger LWd: of about
190 & 40 W/m? in April, reaching 290 & 30 W/m? in June
(Figure 4c). Throughout the year, on average, there is a per-
sistent surface radiative cooling in the central Arctic, with the
negative net longwave radiation LWnet values (Figure 4d).
Heat loss by means of LWnet reduces in spring from
40 + 25 W/m? in April to 25 + 20 W/m? in June (Figure 4d).
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Figure 4. Seasonal cycle of ERAI surface fluxes within 83.25-87°N in the period 1989-2008: (a) down-
ward solar radiation SWd, (b) absorbed solar radiation SWnet, (c) downward longwave radiation LWd,
(d) net longwave radiation LWnet, (e) latent heat flux LE, (f) sensible heat flux H, (g) downward flux DF,
and (h) the net heat flux NF. The black solid curve is a 20-year average flux (grid-box area weighted).
Two gray dashed curves delimit + one standard deviation of all daily values (in a given month) at all
grid locations (within 83.25-87°N). Two black dashed curves delimit the maximum and minimum daily
flux values ever occurred at any location (within 83.25-87°N) on any day of each month. Following
ERALI convention, negative values correspond to surface heat loss (upward fluxes).
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[34] The turbulent surface fluxes are on average relatively
weak in spring, of the order of 20 W/m? [Ebert and Curry,
1993]. According to ERAI, sublimation of snow usually
takes place during the pre-melt period, roughly April-May
months (latent heat flux is upwards). In line with ERAI
convention, the monthly and daily mean LE is represented by
negative values in Figure 4e. Surface warming during May
and early June results in a slightly unstable stratification near
the surface, in both nature [Persson et al., 2002] and ERAI
As aresult, in May—June the monthly mean sensible heat flux
is slightly negative (upwards), of the order of 2 & 2 W/m?
(Figure 4f). The day-to-day variability in H and LE is about
5 W/m? and quite uniform regionally (not shown here).

[35] Downward radiation (DR) is the sum of LWd and
SWd. Both LWd and SWd affect the local surface heat bal-
ance, but are not directly influenced by local feedbacks, such
as changes in albedo and surface temperature. Although
DR increases rapidly as the summer progresses (from 300 to
370 W/m? in April to 500 W/m? in June), the day-to-day
variations are only 40—50 W/m? and rather uniform in space
(not shown here). The downward flux (DF) is the sum of DR,
H and LE (Figure 4g). Compared to DR, DF is more sensitive
to surface properties (SIC and albedo) and small-scale pro-
cesses (wind and near-surface thermal stratification). Never-
theless, over the sea ice the climatology of DR and DF is very
similar. In spring DF increases rapidly: from 300 + 50 W/m?
in April to 520 + 50 W/m? in June (Figure 4g).

[36] The net flux (NF) is the sum of LWnet, SWnet, H and
LE. From August to May NF is negative on average, in the
circum-polar central Arctic (Figure 4h). In spring the net
surface heat loss switches to surface net heat gain, reaching
30 + 20 W/m? by June (Figure 4h). The local 40-day aver-
age NF prior to SMO (M1) is positive (10-15 W/m?) in the
circum-polar central Arctic (not shown).

4.3. Effect of the Surface Fluxes on the Interannual
Variations in SMO

[37] After removing the MO pixels largely affected by the
sea ice opening in the pre-melt period, methods M1, M2 and
M3 were applied to calculate the time-average flux anomalies
prior to the SMO date. Bilateral linear regressions were then
calculated (at each grid cell) for the 20-year time series of
SMO anomalies and corresponding surface flux anomalies.
Results obtained with M1, M2 and M3 are qualitatively
similar. Depending on the flux, one of the methods appears
slightly better than the others. In this context, the best method
(M1, M2 or M3) reveals the highest explained variance (%).
Moreover the best method evokes the relationship (signifi-
cant 1) between SMO anomaly and the corresponding heat
flux anomaly over a larger area than the other two methods.
Comparison of r* at various locations suggests that M3
was slightly better for NF (Figure 5g) and M2 for LWd
(Figure 5h). To illustrate the main results of this study, we
made a compromise by selecting method M1, which reveals a
stronger relationship between SMO and both NF and LWd
(Figures 5g and 5h).

[38] The local interannual SMO variance is well explained
by the interannual changes in NF. The highest r* is found
with a synoptic time averaging period of about 1-7 days
(Figure 5a), explaining locally up to 55-65% (maximum
1 = 0.65) of the interannual SMO variance (Figures 5a and
5¢). Considering the entire area where significant 1* is
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detected (shaded area in Figure Se), the 4-day average NF
anomaly explains 28% of the total (spatial and interannual)
variance in SMO (Table 1). These results indicate that a large
portion of our data sample contains a stronger surface NF
accumulation (positive NF anomaly relative to the climatology)
before the anomalously early snow melt (negative SMO
anomaly). And correspondingly, the anomalously weak NF
accumulation and even NF loss (negative NF anomaly) are
suggested by ERALI in those years and locations where SMO
is retarded (positive SMO anomaly).

[39] Next we consider the flux intensity: how large are
ERAI NF anomalies (during this optimum 1-7 day pre-melt
period) in those locations and years where and when SMO
occurred particularly early or late? More precisely: what
are the magnitudes of SMO and NF anomalies within the
domain where the relationship between SMO and NF is
established (shaded area in Figure 5e)? Figure 5c illustrates
a group of 20-year time series at different grid locations:
(1) SMO anomalies and (2) corresponding 1-7 day average
NF anomalies. All ERAI grid locations with a significant r*
at any (1-7 day) time averaging period are regrouped in
Figure 5c. On average, when SSM/I-based SMO occurs
anomalously early, for example by 15-20 days, the 1-7 day
mean NF anomaly (ERAI) just before SMO is positive of
about 17—-18 W/m? (Figure 5c). An equally large negative
NF anomaly is related to SMO delayed by 15-20 days.

[40] Results obtained with three fairly similar methods
(M1, M2 and M3) show that the magnitude of the time
average flux anomaly and its impact on SMO timing strongly
depend on the definition of the pre-melt period. Whereas
M1 suggests a high correlation between SMO and brief
NF anomalies, M2 and M3 fail to detect the synoptic-scale
effect of NF on SMO. Thus with M1 the effect of 1-7 days
NF anomalies is detected over the area of 372 x 10> km?,
which represents 22% of the circumpolar central Arctic.
Instead, M2 and M3 are better in detecting the areas where
SMO correlates with the NF anomaly over the preceding
20-40 days: 340 x 10° km? for M2, 216 x 10°> km? for M3,
and only 109 x 10° km? for M1 (not shown).

[41] Considering the individual flux components, LWd
alone explains up to 90% of the local interannual SMO var-
iance, although only over a small area (Figures 5b and 5f).
Among different time averaging periods, the 1-7 day LWd
anomaly (M1) seems to best reflect the local interannual
SMO variance compared to longer LWd history (Figure 5b).
Thus for a time averaging period of 8 days or more, the
highest r* drops lower than that for a 1 day time scale
(Figure 5b). Similar results emerge when considering the
entire shaded area in Figure 5f (as a group of locations and
years, without regional averaging). Within this area the
anomalous local (ERAI resolution) 6-day average LWd
before the SMO accounts for 27% of spatial and interannual
variance in SMO (Table 1). Within the same area, on aver-
age, the 1-7 day mean LWd anomaly of +25 (—14) W/m? is
followed by 15-20 days earlier (later) SMO (Figure 5d).
Below we summarize the size of area with significant corre-
lations between LWd flux and SMO anomalies (not shown in
figures). The effect of 1-7 day average LWd anomaly (just
before SMO) on SMO appears within 589 x 10° km? with
M1 (35% of the circumpolar Arctic), compared to the area of
277 x 10° and 192 km® x 10’ km® with M2 and M3
respectively. Similar to NF, calculations with M2 reveal vast
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areas where LWd flux anomalies averaged over a longer (20—
40 days) pre-melt period reflect the interannual behavior of
the SMO. Thus the effect of LWd anomalies during a 20—
40 day pre-melt period on SMO is present over an area of
733 x 10° (with M2) and 339 x 10° km? (with M1). That is
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about 43% and 20% of the circumpolar central Arctic
respectively. As for NF, the magnitude of the time-average
LWd anomalies (which correlate with the SMO timing)
depends on the definition of the pre-melt period. Using M1,
LWd anomalies of about 2040 W/m? during a 20-40-day
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Table 1. Linear Relationships Between the Surface Heat Flux Anomaly (Prior to SMO) and SMO Anomaly Within the Circumpolar
Arctic?

Flux Averaging Period RMSE

Linear Regression Equation Prior to SMO (days) r-Square (days) Area Where the Equation is Valid

SMO = —0.38 x NF + 0.03 4 0.28 7.5 Shaded area in Figure Se
SMO = —0.35 x LWd + 0.96 6 0.27 7.3 Shaded area in Figure 5f
SMO = —2.58 x LE — 1.38 40 0.31 7.3 Shaded area in Figure 6e
SMO = —4 x H — 0.68 37 0.25 7.5 Shaded area in Figure 6f
SMO = —0.31 x LWd — 0.08 x SWd — 0.67 x H — 0.03 x LE + 0.45 5 0.18 7.7 Entire circumpolar area

within 83.25-87°N

“The results presented are significant with p < 0.01. Bilateral regression analysis was applied to the combination of all those grid locations where at least
one flux-averaging period suggests a significant relationship (p < 0.01) between a given flux and SMO (M1). The stepwise multi-linear regression equation
(combination of LWd, SWd, LE and H) is valid for the entire circumpolar area within 83.25-87°N (M1). Depending on the flux (column 1), a certain n-day
averaging period (column 2) yields the strongest relationship (column 3) between the corresponding n-day average flux anomaly and SMO. The strongest
linear relationship has the highest r* compared to other flux-averaging periods (1-40 days prior to SMO). For example, the first line means that the 4-day
average NF anomaly before the SMO date (M 1) explains 28% of the total SMO variance (from year-to-year and between neighboring grid locations) with
RMSE of 7.6 days. The stepwise multiple linear regression equation for the entire circumpolar central Arctic (83.25-87°N) ranks the contribution of

individual heat fluxes in the equation.

pre-melt period affect SMO timing by as much as 18 days
(not shown).

[42] The best results obtained with the three methods (M1,
M2 and M3) are compared in Figures 5g and S5h. Within the
colored domain at least one method and at least one time-
averaging period evoke a statistically significant r*. All three
methods detect the relationship between ERAI fluxes and
SMO timing, complementing one another. None of the
methods is much better than the other two.

[43] Very similar results are obtained for the LWnet flux
(not shown): 1-7 day tlme scales are the most illustrative for
the seasonal transition (r* up to 0.9), with a secondary peak at
about 30-day lag (r* up to 0.6). We speculate that the effect of
brief (1-7 day) flux anomalies on surface melt can only be
distinguished if the heat fluxes and SMO are well captured in
both data sets.

[44] Anomalies in LE and H are positive (negative) in the
early (late) SMO years (Figures 6¢ and 6d). Seasonal 30—
40 day flux anomalies in H and LE (M1) explain up to 72%
and 56% of the local interannual SMO variance respectively
(Figures 6a and 6b). Local LE and H flux anomalies within
the shaded areas in Figures 6e and 6f respectively account for
31% and 25% of the spatial and interannual variance in SMO
(Table 1). On average 1-2 W/m? weaker (stronger) loss of
sensible heat and 2—-3 W/m?” weaker (stronger) loss of latent
heat (sublimation) during May—June (30-40 day pre-melt
period) contribute to the advance (delay) in SMO by 15—
20 days (Figures 6¢ and 6d). A statistically significant effect
of 3040 day mean flux anomalies (M1) to SMO variance
is found over the areas of 254 x 10° km® for LE and

300 x 10° km? for H (15% and 18% of the circumpolar
Arctic). To note, these areas are only a part of the shaded
domain in Figures 6e and 6f (where all time averaging peri-
ods are considered together) The performance of three
methods (M1, M2 and M3) in terms of 1> is compared in
Figures 6g and 6h. Accordingly, LE and H flux anomalies
computed with either M1 or M2 capture the interannual local
variability in SMO better (with larger r*) than M3.

[45] Our results show that SWd and SWnet (on their own)
do not play any role in the interannual and/or spatial vari-
ability in SMO within the central Arctic (83—87°N). This is
reasonable, as until mid-May the sea ice albedo in ERAI is
rather high (0.77), and since there is no snow melt (and no
ice melt) in ERAI, the representation of SWnet variations in
time is unrealistic.

[46] The effect of DF and DR anomalies on SMO is weak:
although the anomalies locally explain up to 50% of the
interannual variance in SMO, a significant r* is found only
for less than 2% of the circumpolar Arctic.

4.4. Effect of the Combination of Surface Fluxes
on Interannual Variations in SMO

[47] Stepwise forward multiple linear regression analysis
was applied to find those combinations of surface fluxes that
best explain the SMO variance. Four predictors were taken
into account: LWd, SWd, LE and H. These individual fluxes
and various combinations of them are considered here as the
direct factors controlling SMO.

[48] A combination of 2—4 fluxes explains locally from
30 to 92% of local interannual SMO variance within roughly

Figure 5. Bilateral regression results on the relationship between the flux anomaly and the corresponding SMO anomaly
(same location, same year). The study domain is within 83.25-87°N. The flux anomaly is averaged over various pre-melt
periods (1-40 days, method M1). Left hand plots illustrate the results for NF and right-hand plots for LWd. (a, b) Depen-
dence of the squared correlation (r*) on the length of the pre-melt period. The black dots show all significant r* values
(p < 0.01) for each flux-averaging period. The gray curve shows the number of ERAI grid locations where a significant
1> was found with the given flux-averaging period. It indicates which time averaging period is the most successful in explain-
ing interannual SMO variance. (c, d) Scatter of 1-7-day flux anomalies against corresponding SMO anomaly. All locations
evoking a significant r* at any flux-averaging period between 1 and 7 days are regrouped. Each location is represented with
20 black open circles (20 years). Four vertical gray lines delimit 15-20 day SMO anomalies. The average of 1-7 day flux
anomalies correspondmg to these £15-20 day SMO anomalies is cited in the text. (e, f) The hlghest 1* found with some of
the flux-averaging periods (1-40 days), method MI1. All grid locations where at least one significant r* was detected with M1
are shown. (g, h) Comparison of the highest r (p < 0.01) obtained with the three methods (M1, M2 and M3) and all flux-
averaging periods (140 days).
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a half (46%) of the circumpolar central Arctic area
(Figure 7a), with a root mean square error (RMSE) about 6—
7 days (not shown). In the western central Arctic, within the
area where 3—7 day average flux anomalies (Figure 7b)
explain 80-90% of SMO variance (Figure 7a) at least 3
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fluxes (Figures 7c—7f) appear in the multilinear regression
equation, with LWd the dominating term (Figure 7c). Within
another sector in the western Arctic, a 40-day time average
(Figure 7b) LE and H are either the only or most important
terms included in the best multilinear regression equation
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(Figures 7e and 7f). Interestingly, although SWd by itself
does not correlate with SMO, the inclusion of SWd into the
multilinear regression equation improves the explained var-
iance of SMO over most of the central Arctic (Figure 7d).

[49] Figure 8 compares the best results obtained with the
bilateral and multiple regression analysis. Over most of the
central circumpolar Arctic (68% of the study domain, shaded
area) a combination of fluxes explains SMO better than any
of the individual fluxes (Figure 8c) or their sum. LWd
largely dominates over the other fluxes within the Pacific
and Atlantic sectors of the central Arctic (Figure 8c). The
best time averaging period within the Atlantic sector is
25 days on average (Figure 8b). On the Pacific side the best
time averaging period has two peaks at 4-7 and 20-27 days.

[50] Stepwise multilinear regression analysis was also
applied to the composite of all maritime grid locations (2862
in total) within the circumpolar central Arctic. Calculated in
this manner, the combination of 5-day average LWd, SWd,
LE and H anomalies explains 18% of the total SMO variance,
with a standard error of the linear regression model of about
one week (Table 1). To note, the total variance includes both
interannual and spatial variance. Figure 9 demonstrates how
well the best multilinear regression equation (in Table 1)
reconstructs the local SMO features in three years: 1990,
2003 and 2007. Year 2003 is illustrated as a typical year with
the SMO close to the 20-year average (Figures 9c and 9d).
Year 2007 is taken for comparison as the most famous for its
unique sea ice conditions (Figures 9e and 9f). SMO in 1990 is
shown in contrast to SMO pattern observed in 2007: with
essentially opposite SMO anomalies (Figures 9a and 9b).
Accordingly, the best combination of four fluxes well cap-
tures the spatial features of SMO (Figure 9), but cannot
explain SMO anomalies larger than 15 days.

4.5. Trends

[5s1] We first focused on the local MO trend at those SSM/I
MO pixels with a complete 20-year time series. Statistically
significant (p < 0.01) trend is found within 83.400 km?
(shaded locations in Figure 10a), that is only 5% of the cir-
cumpolar central Arctic area (83.25-87°N). Depending on
the location, the MO tendency is toward earlier MO, ranging
locally between —8 and —18 days per decade (Figure 10a).
The average of these significant local (in 25 km resolution)
MO trends is —13 days per decade.

[52] There are three major differences in our experimental
setup compared to Markus et al. [2009]. (1) Central Arctic
domain is defined differently. (2) Our study period is only
20 years long (1989-2008) against a 29-year period in the
study by Markus et al. [2009]. (3) Our trend estimate is for

each individual 25 km MO pixel, whereas Markus et al.
[2009] calculated the trend for the “annual areal average
MO” within the central Arctic region. According to Markus
et al. [2009] in the central Arctic the MO trend was about
—2.5 days per decade (1979-2007) and our calculations for
the same 29-year period confirm this result (p < 0.01).

[53] Area average 20-year trend in SMO sample within the
circumpolar central Arctic is —8.8 days per decade
(Figure 10b). These results nicely illustrate how different
approaches produce very different trends in MO/SMO: by
—2.5, —8.8 and —13 days per decade.

[54] Both the interannual variability and trends in SMO
should, in principle, be explainable by interannual variability
and trends in NF. In contrast, the interannual variability and
trends in the apparent MO can be also related to the sea ice
dynamics. To discuss a possible relationship between the
trends in surface fluxes and trends in SMO, again we first
need to define the reference period of the year when changes
in fluxes might trigger a larger/smaller heat accumulation
within a dry snowpack. In our example here we averaged
the surface fluxes during a 30-day pre-melt period (21 April-
20 May) every year and calculated the linear trend at each
ERAI grid location (Figures 10c and 10f). Where the 21 May
is the earliest local SMO found within the circumpolar central
Arctic (83—87°N) in the period 1989-2008.

[55] In the period of 21 April-20 May ERAI SWd, SWhnet,
LWnet, H, DR and DF follow significant 20-year trends
within a portion of the study area (83—-87°N), but not every-
where in the circumpolar central Arctic (Figure 10). The
largest trends are found for SWd, DF and DR: reaching +15—
20 W/m? per decade north of Greenland and in the Lincoln
Sea. Since DR and DF trends are very similar in magnitude
and have the same spatial features, only DF is illustrated here
(Figure 10e). H and LWnet trends are negative (Figure 10f),
which seems to be a consequence of a larger SWd and SWnet
in ERAIL: where H, LWup and LWnet strengthen (heat loss)
with an increased surface heating by means of SWd. NF,
LWd and LE trends in the period 21 April-20 May are
insignificant. DR and DF trends are large and appear within
the most of the study area.

[56] In reality the trends in SMO and surface fluxes (NF)
could partly be due to changes in sea ice and snow cover and
partly due to evolution of meteorological conditions. Recent
studies manifested a significant thinning of sea ice in the
Arctic Ocean [Kwok and Rothrock, 2009]. We speculate that
younger (saltier, thinner and warmer) ice should have
impacted the true NF at the snow surface, and likely con-
tributed to the observed advance of snow melt in the spring
(SSM/I). An interesting aspect to be highlighted: in the areas

Figure 6. Bilateral regression results revealing the relationship between the flux anomaly and the corresponding SMO
anomaly (same location, same year). The study domain is within 83.25-87°N. The averaging period for the flux anomaly
ranges from 1 to 40 days prior to SMO (method M1). Left-hand plots illustrate the results for LE and right-hand plots for
H. (a, b) Dependence of the squared correlation (r*) on the flux-averaging period. The black dots show all significant r*
values for each flux-averaging period. The gray curve shows the number of ERAI grid locations where a significant
was found with the given flux-averaging period. (c, d) Scatter of 30—-40 day flux anomalies against corresponding SMO
anomaly. Each location is represented with 20 black open circles (20 years). All locations evoking a significant r* at any
flux-averaging period between 30 and 40 days are regrouped. Four vertical gray lines delimit £15-20 day SMO anomalies.
The average of 30—40 day flux anomalies corresponding to these +15-20 day SMO anomalies is cited in the text. (e, f) The
highest r* found with some of the flux-averaging periods (1-40 days), method M1. All grid locations where at least one sig-
nificant r* was detected with M1 are shown. (g, h) Comparison of the highest r* (p < 0.01) obtained with the three methods
(M1, M2 and M3) and all flux-averaging periods (1-40 days).
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Figure 7. Best results for the stepwise multilinear regression (MLR) analysis at each individual grid
location (p < 0.01), method M1. (a) Fraction of the local interannual SMO variance (r*) explained by
the best combination of four fluxes: LWd, SWd, LE and H. At each particular location r* value is the high-
est among all combinations of these four fluxes and 40 different flux averaging periods. (b) Flux averaging
period suggesting the highest r* that results from the best combination of four individual fluxes. (c—f) Rank
of the flux components in the best multilinear regression equation (at each individual grid location). For
example, in Figure 7c at those locations where the color code refers to 1, LWd is the most significant flux
component (with the smallest p-value) and the first included in the forward multilinear regression analysis.
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Figure 8. Comparison of the bilateral versus multilinear regression results, method M1. (a) Fraction of
the local interannual SMO variance explained by the surface fluxes (rz): NF, LWd, LWnet, SWd, SWhnet,
LE, H, DF, DR or any combination of 4 major fluxes (multilinear regression with LWd, SWd, LE and H
flux components). At each particular location, this r* value is the highest among the individual heat fluxes,
all combinations of four major fluxes and all flux averaging periods. (b) Flux averaging period suggesting
the best r* that results from any individual flux or combination of individual fluxes at each grid location.
(c) The factor best explaining SMO variance (individual fluxes or some combination of them, ranked by
1%) at each grid location. Multilinear regression (MLR) refers to some combination of LWd, SWd, LE and
H flux anomalies, suggesting the best r*. Notation “F” corresponds to any of the following fluxes: NF,
LWnet, SWd, SWnet, DF or DR. (d) RMSE corresponding to the best explaining factor shown in

Figure 8c.

where the ice and/or snow have become thinner, a trend
toward an earlier SMO might occur even with a negative
trend in NF, LWd and SWd.

[57] The illustrated trends in surface heat fluxes are only
based on ERALI, and not validated against observations. So far,
the field spring-time flux measurements only exist for limited
periods in a few ice stations. A strong debate has taken place
on the reliability of trends in reanalyses (e.g. ERA-40) in areas
where almost no observational data were assimilated, such as
the central Arctic northward of 82°N [e.g., Graversen et al.,
2008; Bitz and Fu, 2008; Grant et al., 2008; Thorne, 2008;
Screen and Simmonds, 2011]. Although the reported magni-
tudes of trends differ among various data sets, all these cited
studies agree that there have been warming trends in the cen-
tral Arctic, in particular in spring and fall, with the earlier
spring snow melt and later fall freeze-up. According to Uppala
et al. [2008], Dee and Uppala [2009], and Dee et al. [2011],

ERAI reproduces meteorological processes in the Arctic better
than earlier reanalyses, which possibly has also improved the
accuracy of radiative and turbulent fluxes on sea ice, but this is
still an open question.

5. Discussion

[58] To successfully quantify the effect of surface fluxes on
SMO, it was essential to take into account the following.
First, instead of analyzing fluxes themselves, we paid atten-
tion to the flux anomalies relative to the 20-year climatology.
Contrary to the flux anomalies, radiative fluxes themselves
have a non-causal positive correlation with SMO: when
SMO occurs late, corresponding seasonal values of LWd and
SWd are larger. Second, we found that there is no single time
scale for the pre-melt period when the contribution of surface
fluxes to SMO is the most important. For NF, LWnet and
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Figure 9. Comparison of the original SSM/I-based SMO time series (left-hand maps) versus the recon-
structed SMO time series (right-hand maps) in (a, b) 1990, (c, d) 2003 and (e, f) 2007. SSM/I-based SMO
anomalies (left-hand maps) are calculated relative to the 20-year local mean SMO date. The multilinear
regression (MLR) equation from Table 1 and the local heat flux anomalies (5-day average, method M1)
are applied to reconstruct SMO anomalies at each ERAI grid location.
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Figure 10. 20-year (1989-2008) local trends in (a) original MO data in 25 km resolution, (b) SMO in
ERALI grid resolution, (¢) SWd, (d) SWnet, (e) DF and (f) LWnet together with H. In Figure 10f dark blue
represents LWnet trend, and light blue - green colors reflect H trend. Trends for ERAI surface fluxes
are calculated based on the monthly mean heat fluxes in the same pre-melt period each year (20 April-

21 May) and around the region. Trends were calculated only for the complete 20-year records, significant
at p <0.01.
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LWd the most relevant time scale was 1-7 days, whereas for
H and LE it was around 30—40 days. Yet, we note that sig-
nificant r* were also found with other time averaging periods
(Figure 5a, 5b, 6a, and 6b). The differences are probably
related to the daily magnitudes of flux anomalies: NF and
LWd reach larger magnitudes than LE and H and, accord-
ingly, a long-term anomaly in LE and H is needed to cause a
statistically significant effect on SMO.

[59] Over most of the central Arctic a combination of 2—4
fluxes explained SMO better than the individual fluxes alone
or their sum (DR, DF and NF) (Figure 8c). This must be due
to a different accuracy of the individual fluxes. However, if
all fluxes were equally accurate in ERAI, NF should corre-
late with SMO better than any of its components or any
combination of some of its components.

[60] The combination of LWd, SWd, LE and H anomalies
(multilinear regression) well captures the spatial and inter-
annual differences in SMO (Figures 7 and 9). Large SMO
anomalies (of 15-35 days) and huge spatial differences in
SMO (by 1-3 months within 50 km distances) are, however,
poorly explained by surface fluxes. This is related to errors
in fluxes (ERAI) and possibly also to the distinction of two
sea ice types in the MO algorithm (SSM/I). The algorithm
for MO detection applied by Markus et al. [2009] is different
for the multiyear and first-year ice. We suspect that differ-
ences between ice types, most likely contribute to the inter-
annual variations in SMO. Further studies are needed to find
out how well surface fluxes explain SMO variance on top of
different ice types.

[61] A detailed statistical investigation of the effect of
snow and ice thickness and the conductive heat flux on SMO
variance and trends would require data with spatial and
temporal resolution comparable to ERAI but no such data
are currently available. We may, however, assume that the
variability in the conductive heat flux was one of the main
factors that reduced the capability of radiative and turbulent
fluxes to explain SMO variance.

[62] The original MO record of Markus et al. [2009] is not
fully independent of ERAI, because SSM/I data of sea ice
concentration were applied in both. However, if focusing on
the circumpolar central Arctic with a prescribed SIC of 100%
in ERAI and also extracting the SMO signal from the MO
record, we can consider these data sets fully independent. In
the future, the SMO data could be utilized to improve rea-
nalyses by means of surface (skin) temperature assimilation.
Regarding the hole at the North Pole and the spatial resolu-
tion, the active microwave time series of the backscatter
[Kwok et al., 2003] could be used to fill in the gap and to
improve the spatial coverage of the existing MO records.

[63] Errors detected in ERAI near-surface air temperature
and moisture during Arctic summer [Liipkes et al., 2010] and
simplified SIC representation north of 83°N indicate that
neither surface fluxes are free of errors. However, a good
aspect in reanalysis is that the same model and data assimi-
lation system were applied throughout the period, resulting in
a spatially and temporally consistent data set. Errors in sur-
face fluxes may, however, depend on weather and sea ice
conditions, which could generate interannual variations in
the errors, but such a possible dependence has not been
investigated over Arctic sea ice yet. Furthermore it is unlikely
that errors in the surface fluxes could generate artificially
improved correlations between the fluxes and SMO. Instead
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errors in surface heat fluxes, in MO detection, and SMO
sampling (used as the reference date for the pre-melt period
definition) should have increased the scatter in the observed
relationship between SMO and the fluxes, thus reducing
correlations.

[64] We also highlight that the continuous MO detected
with the remote sensing by Markus et al. [2009] is an
instance (Julian day) when either (a) liquid water remains on
top of the sea ice (snow melt), or (b) the final sea ice diver-
gence occurs. Although SMO and the ice divergence are
closely related, they have a different origin. SMO on top of
large and compact ice slab is due to a sufficient accumulation
of the net heat flux (NF) within the snowpack, whereas
opening of leads and polynyas (before melt ponds appear on
top of sea ice) is due to divergent ice drift, typically caused by
winds, tides, ocean currents of other origin, or bottom melt of
ice. Studies on the latter processes are beyond the scope of
this paper, but these aspects are essential for the treatment
and interpretation of the original MO data. It seems that in the
earlier analyses of satellite-based MO records, SMO and
opening of leads and polynyas have not been distinguished.

[6s] We presented quantitative SMO versus heat flux
relationships only for the central Arctic (83—87°N), where it
was possible to reliably detect the causal effect of surface
fluxes on SMO. However, strong statistical relationships
between SMO and surface fluxes were also found in the
seasonal ice zone: Kara, Laptev, East-Siberian, Chukchi and
eastern Beaufort Seas and the Baffin Bay. In these areas the
most important fluxes were NF and SWnet. In contrast to the
central Arctic (83—-87°N) where ERAI surface fluxes were
the least affected by SIC changes, in areas south of 83°N
ERALI SIC dropped below 80% at least once during the pre-
melt period (Figure 3f). As a result, when the ice concentra-
tion is reduced, the stronger SW absorption by the open water
contributed to the additional NF accumulation. In other
words, southward from 83°N, the positive NF and SWnet
flux anomalies during the pre-melt period were due to the
opening of leads or polynyas at least once within the 20-year
record. Hence, some positive NF and SWnet flux anomalies
were not a reason for the early SMO, and the statistically
significant relationships were only partly due to the causal
effect of fluxes on SMO. The effect of SIC on LWd was not
as straightforward as in the case of NF and SWnet. Interan-
nual LWd anomalies explained up to 70% of the local inter-
annual SMO variance southward from 83°N, significant
within vast areas of the northern Kara Sea, Laptev Sea,
northward of the East-Siberian-Beaufort Seas (75-83N) and
in the western Baffin Bay.

6. Conclusions

[66] Applying ERAI reanalysis of radiative and turbulent
surface heat fluxes and satellite passive microwave (SSM/I)
data of sea ice concentration and SMO in the period of 1989—
2008, we evaluated the portion of the interannual variance in
SMO explained by the surface fluxes over the central Arctic
Ocean at 83—87°N. High and causally relevant correlations
are found between the surface flux anomalies and SMO
timing: a larger net heat flux and downward longwave radi-
ation and weaker heat loss from the surface via the turbulent
fluxes (LE and H) occur in springs/locations with an earlier
SMO.
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[67] The anomaly of the net heat flux 1-7 days prior the
SMO explains up to 65% of the interannual variance in SMO.
The main term of the net flux is the downward longwave
radiation, which alone accounts for up to 90% of SMO var-
iance over a limited area in western central Arctic. Solar
radiation is not an important factor alone, but in combination
with other fluxes improves the explained variance of SMO.
Seasonal 30 to 40-day anomalies in the turbulent fluxes of
sensible and latent heat explain locally up to 72% and 56% of
the interannual SMO variance respectively. Regarding
method M1, the individual heat fluxes and various combi-
nations of them account for about 30-90% of the interannual
SMO variance within as much as 68% of the study domain
(Figure 8). When comparing all three methods (M1, M2
and M3) a significant explained variance in SMO timing is
detected within 83.5% of the study domain (not shown).

[68] The downward longwave radiation is the most
important flux term, best explaining the timing of SMO. This
points out on the importance of clouds and air moisture. The
difference in downward longwave radiation between over-
cast and clear skies is typically 70—100 W/m? [Beesley, 2000
Intrieri et al.,2002; Wang and Key, 2005]. It is, however, not
only the cloud fraction and thickness that control longwave
radiation, but also the phase of clouds; water clouds have a
significantly higher longwave emissivity than ice clouds
[Wang and Key, 2005; Pinto et al., 1997]. The association of
an early SMO with a small heat loss from the surface by the
turbulent fluxes of sensible and latent heat suggests that an
early SMO is related to the presence of warm and moist air
over the sea ice. Warm air advection is an important mech-
anism for synoptic-scale near-surface warming events over
Arctic sea ice, and it is often associated with low-level liquid-
phase clouds [Persson et al., 2002; Vihma and Pirazzini,
2005]. These are the conditions that favor both large down-
ward longwave radiation and reduced turbulent heat loss
from the surface, accordingly also favoring an early SMO.

[69] Local SMO gradients of up to one month per 50 km
distance are occasionally related to large surface flux gradients
(up to 25 W/m? in NF within 50 km distance) associated with
the atmospheric fronts, and further should be examined
together with the sea ice types. In agreement with the earlier
SSM/I-based studies, the 20-year MO and SMO trends in the
central circumpolar Arctic Ocean are toward earlier spring
melt. Local MO and SMO trends of 13 and 9 days per decade,
respectively, are found within a limited area where complete
20-year time series were available. SMO trends cannot be
reasonably explained by ERAI surface fluxes. Moreover, we
stress that the trend estimates strongly depend on the method
applied and should be considered with caution.

[70] To reach these results, it was essential to extract the
SMO signal out of the original MO record by Markus et al.
[2009], which also includes cases of opening of leads and
polynyas. The analysis based on three alternative methods
(M1, M2, or M3) yields essentially similar results. While
differences exist in detailed numerical values (r2, rmse,
length of the best time averaging period), the main conclu-
sions of the work do not depend on the method.

[71] We stress that more studies are needed to better
understand and quantify the factors controlling SMO. A high
priority should be given to the studies investigating the
relationships between the sea ice, surface heat fluxes, local
meteorological conditions (clouds, wind, air temperature and
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humidity), cyclones, and large-scale circulation. In particu-
lar, the important role of downward longwave radiation on
SMO calls for more studies on the cloud radiative forcing,
sources of Arctic clouds (advection from lower latitudes
versus evaporation from ice-free areas in the Arctic), and the
evolution of cloud properties with changing sea ice cover.
The results obtained may increase the potential for seasonal
prediction of Arctic sea ice conditions. As the SMO initiates
the albedo feedback process, the conditions favorable for
early SMO are also favorable for larger ice melt and heat
storage in the upper ocean [Perovich et al., 2007a, 2007b;
Notz, 2009], and hence, for reduced sea ice cover and later
freeze-up in the following fall.
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