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Fig. 1. (left, right) Gestural control interface, Gepeto, used in the experiment [44]. Subjects listened to a reference recording and had
to imitate the intonation by drawing a curve on the touchscreen to control the production of a vocal synthesizer. Buttons on the left
enable subjects to playback the reference, playback their gestural production, erase, or submit their gesture. User-drawn intonation
curve are shown in purple. The yellow line is a visual guide depicting the frequency curve of the reference recording. Two different
versions of the same phrase are shown. (center) Perceptual evaluation interface showing images that depict the two meanings.

Typical foreign language (L2) pronunciation training focuses mainly on individual sounds. Intonation, the patterns of pitch change
across words or phrases is often neglected, despite its key role in word-level intelligibility and in the expression of attitudes and
affect. This paper examines hand-controlled real-time vocal synthesis, known as Performative Vocal Synthesis (PVS), as an interaction
technique for practicing L2 intonation in computer aided pronunciation training (CAPT).

We evaluate a tablet-based interface where users gesturally control the pitch of a pre-recorded utterance by drawing curves on the
touchscreen. 24 subjects (12 French learners, 12 British controls) imitated English phrases with their voice and the interface. Results of
an acoustic analysis and expert perceptive evaluation showed that learners’ gestural imitations yielded more accurate results than
vocal imitations of the fall-rise intonation pattern typically difficult for francophones, suggesting that PVS can help learners produce
intonation patterns beyond the capabilities of their natural voice.

CCS Concepts: • Human-centered computing → Empirical studies in interaction design; Gestural input; Sound-based input /
output; Touch screens.
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1 INTRODUCTION

Foreign language (L2) pronunciation training focuses mainly on the component sounds of a language, both in the
classroom and in Computer Aided Pronunciation Training (CAPT) [4, 31, 37]. CAPT systems typically analyze a user’s
production to identify mistakes and often employ vocal synthesis to present corrected pronunciations [2, 5, 24, 30]. A
mistake is generally syllabic-level problem, either in individual sounds or stress, that causes a word to be misheard as
another.

Our research focuses on the use of vocal synthesis in CAPT for the learning of intonation, the patterns of pitch change
on words or longer sentences that give each language its distinct "music" [25, 31]. Though problems in intonation have
been shown to affect intelligibility more than phonetic errors [29], intonation has received far less attention in L2
training than phonetics, both in classrooms and in interactive systems [31, 37].

A number of teaching strategies for intonation have been proposed, which aim to draw attention to changes in pitch
(i.e. fundamental frequency, F0) using visualizations [4, 6, 12, 20, 33] or gestures [7, 28, 35]. Visualizations show learners
the target shape of native productions and the places in which learners’ productions differ from native models. Gestures
have been used to kinesthetically reinforce some key features of vocal production, such as beat gestures for syllabic
rhythm [28] or rise and fall movements for prosody [7].

While the use of visualizations and gestures has shown promise in improving learners’ perception and productions
of pitch change [7, 12], studies have shown that learning intonation requires not only the perception and production of
pitch change but also the establishment of new mental categories for different types of pitch change [8, 21, 22]. Though
melodic primitives of many languages have been described, simply repeating a canonical pattern is not sufficient for
learning an intonation system [8, 25]. An understanding of the range of variation within a given category is also needed,
as well as the freedom to produce a range of expressive variations. Achieving this poses substantial challenges for
learners whose pitch control of the natural voice is limited by the existing pitch patterns in their mother tongue [13, 21].

This paper examines the potential of hand-controlled, real-time vocal synthesis, known as Performative Vocal
Synthesis (PVS) [18, 27, 44, 45] as an interaction technique for computer-aided intonation training. Originally developed
as a new type of musical instrument [18, 45], PVS enables the real-time gestural control of synthesized speech through
the modulation of voice pitch, syllable timing, vocal effort, and vocal quality [27]. PVS gives the learner a “prothetic”
voice, whose gestures for control are explicit and externalized, contrary to the natural voice. Toward using PVS for
intonation training, this paper investigates the following questions:

• To what extent can L2 subjects produce comprehensible categorical contrasts in English intonation with their
voice and with gestures?

• How do vocal and gestural productions differ for L2 subjects?
• How do the productions of L2 subjects differ from native productions?

We conducted a study with 12 French L2 learners of English and 12 native British control subjects using the PVS
interface from [44], where users control the intonation of pre-recorded sentences by tracing frequency curves on a
touchscreen with the help of a visual guide (Figure 1). A corpus of sentences was designed around pairs of phrases
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with the same words whose meaning differ based on intonation, focusing on the contrast between the fall and fall-
rise intonation patterns [8]. An acoustic analysis using General Additive Mixed Modeling [36, 41, 43] and an expert
perceptual evaluation were performed. Results indicate that French learners’ productions were significantly better
in the gestural condition than both free reading and vocal imitation for the fall-rise intonation pattern, known to be
difficult for native French speakers. The same difference was not found for native subjects. By providing learners a
means to bypass the limitations of their natural voices, PVS can enable learners to experiment with a wide range of
expressive variation when learning new intonation patterns.

2 BACKGROUND

We first describe past research on performative vocal synthesis in light of its potential for controlling speech intona-
tion, followed by an overview of English intonation and the point of difficulty targeted by our study corpus. For a
comprehensive review of CAPT systems in general, see [5].

2.1 Performative Vocal Synthesis & Intonation

Early systems for real-time gestural-controlled vocal synthesis, such as GloveTalk, attempted to modulate both phonemic
and suprasegmental elements at the same time [16, 17]. Proficiency with these systems required many months of
training to achieve bare minimum intelligibility.

For use within CAPT applications, we look to the model of performative vocal synthesis explored by [10, 14, 15,
18, 27, 44, 45], where hand-controlled1 interfaces modify the fundamental frequency (F0) and other elements (e.g.
timing and vocal effort) of a pre-recorded speech sample. A number of hand-controlled interfaces have been used in
PVS systems, including the graphic tablet [14, 15, 18], the theremin [45], and the mobile touchscreen [44]. Songs in
French, English, German, as well as poetry in Mandarin Chinese have been tested using hand-controlled interfaces in
artistic performances [1, 11]. Visual guidance showing the frequency contour of a melody or intonation pattern can be
presented for the graphic tablet and the touch-screen [10, 44].

Scientific studies on the hand control of intonation have only used French corpuses [14, 15, 44]. One study compared
vocal and gestural imitations of reference phrases with untrained native subjects using a graphic-tablet interface
that controlled the F0 of pitch-flattened recorded samples [14]. Similarity measures between the F0 curves of subject
productions and reference recordings were computed, and a perceptual evaluation found the highest-scoring gestural
contours to be indistinguishable from vocal productions. Another study with expert users of the graphic-tablet interface
controlling the F0 and speed of synthesized sentences to express different emotions found that chironomic productions
of fear, joy, sadness, and surprise were correctly identified more than 75% in a perceptual study, significantly higher
than expressive intonations generated by statistical modeling [15]. A recent pilot study with both native and non-native
speakers controlling the F0 and timing on a mobile tablet interface showed that subjects performed significantly better
when a visual guide was present [44]. No significant differences were found between native and non-native subjects,
but the authors reported that the non-native subjects were already advanced and had little problems vocally producing
the target intonations in the study corpus.

1The term Chironomy, from the Greek chiro, meaning "of the hand" is employed by prior work to describe hand-controlled performative vocal synthesis
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2.2 English Intonation & The Fall-Rise Tone

The present research investigates PVS through an English corpus that targets a known difficulty for the French L2
subjects. It adopts the descriptive system commonly known as the “British” school of English intonation analysis [8],
widely favored for the teaching of intonation to L2 students in France [23, 29]. The British system divides the flow of
speech into tone units, each comprising a nuclear syllable or tonic, on which major movements of pitch start. Directions
of the pitch movements are called “tones,” and the most frequently used are the fall, the rise, the fall-rise, and the
rise-fall. Tone units most commonly correspond with clauses, a phrase including at least a subject and a verb, which
may be a simple sentence or a part of a complex sentence [8]. In neutral conditions, there is a tendency for the tonic to
be located toward the end of each tone unit, typically on the stressed syllable of the last lexical word. Pre-tonic tonal
patterns are considered to be semantically less important. For example, a statement like “Ken is feeding the cat” would
generally be pronounced as a single tone unit, and the tonic bearing the major pitch movement would be placed on
“cat.”

In British English, fall tones are commonly associated with finality and neutrality in declarative sentences. The
fall-rise, on the other hand, is often used to signal some kind of implication (i.e. a "but..."), such as a contrast, reservation,
warning or hesitation [40]. When used in a negative sentence, the fall-rise limits the scope of the negation so that it
includes the nucleus but not the main verb [8]. In the example, "he didn’t get \one credit," the simple statement with
a falling contour means he got not a single one, i.e. none. Produced with a fall-rise, "he didn’t get Vone credit," the
meaning ascribed by the listener is rather that he got not just one but many credits. Likewise, "he didn’t feed the Vcat"
signals an implicit contrast. If made explicit the likely utterance would be, "he didn’t feed the Vcat but the \dog."

Attesting to the difficulty of acquiring the fall-rise tone, a study with advanced Finnish speakers of English showed
that they did not use the fall-rise in ways that are assumed to be typical of spoken English [38]. A perception study
of English intonation patterns with native Portuguese speakers showed that the subjects were unable to discern the
implicit negation meaning of the fall-rise tone [9], which does not exist in Portuguese like in French. This result is
consistent with the analysis of [32], which observes that an intonation pattern that exists in one language and not
another is likely to pose problems for speakers of the latter language.

3 PRODUCTION EXPERIMENT

The experimental protocol was based on prior evaluations of PVS for intonation production [14, 44].

3.1 Corpus

4 pairs of phrases were used in the experiment, where each pair shared the same sequence of words but differed in
whether the phrase final tonic was produced with a fall or fall-rise contour (Table 1). All phrases were pronounced by
a native male English speaker from England, an instructor in English phonetics residing in Paris. The phrases were
selected from a larger corpus of 12 phrase pairs based on an online perception test (See Figure 1, center). Selected
phrases were ones where both meanings were perceived as intended by native British English speakers more than 75%
of the time.

3.2 Subjects

24 subjects took part in the study. The 12 non-native subjects (10 female, 2 male, aged 18-30, average age 21.75) were L1
French speakers with intermediate level in English, recruited through their university. The 12 native subjects (5 female,
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Table 1. The study corpus. Each phrase in the left column was recorded twice, with the fall and fall-rise intonation on the tonic,
respectively. The tone-bearing part of each phrase (region of interest, ROI) is shown in bold. The ROI can be one or more syllables but
excludes unvoiced consonants at the beginning at the end. The hints that appeared to subjects to prompt the target intonation in the
free reading condition are shown in the center and right columns.

Phrase Hint for Fall Hint for fall-rise

Susan didn’t get one credit. She got zero. She got lots.
The food didn’t taste good. It tasted bad. It tasted great.
Ken didn’t feed the cat. He forgot to. He fed the dog.

Nick doesn’t listen to anyone. He only follows his own ideas. He only listens to his best friends.

6 males, 1 other, average age 28.9) were born and educated in England. They reside either in Paris or London and were
recruited through word of mouth. Subjects were not paid for their participation.

3.3 Tasks

The Gepeto interface, presented in [44] was used in the PVS portion of the study. The interface consists of a mobile tablet
(Figure 1), which controls the Voks vocal synthesizer running on a laptop computer. Drawing a curve in the control
region of the tablet interface outputs a resynthesis of the current phrase from Voks. The horizontal axis determines the
temporal position in the original sample to resynthesize, and the vertical position modulates the output pitch. It is evenly
spaced on a semitones (ST) scale with a range of 24ST (2 octaves) calibrated around the study corpus (82Hz-330Hz).
Phrases controlled by Gepeto are pitch-flattened text-to-speech (TTS) recordings of the corpus, generated using the OS
X British English voice "Daniel." A visual guide appears for each phrase, showing the intonation curve of each reference
phrase, scaled on a phoneme-level to the TTS sample.

The experiment comprised three stages. Subjects first recorded themselves reading each phrase based on their own
interpretation. The text of the phrase was shown along with a drawing depicting the meaning and a text-based hint
(Table 1). Next, subjects recorded vocal imitations of the reference phrases. Finally, subjects used the Gepeto interface,
running on an iPad Air, to gesturally produce each phrase given the drawing, hint, an audio reference, and the intonation
curve as a visual guide.

Four familiarization trials (2 per phrase) were given for the PVS task using a pair of phrases not in the experimental
corpus. During the familiarization, the experimenter briefed subjects on the use of the interface, informed them of the
difficulty in timing control (rhythm of the phrase), and instructed them to pay close attention to the melodic shape of
sentence endings. Subjects were instructed that both the shape and speed of their gesture are important, that the visual
guide is a visual representation of the reference recording, but that it is not necessary to follow it exactly to arrive at an
acceptable gestural production.

Phrases appeared in random order in all parts of the study, with paired phrases next to each other. Following
[14, 44] no limits were placed on the number of times references were played and the time subjects spent finding the
pronunciation of each phrase. The entire study, including verbal instructions and the subject information survey took
about 1 hour. Data was collected in Paris, in a sound isolated studio, and in London, in a quiet room. All audio was
heard through monitor headphones. An AKG C414 XLS microphone was used in Paris, and a Blue Yeti microphone was
used in London. A MacBook Air laptop computer was used for the study, which displayed the user interface for the
experiment.
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4 ACOUSTIC ANALYSIS

An acoustic analysis based on General Additive Mixed Modeling (GAMM) was performed on extracted F0 curves of
subject productions to determine regions of significant difference based on phrase type, subject type, and condition
[36, 41, 43]. GAMMs statistically model non-linear changes over time through the use of spline functions, while
simultaneously accounting for subject and item-related variability. They identify not only whether a significance is
present based on a parameter but also where differences occur within a plot of time-varying data. The mgcv and
itsadug R libraries were used for our analysis [34, 39, 42]. Following suggestions from [36], a 2-part significance test
was employed. First, a version of each model was created without the key parametric term and compared using ANOVA
with the original model to find the overall significance of the parameter, with a significance level set to 0.05. For models
that pass the overall significance test, plots were then made to show areas of significant difference.

4.1 Data Preparation

Analysis was conducted on the tone carrying phonemes at phrase final-positions of each stimuli, called Region of
Interest (ROI), whose F0 curve determines the tone choice and meaning of the sentence (Table 1). The F0 curves of the
reference and subjects’ vocal recordings were extracted and manually corrected for octave jumps using Praat [3]. All
vocal recordings and resynthesized .wavs of recorded gestures were phonemically segmented using WebMAUS [26],
and the resulting TextGrids were manually verified and labeled for ROIs. The F0 of each reference recording in its ROI
was extracted and resampled at 10-ms intervals. Based on their ROI boundaries, the F0 curves of subjects’ vocal and
gestural recordings were then aligned with their corresponding references, with time rescaled between 0 and 1.

4.2 Statistical Models

Three types of models were fitted using subsets of the data to answer the questions shown in Table 2. All models
were fitted using Equation 1, which includes an ordered factor difference smooth to model a fixed-effect parameter,
and random smooths to account for the variability across subjects and phrases. An additional term accounting for
auto-correlation is not shown [36, 41].

𝐹0 ∼ 𝑠 (𝑡𝑖𝑚𝑒) + 𝑠 (𝑡𝑖𝑚𝑒, 𝑏𝑦 = 𝑃𝐴𝑅𝐴𝑀𝐸𝑇𝐸𝑅) + 𝑠 (𝑡𝑖𝑚𝑒, 𝑠𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑏𝑠 = ”𝑓 𝑠”,𝑚 = 1) + 𝑠 (𝑡𝑖𝑚𝑒, 𝑝ℎ𝑟𝑎𝑠𝑒, 𝑏𝑠 = ”𝑓 𝑠”,𝑚 = 1) (1)

Table 2. Summary of GAMMs created

Research Question Data Used Parameter
Where are significant differences between the
fall & fall-rise curves?

Within a single condition and subject type PhraseType (isFallrise)

Where are significant differences between na-
tives & non-natives subjects?

Within a single condition and phrase type IsNative

Where are significant differences between
curves for vocal & gestural imitation?

within a single subject and phrase type Condition (isGestural)

4.3 Results

4.3.1 Significant difference between fall & fall-rise curves. 6 models were made, one for each combination of Subject
(Native or Non-native) and Condition (Free Reading, Vocal Imitation, Gestural Imitation). PhraseType (𝑖𝑠𝐹𝑎𝑙𝑙𝑟𝑖𝑠𝑒 =

6
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𝑇𝑅𝑈𝐸 or 𝐹𝐴𝐿𝑆𝐸) was the fixed parameter. An overall significant difference was found for the 𝐼𝑠𝐹𝑎𝑙𝑙𝑟𝑖𝑠𝑒 parameter
across all conditions for native subjects (free reading: p=7.812e-04; vocal imitation: p=0.012; gestural imitation: 6.451e-09).
For non-native subjects, an overall significance was not found for the free reading condition (p=0.165) but was found
for vocal imitation (p=0.002) and gestural imitation (p=1.628e-07). See Figure 4 for plots of all six models.

In all three conditions of Native speaker productions, the expected divergence of the fall and fall-rise curves at the
end of the ROI appears as a region of significant difference. The ROI-end difference is similar in length (from 0.8 to
1) for vocal and gestural imitation of native speakers and for gestural imitation of non-natives. It is much shorter in
non-native vocal imitations and native free-readings.

Fig. 2. GAMM smooth plots of fall and fall-rise F0 curves across the Region of Interest (ROI) with normalized time between 0 and 1.
Areas of significant differences between two types of curves are highlighted in yellow. The IsFallrise parameter was not found to be
significant for non-native free reading data.

4.3.2 Significant Difference between Natives & Non-Natives. A model was created for each combination of phrase type
and condition, 6 in all, with Nativeness as the fixed parameter. For fall phrases, overall significance of the parameter was
not found for free reading (p=0.497) and vocal imitation (p=0.860). While a significant difference was found for gestural
imitation (p=0.026), inspection of a difference plot between the two curves showed that the maximum difference was
around 1ST, lower than the threshold of perceptual salience for speech [46]. For fall-rise phrases, significant differences
were found for free reading (p=0.001) and vocal imitation (p=3.689e-04), with differences of up to 4ST, but not for
gestural imitation (p=0.137).

4.3.3 Significant Difference between Vocal & Gestural Imitation. Given the natural variation in free reading even for
native speakers, we focused on vocal and gestural imitation for the modeling of cross-condition differences. 4 models
were made for the fall and fall-rise data of the two types of subjects. Overall significance for the Condition parameter
was found non-natives for both phrase types (fall-rise P=2.735e-14, fall p=0.003), but the maximum difference for fall
phrases was less than 1.5ST, lower than perceptual salience [46]. For natives, no overall significance was found for
either type of curve (fall-rise p=0.218, fall p=0.391).
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5 EXPERT PERCEPTUAL EVALUATION

To determine to what extent acoustic differences influence categorical perception, a listening test was conducted with 5
expert evaluators, who used the forced-choice image selection interface (Figure 1, center) to select the meaning of the
phrases they hear. Selection was based on listening to the entire phrase, not just the ROI. All raters are teachers of
English phonetics at the university level and can be considered experts in English pronunciation.

Each evaluator listened to 576 stimuli collected from all subjects across all conditions. 384 stimuli were vocal
productions (from the reading and imitation conditions), and 192 were resynthesized audio from the gestural condition.
To prevent fatigue, stimuli were divided into 5 groups, 3 groups of 128 vocal stimuli, and 2 groups of 96 gestural stimuli.
Stimuli in each group was presented in random order. Reviewers were instructed to listen to each group during a single
sitting and to wait one day before listening to the next group. Vocal groups were presented first, and a notice was
displayed before reviewers began listening to gestural groups indicating that the stimuli may sound unnatural.

Fig. 3. Number of judges that selected the intended phrase type across subject and phrase types. For non-native speakers, gestural
imitation resulted in higher numbers of correctly identified fall-rise productions than for free reading and vocal imitation.

5.1 Results

Fleiss Kappa for reviewer agreement was 0.414 (p<0.0001), indicating a moderate level of agreement [19]. Figure 3 shows
the counts of stimuli by the number of judges that perceived it as intended. For fall phrases, natives and non-natives
subjects performed similarly across conditions. Differences can be observed between natives and non-natives for fall-rise
phrases. Non-natives had more free reading phrases not identifiable by a majority of judges than natives. They also
had better identification for gestural imitation than vocal imitation productions, compared to natives who had similar
results between the two conditions. Interestingly, natives also had a number of free reading phrases misidentified by
most judges, indicating that natural fall-rise productions have some inherent ambiguity.

We also modeled the ROI contours based solely on judges’ majority perception (3 or more agreed), following Equation
1, with the parameter “heard fall-rise” set as TRUE or FALSE based on whether more than half of the judges heard the
fall-rise interpretation of the phrase. Three models were made, one with data from subject productions, one with only
the stimuli with 80% or more agreement from the judges, and one with only the stimuli where judges were split 2 to 3.

The graph with all productions shows modeled splines that resemble the modeled fall and fall-rise contours for
non-native vocal imitation, suggesting that non-native vocal imitation can achieve 60% perceptual recognition. However,
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inspecting the plot of only the data with 60% judge agreement, the curves are almost indistinguishable, with both
contours showing a very slight final rise. This suggests that the slightest final rise can be interpreted as an implicit
negation. A bigger final rise in the modeled fall-rise curve is seen in productions with 80% or more judge agreement,
indicating that a more exaggerated fall-rise production results in a higher rate of correct perception.

Fig. 4. Smooth plots based whether the majority of the judges heard the fall-rise intonation. (left) Model includes all productions,
(center) Model includes only the productions with 80% or more judge agreement. (right) Model includes only the productions where 3
the 5 judges agreed.

6 DISCUSSION

Taken together, the acoustic and perceptual evaluations suggest that gestural imitation enables non-natives to produce
more exaggerated versions of the fall-rise intonation than they can in vocal imitation, and that the more exaggerated
intonation results in higher rates of perceptual identification. We also observe that non-native speakers do not seem to
have an internalized sense of the fall-rise intonation with the meaning that it expresses. We now address implications
and limitations of the study results.

6.1 Implications

Our results suggest that native British English speakers have a strong association between the F0 shape and its
meaningful expression for the fall-rise tone, and they are freely able to dose the amount of expression by modulating
the exaggeration of the fall-rise shape. In daily life, and in the free reading condition, the amount of fall-rise can be quite
subtle, especially in the rising portion, which intentionally creates room for an ambiguity of interpretation. However,
native speakers are capable of vocally imitating an exaggerated version of the tone with their natural voices.

In contrast, the French non-native subjects do not have an association between the fall-rise F0 shape and its expression,
exemplified by the lack of rise in their free reading pronunciations. Their natural voice imitations also do not fully
replicate the rising portion of the tone from the example. One reason for this could be their lack of their internal schema
for the sound pattern, that causes them not to hear the full extent of the rise. Another reason may be that their natural
voice lacks the dexterity to fully realize the target F0 shape. Guided gestural imitation addresses both possible sources
of difficulty. The visual guide reinforces the auditory perception of the sound, and hand control of the synthesized voice
allows more dexterity than the natural voice. With the help of performative vocal synthesis, the French subjects are
able to use their ears to match the gestural production to the reference to an accuracy level on par with native subjects.

We imagine several ways that PVS can be integrated into a larger CAPT system to target the learning of intonation.
With a gesture control interface as a modality to experiment with different intonation patterns, users could imitate
examples from different speakers, to understand a range of possible productions. We could also imagine scenarios,
where the user responds to virtual characters by producing the same phrase with different intonations. The system
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can also include some sort of perceptual training where users must listen to and identify the intended meaning. In
such examples, the user might still have an option to access the PVS interface to try out different ways of pronouncing
the phrase. Finally, we can imagine different levels of difficulty, where the visual guide is initially provided but later
removed.

6.2 Limitations

A potential critique of our study results is that non-native speakers were blindly tracing the visual guide in the gestural
condition.While the visual guide was helpful and probably necessary for non-native speakers, the gestural pronunciation
was influenced by both the position on the screen and the speed of movement. A prior study using the same interface
[44], found that the speed of movement takes some practice to control, especially for large pitch movements that
require changes in speed of gesture. The fact that no significant difference was found in the gestural fall-rise contours
between native and non-native subjects, and that no significant difference was found between native gestural and
vocal imitations of the fall-rise contour shows that non-native speakers were not just haphazardly following the visual
guide. The similarity of non-native gestural fall-rise productions with native vocal imitations and the high rate of
their identification on the perceptual evaluation suggests that the gestures were made purposefully, with the goal of
replicating the reference.

One might also wonder whether aspects of the productions outside of the tone-carrying ROI could influence the
perception of meaning, for instance, the tone and timing of the pre-nucleus portion of the phrase. This influence is
possible, especially in the ambiguous cases identified by the perception test. However, the marked difference between
the two contours in the GAMM model based only on majority judge rating for stimuli with clear consensus among
judges, shows that a fully-realized fall-rise contour has a high importance in determining perception.

One limitation of our study is that we are not able to identify whether learners’ PVS results were due more to the
gestural control or to the visual guide. While researchers generally seek to isolate separate sources of influence, we
may argue that it is precisely its multimodality that gives PVS its advantage. The gestural control gives learners extra
dexterity and the ability to try out intonation patterns that are difficult with the voice. The visual guide shows learners
an approximation, to reduce the frustration of blindly searching for the right pitch contour, and the challenge of timing
control forces subjects to listen and compare their gesture with the reference. Taken together, this interaction engages
auditory, visual, and gestural modalities, and forces the learner to listen carefully to differences between the reference
and their own production.

7 CONCLUSIONS AND FUTUREWORK

This paper demonstrates that performative vocal synthesis enables non-native speakers to produce unfamiliar intonation
patterns beyond the limitations in their natural perception and production. It opens new questions on how the long
term use of PVS may improve the perception of intonation, and how productions with chironomy can transfer to
improvements in the natural voice. Future work will explore the effects of long-term PVS usage and how PVS may be
used for learning tonal languages, like Mandarin Chinese.
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