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We have input the system with a data set 
comprising 15,000 portraits painted between 
the 14th and the 20th centuries. The generator 
then creates a new image from the data, then 
the discriminator attempts to distinguish the 
difference between an image created by a  
human and one created by the generator.  
The goal is to fool the discriminator by making  
it believe that the new images are real por-
traits. (Christie’s, 2018)

This odd mise-en-scène of computer programmes 
trying to fool one another describes the conceptual 
process behind the work Portrait of Edmond De 
Belamy (Collectif Obvious,1 2018), a work generated 
by an ‘artificial intelligence’ (now referred to collo- 
quially as AI).2 This work was sold by Christie’s for 

1 Hugo Caselles-Dupré, Pierre Fautrel, Gauthier Vernier.
2 The result is an aesthetic that haphazardly plays with 
the classic trope of the portrait of a clerk, the codes of non  
finito of the Italian Renaissance, the brushstrokes and blur-
ring of the avant-gardes, as well as a signature that repro-
duces an excerpt of the source code.
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[Fig. 1] Collectif Obvious (Hugo Caselles-
Dupré, Pierre Fautrel, Gauthier Vernier), 
Portrait of Edmond De Belamy, 3D print 
on canvas, 2018
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a record-breaking $432,500, and drew the main-
stream public’s attention to machine learning tech-
nologies, opening a debate regarding the position 
of artists and designers in a world where machines 
are ostensibly able to create. This painting is in line 
with other initiatives such as The Next Rembrandt 
(2016), part of a communication campaign run 
by the advertising agency J. Walter Thompson.  
It took the shape of an ‘original’ work generated 
from the modelling of the styles of 346 paintings 
by Rembrandt (ING, 2020). A few years later, 
programmes such as DALL·E (2021) that produce 
on-demand images (illustrations, etc.) based on 
textual prompts, once again raised the question of 
the possible replacement of humans by machines, 
putting aside the technology’s inherent economic 
and political dynamics. 

At the dawn of the 2010s, the progress of 
machine learning—and more specifically deep 
learning—made it possible to produce compu-
ter programmes written by machines rather than  
human beings. Based on the analysis of enormous 
databases collected online (texts, images, videos, 
etc.), deep learning has even proven to be more 
efficient than ‘traditional’ programming when it 
comes to dealing with complex tasks such as form 
recognition and text analysis. Transposed to the 
fields of art and design, these issues raise compli-
cated concerns linked to concepts of truth, autho- 
rity and humanity. In order to examine these 
questions, it is important to begin by gaining some 
perspective with regards to the generic expres-
sion ‘artificial intelligence’ and the misconcep-
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tions attached to it. The term’s main pitfall is that 
it conceals intrinsic technical and material condi-
tions (e.g. the concealment of primary resources 
and the personnel necessary to make them work), 
as well as software (the so-called Black Box effect) 
(Masure, 2019, pp. 31-46). This analysis is neces-
sary in order to highlight the fact that machine 
learning’s dominant model (within the media 
landscape), deep learning, was not conceived to 
be intelligible but rather to be efficient. The conse-
quence of this paradigm of profitability is the crea-
tion of a society in which productivity is the prime 
motivation, rather than inventiveness, ambiguity, 
and attention to context—all essential attributes of 
creative endeavours. Consequently, the media  
polarisation regarding the hypothetical repla-
cement of humans by AI skirts around the cru-
cial question that is the subject of this essay: what  

are the current and potential implications of  
machine learning for design practice?

In order to better apprehend the ways 
in which machine learning is part of what 
we propose to term ‘artificial design’—to 
wit, an insidious subversion of the field’s 
historic principles (notably its opposition to 
lower quality resulting from serial produc-
tion)—this work proposes, in the first chap-
ter (Context), to examine the psychological 
theories inherent to the operation of these 
principles. In the second portion (Political 
Implications), this historic overview sheds 
light on the tendency to reduce design to a  
series of schematic prototypes, in effect, a [F
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one-way model where the creative process can be 
automated and relegated to machines. Through 
the normalization of creative practices, contempo-
rary AIs fall within the long history of creative soft-
ware and the democratisation of computer access.

In order to prevent the work of designers being 
reduced to normative or statistical rationales, 
the method of research mobilised in this essay3 
consists, in the following order: in differentiating 
the ideas that determine the production process 
(in this case, AI) from their underlying concepts 
(automation, imitation, efficiency), in establishing 
the genealogy of this concept through the analysis 
of multiple viewpoints (designers, entrepreneurs, 
communicators, marketing professionals, etc.), 
and in synthesising the history and discourses of 
design projects in order to identify their underlying 
philosophical issues. 

Contrary to the representation of design as a 
chain of logical processes (graphs, diagrams, time-
lines, and so on), this essay does not have the pre-
tence of telling designers what to do, but rather of 
providing them, within the scope of their process, 
with critical input enabling them to analyse the cur-
rent situation, or whatever they are in the process of 
creating. Consequently, in the third and final part of 
the book (Creative Potentialities), we demonstrate 
that machine learning technologies are shifting and 
redefining notions of creativity and subjectivity by 
automating a certain number of tasks that usually 
would fall within the purview of designers. For exam-
ple, in the field of design, the company Zalando 
has been working with Google since 2016 to pre-
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dict fashion trends, along with using software like 
TheGrid.io (2014), Wix ADI (2016) and Adobe Sensei 
(2016) which aim to fluidify the design of inter- 
faces, for better or worse. New ways of working with 
machines are emerging, as demonstrated by an  
associated research project led by Alexia Mathieu 
(Dean of Master Media Design, HEAD – Genève).4 
Mathieu interviewed a number of artists and design- 
ers; excerpts from those interviews are featured 
throughout this essay. 

The path between political implications and 
creative potentialities qualifies an otherwise overly  
simplified division between risks on one hand and 
opportunities on the other. The reinforcement of  
power structures, for example, can cynically be 
seen both as a risk for marginalised groups as well 
as an economic opportunity. In a more fundamen-
tal sense, machine learning gives rise to a certain  
number of crises that require a rethinking of notions 
such as governance, responsibility, even the centra-
lity of humanity and masculinity. Due to their roots  
in aesthetics, technique and speculation, art and 
design consequently have a role to play in revealing 
the dynamics of standardisation, and providing us 
with alternative relationships with machines, that 
transcend their instrumentalisation.

3 Here we use the formulation established by researcher 
Alexandre Saint-Jevin in his summary of the essay Design and 
Digital Humanities by Anthony Masure (Saint-Jevin, 2018). 
4 Research project: ‘Design and Machine Learning: 
Automation Takes Command’, HEAD–Genève (HES·SO), 
January–December 2022, see references in bibliographical 
notes. The interviews are indicated in this essay under 
the following reference: Mathieu, 2022.
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The relationship between computers and thought 
has been a part of computing since its early begin-
nings. The paper ‘As We May Think’, published 
in 1945 by engineer Vannevar Bush, envisions, 
through fiction, machines that can increase their 
intellectual capacities, preventing humanity from 
sliding into a deadly nuclear war. Here, the dele-
gation of intellectual operations to machines is not 
intended to replace humans, but enables them to 
‘deprogram’ themselves out of tedious tasks:

A mathematician is not a man who can readily  
manipulate figures; often he cannot. He is 
not even a man who can readily perform the 
transformation of equations […]. He is prima-
rily an individual who is skilled in the use of 
symbolic logic on a high plane, and especially 
he is a man of intuitive judgment in the choice 
of the manipulative processes he employs.  
[…] Whenever logical processes of thought are 
employed—that is, whenever thought for a 

CONTEXT
Alan Turing’s ‘Imitation Game’
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time runs along an accepted groove—there is 
an opportunity for the machine. (Bush, 1945, 
pp. 101-108)

Through his association of the notion of intelli-
gence with selection and intuition—rather than 
with the processing of information—Bush portends 
questions that were later examined in more depth 
by mathematician Alan Turing. Turing’s concept 
of a ‘universal machine’ lays the foundation for 
computer programming, that is to say a series of 
logical instructions executed by a machine with 
the intent of attaining a predetermined objective  
(Turing, 1936). In 1950, Turing worked with teams 
at the National Physical Laboratory (NPL) to  
introduce one of the first programmable machines, 
the Automatic Computing Engine, to the public. 
Pushing the time-honoured philosophical distinc-
tion between the mind and the body (hardware 
vs. software5) to its height, Turing began explicitly 
contemplating the possibility of an electronic brain. 
In an article published that same year, ‘Computing 
Machinery and Intelligence’, he posited the condi-
tions necessary to consider an electronic machine 
as being possessed of intelligence and, if so, how 
one might recognise this from a human standpoint 
(Turing, 1950). Turing’s theoretical contributions 
consisted in replacing the question ‘Can Machines 
Think?’ with a scenario: ‘What would happen if 
a machine participated in an “imitation game”, 

5 We owe this distinction to mathematician John von 
Neumann. See Saulnier, 2003.
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where it took the place of a human?’ In this theo-
retical scenario, Turing considers that the machine 
can be considered to show ‘human’ intelligence if 
it manages to fool a human interacting with it more 
than 50% of the time (Jorion, 2000). According to 
this now canonical model, which has been appro-
priated in numerous science-fiction films (Blade 
Runner, Ex Machina, etc.), the machine is perceived 
as a simulator, and it matters little whether anyone  
is able to comprehend its internal workings: 

We also wish to allow the possibility that an 
engineer or team of engineers may construct 
a machine which works, but whose manner 
of operation cannot be satisfactorily descri-
bed by its constructors because they have  
applied a method which is largely experimental. 
(Turing, 1950)

Distancing oneself from the intelligibility of a tech-
nical system in favour of its efficiency (the so-called 
Black Box effect), echoes the field of cybernetics, 
whose principles have determined several contem-
porary calculation, interface, and interactivity sys-
tems, as implemented by engineers and designers.
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The birth of cybernetics is generally traced back to 
the publication of mathematician Norbert Wiener’s 
work Cybernetics: Or Control and Communication 
in the Animal and the Machine (Wiener, 1948). This 
‘science of control’ (kubernetes) had its roots in  
military ballistics (the need to adjust the trajectory 
of a missile in real time, without human interven-
tion), as well as in the need to optimise the flow of 
aerial supply lines. It quickly spread to other appli-
cations, becoming a mental paradigm related to 
the individual and the sum of its social relations 
(Klein et al., 2013). While the Black Box concept is 
frequently associated with cybernetics, it actually 
stems from behaviourism. Following Ivan Pavlov’s 
experiments with conditioned reflexes, psycholo-
gists John Broadus Watson (Watson, 1913, pp. 158-
177) and Burrhus Frederic Skinner developed  
behaviourism, a method created to study statisti-
cal relationships between environments and beha-
viours without taking into account the human psyche.  

From Black Boxes to 
the First Artificial Neurones 
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Unobservable (covert) processes take place inside  
a ‘black box’ and are therefore not a focus of  
research, since only the observation of ‘overt  
behaviour’ (i.e. a stimulus reaction to a noise, 
etc.) counts. In behaviourist learning theory, the  
learner is like a black box since as it is impossible 
—and useless—to know what is going on inside.  
The individual is solely the product of its environ-
ment, and only its inputs and outputs are analysed.

Wiener’s theory of cybernetics borrows John 
von Neumann’s idea that a machine (a computer) 
can be compared to a human brain using the Black 
Box concept, and also introduces the concept of 
feedback (Rosenblueth et al., [1943] 1995, pp.  44-56).  
Feedback, which consists in the dynamic modi- 
fication of input and output data whose aim is to 
control a given situation, is not a notion that exists 
in behaviourism. In French-speaking countries, 
there is a tendency to aggregate behaviourism and  
cognitivism (giving rise to cognitive behavioural 
therapy or CBT), while in the US, cognitivism was an 
offshoot of cybernetics and considered as more of 
a critical response to behaviourism. Consequently, 
cognitivist theories, like cybernetics, take the 
input/output paradigm, not in the sense that the 
psyche is a black box, but rather in order to stu-
dy the structure of the system responsible for the 
differences between input and output. Defined by 
Wiener as ‘the entire field of control and commu-
nication theory, whether in the machine or in the 
animal’, historically, cybernetics thus cannot be  
reduced either to a simple evolution of mathema-
tics, or to a behavioural rationale (Wiener, 1948). 
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According to philosopher Pierre Cassou-Noguès, 
cybernetics expand on Turing’s work towards the 
simulation of human neurones (Cassou-Noguès, 
2009, pp. 141-159). After having established the 
bases of the computer’s internal architecture (the 
separation between arithmetical and logic units, 
the control unit, RAM, mass storage, input-output 
mechanisms), Von Neumann began working on 
the concept of cellular automata, a simulation of 
the process of self-reproduction at the boundary 
between computing and biology. Von Neumann’s 
lectures and articles were assembled in part in 
the posthumous work The Computer and the Brain 
(Von Neumann, [1958] 2000) which clarifies the 
shift from life to machines using artificial neural 
networks, an explicit foreshadowing—at least in 
terminological terms—of the neural networks of 
deep learning: ‘Any functioning in this sense which 
can be defined at all logically, strictly and unambi- 
guously in a finite number of words can also be 
realised by such a formal neural network’ (Von 
Neumann, [1948] 1966, p. 309).
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Although one may at first understand cyber- 
netics as a formal mathematical reduction of the 
human psyche, a more in-depth study shows, on 
the contrary, how psychiatrist Jacques Lacan also 
made use of the field, as he sought to reconstruct 
psychoanalysis by considering cybernetics as 
existing beyond Shannon and Weaver’s ‘model of 
communication’ and behavioural methods (Saint-
Jevin, 2017). In Turing’s universal machine model, 
it is impossible to calculate a machine’s shutdown. 
The calculation can only exist because it is possible 
to delineate an incalculable zone. In other words, 
according to Lacan, meaning can only emerge 
from the machine’s stoppage: ‘The moment when 
we stop the machine is what […] gives meaning 
[to the world of signs]’ (Lacan, [1954-1955] 1978, 
p. 328). The notion of the ‘state of the machine’ is 
a decisive one. Unlike Turing’s universal machine, 
which cannot contain its own termination (shut-
down), ‘effective’ computing had to integrate the 
principle of booting (starting up) in order to reset 

Psychoanalysis’ 
‘Cybernetic Moment’
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the machine to a zero-state, ‘calculation-free’, 
response (Saint-Jevin, 2017, pp. 761-773). Given 
that meaning emerges from the stoppage of the  
machine for the subject, a ‘total’ machine (designed 
with a view to continuous operation) would, there-
fore, not be creative, i.e. bring forth new meaning. 

The psychoanalytical reading of cybernetics 
was soon marginalised by the rise of behavioural 
approaches that consistently increased their hold 
upon all of human activity. In 1950, the same year 
that Turing’s article on intelligent machines was 
published, Wiener expressed his concerns regar-
ding the risks of a technological progress that could 
lead to ‘an inhuman use of human beings’ (Wiener, 
1954), which continues today through the prolifera-
tion of objects and technical systems whose final 
aim is continuous operation, leaving the individual 
outside of meaning.
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The simulation of human neurones paved the way 
for an initial, ‘Connectionist’, approach to artificial 
intelligence (see the work of Warren McCulloch, 
Frank Rosenblatt, et al.), based on Lacanian psy-
choanalysis. Engineers use ‘representations’ of 
neurones that are connected by artificial synapses 
(following neurologist Sigmund Freud’s trailbla-
zing work on the notion of ‘connected’ neurones) 
(Saint-Jevin, 2019, pp. 99-177). This approach 
was met with opposition from the proponents of 
Symbolic logic (Marvin Minsky, Seymour Papert, 
Allen Newell, Herbert A. Simon, et al.6), who pro-
posed a modelling of the ‘universal laws’ of thought 
through the manipulation of symbols (Cardon 
et al., 2018). The expression ‘artificial intelli-
gence’ was coined in 1955 by mathematician John 
McCarthy. McCarthy and his colleagues, Marvin 

The Two Paths of AI: 
Symbolic and Connectionist Approaches

6 In reality, the ideas put forth by these personalities can-
not easily be assigned to such binary categories, the distinc-
tions are much more blurred.
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Minsky, Nathaniel Rochester and Claude Shannon 
were proponents of the Symbolic approach, which 
is based upon the premise that ‘every aspect of 
learning or any other feature of intelligence can in 
principle be so precisely described that a machine 
can be made to simulate it.’ (McCarthy et al., [1955] 
2006). When Minsky, a cognitive scientist and  
researcher, criticised the calculating capacities of 
‘perceptrons’ (the ancestors of neural networks), 
investors lost confidence and plunged AI into a 
‘first winter’ that lasted from 1974 to 1980 (Minsky 
& Papert, 1969). 

In 1982, physicist John Hopfield demonstrated 
that neural networks were able to learn, and he 
used this information in an entirely new way. While 
still marginalised, this approach resurfaced during 
AI’s ‘second winter’ (1987–1993), which coinci-
ded with the collapse of AI’s symbolic promise of 
‘expert systems’ (decision-making tools that were 
supposed to imitate cognitive capacities). In the 
late 1980s, the research assembled by computer 
specialist Yann Le Cun reopened the avenue of 
neural networks, which proved more efficient than 
the Symbolic approach. For example, when applied 
to the automatic recognition of handwritten postal 
codes provided by the US Postal Service, neural 
logic succeeded in managing the entire operation, 
from the normalisation of typographic characters 
to their final classification (Le Cun et al., 1989, 
pp. 541-551). As researchers Dominique Cardon, 
Jean-Philippe Cointet and Antoine Mazières have 
noted, it was the data explosion in the 2010s,  
characteristic of the popularisation of digital uses 
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and big data, that legitimated the neural approach 
for good. This approach has been shown to be 
highly effective in the treatment of a wide range of 
data, from voice and word to signal processing, but 
above all it enabled them to deal with new challen-
ges such as spam detection, collaborative filtering 
used by recommender systems, stock prediction, 
information research and the analysis of social 
networks (Cardon et al., 2018). 

At that point, technologies with a Connectionist 
approach prevailed, to the point of being conflated 
by the mainstream public with the far broader  
notion of artificial intelligence, thus creating a 
rather strange loop in the social history of technical 
sciences where the ‘researchers, based upon the 
arrival of massive amounts of data and the deve-
lopment of calculating capacity, set out to reformu-
late the project of Symbolic artificial intelligence 
by reviving the idea of the adaptive and inductive 
machines from the cybernetics era’ (Cardon et al., 
2018). Nevertheless, as we shall see, the return to 
a Connectionist approach brought about by the 
neural networks of the 1980s was not based on the 
psychoanalytical character of historic cybernetics, 
but rather on older behaviourist theories , since the 
methodological horizon of machine learning was 
to increase result efficiency rather than examine 
how the psyche worked.
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The term ‘deep learning’ was coined in 2006 by  
engineer Geoff Hinton (Hinton et al., 2006, 
pp. 1527-1554). Derived from machine learning, 
deep learning refers to a method where the  
machine’s objective is to learn by itself—unlike 
‘traditional’ programming using symbolic logic, 
where the objective is limited to executing tasks 
according to parameters that are predetermined 
by humans. Deep learning is based on a network 
of ‘layers’ of artificial neurones, inspired by the  
human brain, that can handle complex data via pro-
cesses of feedback propagation (Kurenkov, 2015). 
The baseline data is essential: the more the system 
accumulates, the better it should perform. In order 
to be computed, the data must first be ‘bit-sliced’ 
in order to be converted into vectors. Thus, the 
layers of neurones make it possible to break down a  
complex task into vectorial subcategories (which are 
non-significant for humans). The ideal is to auto- 
mate the entire process in order to reach unsuper- 
vised learning. For example, the system learns 

Deep Learning or the Behavioural 
Reformulation of Cybernetics
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to recognise letters before words in a text, or to  
determine whether there is a face on a photograph  
before attempting to discover the person’s identity. 
At every stage, the ‘bad’ information is eliminated 
and sent to front-end levels in order to align the 
mathematical model. By comparing the raw input 
with tagged datasets (output), the neural network 
automatically adjusts its processes, rewriting itself 
and creating an increasingly effective computer 
programme. With deep learning, it is no longer 
human operators who set the parameters for data 
processing, using carefully calibrated small data-
sets, but rather machines, that are entrusted with  
‘the task of producing pertinent predictions as they 
learn from data’ (Cardon et al., 2018):

The architecture of these machines is charac-
terised by the fact that their interaction with 
the environment (the world) is so intimate 
that it is not necessary to endow their calcula-
tors with their own agency. The proposition of  
cybernetics is to turn them into simple asso- 
ciationist black boxes that can learn and 
whose horizons are set by the measurement of 
the gap (the error) between the world and the  
behaviour of the machine (Cardon et al., 2018).

This quote shows, in light of what we have seen 
earlier, that deep learning has created a confusion 
between behaviourism and cognitivism, since, 
historically, cybernetics appears to challenge the  
notion of the Black Box effect. Admittedly, the 
latter makes use of the methods of behaviourism, 
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but its objective is to formulate hypotheses on the 
ways in which behaviours are carried out. This  
demonstrates that, while deep learning is a pro-
duct of cognitivism, it is closer in nature to beha-
viourism, even as it runs counter to the historical 
principles of cybernetics (the retropropagation of 
neural layers is not equivalent to the retroaction  
of feedback).





2
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The historical study of artificial intelligence, from its 
roots in cybernetics to its behaviourist reformulation  
as deep learning, reveals that the latter mostly invol-
ves a utilitarian vision of the social body. Although 
it is a powerful tool for dealing with large datasets, 
deep learning raises many major problems:

•  Generally speaking, far from being a neu-
tral technology operating apart from power  
structures (states, companies, etc.), deep learn- 
ing extends and reinforces these structures. 
Examples of ‘immoral’ applications of arti-
ficial intelligence are hardly lacking, such as 
the profiling of tastes and the generation of 
personalised content (Netflix, 2017), the user 
path analysis used for e-commerce (New York 
Times, Dynamic Meter, 2022), or the detection 
of drunk passengers (Uber, 2018). All are signs 
of technological solutionism, the concept 
of seeing technology as the solution to any  
socio-political problem (Morozov, 2013). 

POLITICAL IMPLICATIONS
Reinforcing Power
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Contemporary AI is based upon the same 
ideological bases as prevailing computer 
science, namely a rationalisation of the per-
ceptible (Klein et al., 2013) and the modelling 
of realities. In her Atlas of AI, researcher Kate 
Crawford notes: ‘This epistemological flat- 
tening of complexity into a clean signal for the 
purposes of prediction is now a central logic 
of machine learning’ (Crawford, 2021, p. 213). 
Likewise, Cardon, who is a sociologist, ironi-
cally comments:

‘[…] Algorithms that are supposedly predic-
tive have not actually managed to plunge into 
the subjectivity of humans in order to evaluate 
their desires or aspirations. They are predic-
tive because they constantly work upon the 
hypothesis that our future will be a reproduc-
tion of our past.’ (Cardon, 2015, p. 70).

•  Because they are mainly made up of content 
collected online, the datasets of deep learning 
carry and reinforce social bias, particularly in 
terms of gender representations , and repre-
sentations of Black, indigenous and people 
of colour (BIPOC). There is no shortage of 
examples: a police force seeking to predict 
behaviour perceived as potentially crimi-
nal (Predictive Policing, 2011), an American 
court using statistics to quantify recidivism 
risks, with harsher rulings against BIPOC 
(Department of Justice, National Institute 
of Corrections, 2016), a recruiting robot that  
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discriminates against women (Amazon, 2018),  
or the facial recognition systems that seek to 
determine the gender of people online (Face++, 
2018), or at airport check-ins (Detroit, USA, 
2018). These embedded mechanisms of discri-
mination are all the more insidiously powerful 
because they are invisible, and they can have 
serious consequences for populations that 
are already being marginalised. According to 
Crawford and artist Trevor Paglen: 

‘[Vast datasets such as ImageNet] aren’t simply 
raw materials to feed algorithms, but are poli-
tical interventions. [...] The whole endeavour 
of collecting images, categorizing them, and 
labelling them is itself a form of politics, filled 
with questions about who gets to decide what 
images mean and what kinds of social and 
political work those representations perform.’ 
(Crawford & Paglen, 2019; Keller, Gunti & 
Amoser, 2021, p. 83). 

The ethical requirements expressed regarding 
machine learning, even supposing they can 
be modelled, are difficult to align with the  
variety of regulations and values of nation- 
states. How is it even possible to compare 
Chinese, American, Arab or European AIs?  
Should we work to ‘decolonise’ their patterns?  
(Lovink, 2022).

•  Most of the researchers working on machine 
learning work for GAFAM (Google, Amazon, 
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[Fig. 3] Scan of transgender people 
at Detroit Airport, 2016
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Facebook, Apple, Microsoft) or their Asian 
equivalents (BATX: Baidu, Alibaba, Tencent 
and Xiaomi). They are the only actors that can 
remunerate them, collect the necessary data 
and compute it, which only serves to reinforce 
their hegemony. Le Cun has been working  
under the aegis of Facebook since 2013 (the 
same year in which Hinton, his post-doctorate 
thesis advisor, joined Google), and is general-
ly regarded as the inventor of deep learning.  
Le Cun has been developing image and conver-
sation scanning processors that reinforce the 
toxic technical architectures of Facebook’s 
advertising platform, which counts two bil-
lion users (Ertzscheid, 2018). The members of 
the working group AI Anarchies have pointed 
out that one can legitimately entertain doubts 
about the capacity of these large conglome-
rates to work for the common good: 

‘The ethics of AI amount to a lukewarm pro-
mise on the part of these giant groups to self- 
regulate Big Tech even as they forge ahead 
with their course towards a future of their own 
conception. At the same time, machine learn- 
ing systems are being developed on a massive  
scale.’ (Herrmann & Vukajlović, 2022)

•  Due to the opaque nature of deep learning 
technologies, no one, including the program-
mers themselves, knows exactly how the pro-
grammes actually work. Designer Boyd Rotgans  
has called for increased technical transparency: 
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‘The challenge that we must confront is the 
need to be transparent in the methods of  
decision-making, or at least to be able to 
say which data has been entered and which  
results have been obtained. If you purchase 
a product at the supermarket, you can read 
what it contains on the label and how it has 
been produced. It is frightening when the gulf 
between humans and technologies becomes 
too wide.’ (Mathieu, 2022)

This paradigm of opacity generates a pro-
blem in terms of responsibility, since it beco-
mes impossible to attribute blame to anyone 
or anything. Who or what is to blame when 
a programme formulates a faulty diagnosis  
and ‘kills’ a hospitalised person, or when an 
‘autonomous vehicle hits a person? While 
some people think that it is possible to create 
‘explainable’ deep learning, this transpa- 
rency would require the production of tech-
nical overlays, which are themselves ques-
tionable. On a more general level, sociologist 
Benjamin Bratton perceives the increasing 
number and layering of programme stacks  
as signs of the emergence of a numerical 
Leviathan capable of supplanting all other 
forms of governance and sovereignty:

‘[A] certain humanism […] still presumes its 
traditional place in the centre of the frame.  
We must let go of the demand that any Artificial 
Intelligence arriving at sentience or sapience 
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must care deeply about humanity—us speci- 
fically—as the subject and object of its knowing 
and its desire.’ (Bratton, 2014)

It is a matter of knowing whether, under the 
pretext of efficiency, design ought to affiliate 
itself with a technical approach that works 
against us by making the unintelligible a pre-
requisite for optimisation.

•  Most of the time, deep learning and machine 
learning are presented in a dematerialised 
light, flouting the burdensome ecosystem, 
both technical (data centres, mining of rare 
metals, etc.) and human, which is intrinsic to 
its operation. Beyond robots, deep learning 
cannot function without the people whom  
sociologist Antonio Casilli refers to as 
‘clickworkers’, to wit, proletariat from the 
Global South tasked with sorting through the 
collected data (Casilli, 2019).

•  Given their efficiency, neural networks pre-
sent themselves as the only possible forms of 
AI, and yet the conflation of intelligence with 
statistical sciences, as well as the pseudo- 
autonomy of these technologies, should both be 
questioned (Moulier-Boutang & Kyrou, 2018, 
pp. 7-15). In fact, it is significant that AI only aims 
to simulate a restrained sort of comprehen-
sion of human intelligence that can do nothing  
but function (in the fields of nudge theory,  
neuromarketing, and so on, for instance).  
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Contemporary AI relates to the ideal of the 
‘continuous’ operation of the human psyche, 
undercutting other approaches, such as psy-
choanalysis, which, in contrast, are based on 
the notion of dysfunctionality.
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The risk of the subjugation of human beings—their 
assignment to pure utilitarianism—brings us to 
the heart of the intersecting issues of design and 
simulated intelligence. As researcher Emanuele 
Arielli notes: ‘The encounter between AI and  
aesthetics is crucial because aesthetics is consi-
dered a quintessentially human domain’ (Arielli, 
2021, ch. 1). The application of deep learning to 
creative occupations is but one chapter in the long 
history of their computerisation, and it is a conver-
gence that is anything but easy. In an article that 
reviews methods of computer-assisted drawing 
since the 1960s, architectural historian Jordan 
Kauffman asserts that the transposition of formal 
logic to the field of design raises a number of tech-
nical challenges, but also, and above all, epistemo-
logical ones: 

Retrospectively, the transition to computing 
seems to have been the most complicated 
with regards to design itself. This is because 

To Assist or to Subjugate
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the creative process cannot easily be broken 
down into systematic, scientific, or mathema-
tical rules that can generate exact answers, 
and because, for designers and architects, the 
expression of an idea through drawing is the 
primary method of creation and communica-
tion at a time during which it was necessary to 
attempt to conciliate computers and the prac-
tice of drawing [...]. How in the early stages 
of computer-assisted design, did the machine 
affect and assimilate the act of drawing, the 
process of drawing and design, as well as the 
drawings themselves[?]. (Kauffman, 2016)

Even as the advent of personal computers was 
marked by diverse and open propositions with  
debates on the role and place of programmes in the 
creative fields, dominant computer science chose 
a one-way street where automation and produc-
tivity took precedence: GUIs (graphic user 
interfaces), the annexation of design by UX 
Design in the 1970s, DTP (desktop publi-
shing) and CAD (computer-assisted design) 
in the 1980s, the hegemony of social media 
(2000s), templates, guidelines, app stores 
(late 2000s), the digitisation of image data- 
bases and portfolios (Deviant Art, 2000; 
Flickr, 2004; Behance, 2005), web software 
prototyping (2010s), and the integration of 
machine learning in software (Adobe Sensei, 
2016; Runway ML, 2019). These major  
developments outline a trajectory within 
which design became automated and lost its  [F
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historical meaning, as inventiveness, the capacity 
to question context, connection with materials,  
and, in a more general sense, the progression 
through forms and uses (Masure, 2023a) were all 
pushed to the background. By adhering to prin-
ciples of profitability, efficiency and fluidity without 
putting them into perspective, design, to a large 
extent, has wandered from the historical context 
of its appearance, marked by a deviation from 
Industrial Revolution ersatz (Masure, 2023b). The 
problem that arises, then, in contemporary terms, 
is the institution of a conflation between computer- 
assisted designers and designer-assisted compu-
ters. Once processes became automated, there was 
a risk that the machine might perform better, as  
artist and designer John Maeda darkly foresaw:

It is difficult to distinguish today’s computer- 
aided designer from the designer-aided com-
puter. […] Designers no longer define culture; 
designers must abide by a culture defined by 
technologists. The renowned architecture 
educator William Mitchell states in Digital 
Design Media (Van Nostrand Reinhold, 1991) 
the logical conclusion to this predicament: ‘We 
are very close to the point [at] which the ave-
rage designer may have nothing to sell that is 
worth anyone’s money to buy’. (Maeda, 1995)

With the massive explosion of data available online 
and real-time tracking, data science modelling has 
been integrated into all fields of design (graphic 
design, fashion design, product design, architec-
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ture, etc.): culture in the broadest sense has become 
fuelled by the automated production of cultural 
artefacts. The deep learning technologies of the 
2010s reinforced this context where the machine 
is no longer seen as a collaborator (a device) or an 
assistant (a tool), but rather as an efficient means 
(a plan) to replace the human factor in order to  
increase profitability. 
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With deep learning AIs, the authority of the author 
and his or her visual signature are challenged by 
programmes that are now capable of analysing and 
automatically synthesising (imitating) immense 
datasets. As has been mentioned at the beginning 
of this essay, systems dubbed as ‘intelligent’, such 
as OpenAI (2015), GPT-3 (2020), DALL·E (2021), 
Disco Diffusion (2021) or Midjourney (2022), have 
pushed the usability of photo effect filters and spe-
cialised DTP menus to a new level. A simple text 
command (prompt) is all that is required to gene-
rate a set of images by remixing previously collec-
ted vector data. The structure of prompts, which is 
the subject of numerous debates, varies according 
to the systems and their evolution. Generally, it  
associates themes, styles and expressions in 
phase with the filters and document renderers, for  
example: ‘cosy cyberpunk futuristic room in a city 
during daytime with a window overlooking the sky-
line, ultra photoreal, photographic, concept art, 4K, 
octane render, cinematic lighting, highly detailed’.  
As graphic designer Étienne Mineur explains: 

Standardising the Methods of Design
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In order to master these systems, one must assi- 
milate the structure of these languages and 
know how to put the words in the ‘right order’ 
(that is to say, aligning one’s language based on 
that of the machine), sometimes by regulating 
them with punctuation signs. (Mathieu, 2022)

Generally speaking, through deep learning, the 
machine becomes capable of associating a lexi-
con with forms, whether they are bitmap (based 
on pixels), vectorial, or three-dimensional (Apple 
GAUDI, 2022). This promise of creation (almost) 
without any explicit human intervention revives 
the old debate about whether a machine can be 
a viable substitute for a designer. According to 
us, this binary formulation, is an obstacle to the 
comprehension of the wide range of implications 
of machine learning. In an unequivocally-titled  
paper, ‘If You’re Worried About DALL·E Replacing 
Illustrators, You Don’t Understand The Power of 
Illustration’, illustrator Julien Posture demons-
trates that contemporary AIs are not replacing  
illustrators, but rather preconceived notions of illus- 
tration, namely the uninspired execution of a tex-
tual brief, through a recourse to one fashionable 
style or another (Posture, 2022). Such efforts were 
already on offer from microwork platforms such 
as Fiverr (2010) or Upwork (2015), where people 
from the other side of the world can provide you 
with a logo for five dollars. In the end, this type of 
approach is limited to accelerating responses to 
clearly formulated commands (briefs). This, how-
ever, is not always obvious to many clients, notably 
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those who require an extensive exchange in order 
to make their needs fully understood, an amount of 
time superior to that allotted within the strict para- 
meters of a brief: ‘generating is not necessarily 
crafting’ (Ertzscheid, 2022). It remains to be seen 
just how many clients will be conscious of this diffi- 
culty and will accordingly opt to forgo the ease of 
selecting options from a catalogue. One means of 
understanding these formatting dynamics resides 
in the study of the constitution of databases, which 
are not all open, and which strongly affect the  
results. Many of these systems contain lists of prohi-
bited keywords in order to protect developers from 
any misadventure—an insidious form of censor- 
ship that can nevertheless be avoided through 
the use of synonyms. It should also be noted that 
the names of designers such as Philippe Starck do 
not appear in DALL·E, which poses major legal 

challenges as regards the respect of copy-
rights and the marketing of productions 
(Benhamou, 2022). Some prompt systems 
forbid the resale of generated images, 
while others, such as Stable Diffusion, 
place images under a free Creative 
Commons license (CC 0). 

More fundamentally, these prompt-
based programmes call to mind the 
Conceptual Art movement of the 1960s, 
where a work of art consisted of verbal 
intent rather than materiality, and even 
evoke the Book of Genesis in the Bible, 
where the word determines creation. 
However, according to designer and  [F
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[Fig. 6] Apple, GAUDI: A Neural Architect 
for Immersive 3D Scene Generation, 2022 

Prompt: ‘go down the stairs’

Prompt: ‘go through the hallway’

Prompt: ‘go up the stairs’

Prompt: ‘walk into the kitchen’
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researcher Martin Tricaud, the verbalisation of a 
creative intention is by no means an easy matter:

Using words for what we do is far more compli- 
cated than the designers of systems such as 
DALL·E can imagine. What’s more, as socio-
logist Eva Illouz has shown, the verbalisation 
of one’s intentions can bring about decisional 
paralysis and emotional apathy. For example, 
in dating apps, people are asked to use increas- 
ingly precise words to define the sort of person  
they are looking for, which kills some of the 
magic. The reason why I paint abstract works 
is precisely because I am unable to reason 
out certain things verbally. In art and design, 
there are non-verbal rules regarding compo-
sition and construction, and one is not const- 
antly anticipating the intent or materialisa-
tion of a language. (Mathieu, 2022) 

In the logic of prompts, the time (labour) neces- 
sary for conception no longer counts, since the  
latter is now relegated to machines. Rather, the em-
phasis is placed on finding the perfect formula to 
obtain the desired result, as demonstrated by start-
ups charging clients for creating the text allowing 
the generation of a series of images by DALL·E 2 
(Wiggers, 2022) or the development of dedicated 
programmes (Shane McGeehan, Prompter, 2022), 
raising the spectre of slipping into ‘absolute semio-
tic capitalism’ (Ertzscheid, 2022). On an economic 
level, deep learning could modify the design value 
chain by reducing production costs (a lowering of 
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perceived value), and increasing that of consulting 
(difficult to model and consequently, to automate). 
One might even arrive at a situation where there is  
a partition of sorts, with, on one side, ‘elite’ design, 
operating through commissions with high added 
value where a healthy dose of freedom and origina-
lity is expected (as is the case in the cultural sector), 
and, on the other, ‘average’ design, where AIs take 
charge of cookie-cutter commissions, to the detri-
ment of designers working in that segment of the 
market. To avoid this risk, designer Boyd Rotgans 
notes that ‘doing something new with machine 
learning, not simply repeating the same old thing, 
requires a great deal of technical expertise, which 
presents a major challenge for graphic designers’ 
(Mathieu, 2022).
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In the case of prompts, it is not design in the stron-
gest sense of the term (questioning a context,  
reformulating a request) that deep learning tech-
nologies automate, but rather its reduction to the 
generation of visual artefacts that resemble what 
already exists. Furthermore, this is a schematic and 
biased view of the past, since the data that serves as 
a baseline for the results is limited to content that 
is well-represented online (Crawford & Paglen, 
2019). This of course excludes many periods and 
cultural contexts. It is striking to observe that this 
tendency to automate the production of cultural 
products (works of art, and so on) under the guise 
of innovation, in fact goes hand in hand with the  
return of the old concept of imitation. The two 
artistic examples mentioned in the introduction 
(The Next Rembrandt, 2016; Portrait of Edmond 
De Belamy, 2018), which use cutting-edge techno- 
logy and are acclaimed by the media as innovative, 
could, due to their desire to imitate the canonical 
works of art history paradoxically be placed in the 
tradition of mid-19th century Academic art. One 

Imitation and Standardisation
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could even go further back and evoke the traditions 
of monastic scribes, for whom the copying of books 
was akin to a teaching aid from which an artistic 
language could emerge. 

These brief historical references show that, 
contrary to what one might believe in the wake of 
the fantasies of agency and separation that sur-
round them, deep learning technologies are less 
concerned with singular craftsmanship than by the 
efficient reproduction of the past. This tendency 
echoes researcher Jacques Perriault’s effet diligence 
(or stagecoach effect), according to which ‘older 
protocols are frequently applied to new techno- 
logies’ (Perriault, 2000). The case of the inven-
tion of photography can also help to shed light on 
our contemporary situation. When it appeared at 
the end of the 19th century, photography initially 
imitated the codes of painting, aiming to become 
a faster way of producing images. Photography 
as art only emerged once it began to diverge 
from pictorial codes (Huyghe, 1999). Therefore,  
according to us, the question of the acceptance of a  
world fashioned by AI is less one of the replacement 
of humans by machines than one of camouflage: 
an environment in which one cannot distinguish 
whether something has been produced or not by 
simulated intelligences. It is only possible to auto-
mate what has been simplified beforehand, which 
brings us back to Turing’s intuitive reflection: ‘as 
soon as any technique becomes at all stereotyped it 
becomes possible to devise a system of instruction 
tables which will enable the electronic computer to 
do it for itself’ (Turing, 1947). 
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According to philosopher Pierre-Damien Huyghe, 
behind this desire to mechanise all actions in the 
name of profit, and the resulting fascinating and 
even magical-seeming display, lies the flip side—
the homogeneous results:

In the world of mechanisation, whether it is a 
matter of working or merely consuming, the 
resulting uniformity of time is a concern. It is 
a world governed by constant cadences, the 
identical, and the repetitive. While the modes 
of production might be original, the produc-
tion itself is uniform. Thus, one might won-
der whether the abundance of industrialised  
society, when regarded in depth, and despite  
all its attempts to deny this, is not haunted by 
the risk of monotony. (Huyghe, 2013)

In order to fray a path less travelled that is more 
sustainable than this tendency towards the homo- 
genisation of innovation, we must transcend the 
opposition of human vs. machine, that is, the idea 
of a ‘replacement’ of designers by supposedly intel- 
ligent programmes. When posed in a binary man-
ner, this question, as Crawford demonstrates, just 
leads us into an impasse:

Over and over, we see the ideology of Cartesian 
dualism in AI: the fantasy that AI systems are 
disembodied brains that absorb and produce 
knowledge independently from their creators, 
infrastructures, and the world at large. These 
illusions distract from the far more relevant 
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questions: Whom do these systems serve? 
What are the political economies of their 
construction? And what are the wider plane- 
tary consequences? (Crawford, 2021, p. 215)

Behind the magical aspect of the overall idea of 
an ‘artificial intelligence’ (i.e. the fantasy of the 
mechanisation of a normative psyche), the work- 
ings of deep learning reduce learning to training, 
that is, to the internalisation of behaviours and the 
imitation of models. The logic of mechanisation, as 
applied to computing, boils down to the freezing of 
language, since its formalisation is a prerequisite in 
order to be able to submit it to calculation (this is 
why it is called a ‘formal language’). As philosopher 
Jean Lassègue notes, language is never definitively 
set once and for all, rather, it should be seen as a 
substance that is unceasingly reworked from the 
inside through practices and literature:

The manner in which language renders meta-
phors from its material is such that an encyclo- 
paedic approach to the lexicon will never 
suffice to render language completely intelli-
gible because the transformation of its mode 
of production is its very engine of change. 
When you use words, you are simultaneously  
acting upon the words you select and you 
transform the meaning of the word in ques-
tion. (Lassègue, 2018).

With deep learning prompts, the work performed 
by language is circumvented by the effortless pas-
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sage from word to image: that is, to the extent that 
knowing how to speak the language of the machine 
already requires an effort. The replacement of  
aesthetics (the science of perceptions) by a verbal 
register entails the risk of remaining in literality  
(in the total act of showing) rather than in the 
transformation of meaning (in interpretation and 
even subversion). One example would be that an 
illustration is not merely the servile creation of an 
image from a text, but rather a visual game that 
makes use of ellipses and unsaid things, blanks 
that the reader must fill in themselves.
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The use and media coverage of DALL·E are both 
based on the seductive power of what feels like  
magic, to wit, a result whose mechanics are dif-
ficult to explain and whose various elements are 
organised in such a way as to divert and avoid 
any questions. Although the execution time of 
prompt systems is faster than human labour, it is 
not instantaneous. Just as a camera ‘works’ alone 
for a fraction of time, the necessary time required 
for the generation of images paradoxically opens 
up an interval for daydreaming, a few minutes  
during which one wonders just what the machine 
will do. However, this lapse of time can be reduced  
by paying the systems that enable this—the aim 
being immediacy. 

In order to better understand the foundations 
of the fantasy of engendering an idea free of mate-
rial vicissitudes (the pitfalls of execution), it is ins-
tructive to look back to the appearance of recording 
devices in the 19th century. Poet Charles Baudelaire 
saw photography, then a nascent art, as a challenge 

The Conflation of 
Creation and Production
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to established arts such as painting. He virulently 
denounced the pretensions of the mechanical to 
creating art:

These are deplorable days, when a new  
industry has appeared, one which will make 
no small contribution to [...] ruining what  
remains of the divine in the French spirit. The 
idolatrous crowds have thought up an ideal 
worthy of them [...]: [...]‘We think that art is 
and cannot be anything but the exact repro-
duction of Nature [...]. Consequently, the  
industry that provides us with a result that is 
identical to Nature would be the absolute in 
art. [...] Since photography gives us all the gua-
rantees of exactitude we desire (that is what 
these insane people believe), hence art is photo- 
graphy.’ From that moment on, this lowest 
common denominator of society raced, like a 
single Narcissus, [to reproduce] and contem-
plate their trivial images on metal. These new 
adorers of the sun are seized by a folly, an extra- 
ordinary fanaticism. (Baudelaire, [1859] 1999)

In a comment of this text, philosopher Pierre-
Damien Huyghe hypothesised that Baudelaire  
rejected photography as art because it introduced 
‘an intense desire for exactitude’ among the 
masses (Huyghe, 2022, pp. 71–72). On the contrary,  
Walter Benjamin saw in it the possibility of the 
foundation of a new culture where the process of 
reproduction would not be concealed but rather  
recognised (since exact reproduction does not exist). 
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These old concepts of mechanics and exactitude 
are not totally behind us, since they still feed the 
fantasies surrounding AI, which promise the accu-
rate and effortless reproduction, not of Nature, but  
of the past. In order to gain a better understanding 
of these issues, it is important to distinguish the 
notions of  ‘creation’ (i.e. the romantic vision of an 
ex nihilo inception) and ‘production’ (the attention  
given to technical methods and social relationships). 
Firstly, it should be noted that the concept of crea-
tion is historically recent in the field of art:

At the moment when the Ancien Régime was 
falling apart, when the Industrial Revolution 
was unfolding, artists claimed [...] the term of 
‘creation’ as their own—a notion [...] born of 
the Biblical dogma of Genesis—to signify their 
sovereign sensibility and their free desire and 
to establish art as an autonomous field among 
human activities. (Menghini, 2021)

More recently, Materialist thought, as developed 
by philosophers such as Karl Marx and Walter 
Benjamin, opposed this tradition. According to 
them, it was essential to examine the mediations 
that enabled art (and, by extension, design) to exist 
in order to seize its emancipatory potential. In his 
essay, The Author as Producer, Benjamin sought to 
discover not only ‘what is a work’s position vis-à-
vis the production relations of its time,’ but, above 
all, ‘what is its position within them?’ (Benjamin, 
[1934] 1998, p. 87). For him, it was a matter of ‘poin-
ting out the decisive difference between merely 



62

supplying a production apparatus and changing it’ 
(Benjamin, [1934] 1998, p. 93). These concepts are 
relevant in order to underline the limits of deep 
learning technologies, whose appeal consists in 
their concealing all material contingencies. To use 
Benjamin’s terms, these programmes can only feed 
the apparatus of production without ever seeking 
to transform it. In other words, they are ‘reactio-
nary’ and not ‘revolutionary’. For example, if an 
AI can ‘reproduce’ (create) a painting in the style 
of Rembrandt—without apparent effort and with-
out technique being an issue—it will have far more 
difficulty ‘producing’ not only a pictorial paradigm 
as strong as Rembrandt’s, but also new forms of  
expression that transcend the usual categories (i.e. 
oil painting, electronic music, website interface, 
etc.). To ask whether artificial intelligences can 
create is not framing the problem correctly, firstly 
because AIs are in no way magical, and secondly, 
because the vocabulary of creation, when detached 
from material contingencies, gives rise to an inca-
pacity to envision technique as a space of explora-
tion, and thus, of ‘production’. When consulting 
an AI (GPT-3) to determine the ways in which the 
illustration profession would evolve in the wake of  
artificial intelligence, the designer Étienne Mineur 
was given an answer that is strangely more lucid 
than many a technophile discourse: ‘In order to 
survive in such an environment, illustrators will 
have to renounce their almost superstitious reve-
rence for creativity’.7 The issue is thus to ensure 
that deep learning technologies can produce and 
not merely reproduce, which echoes the intent 
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of artist and designer László Moholy-Nagy in his  
article ‘Production–Reproduction’ (1922):

Since it is primarily production (productive 
creation) that serves human construction, we 
must strive to turn the human apparatuses 
(instruments) used so far only for reproduc-
tive purposes into ones that can be used for 
productive purposes as well. This calls for pro-
found examination of the following questions:
‘What is this apparatus (instrument) good for?’
‘What is the essence of its function?’
‘Are we able, and if so, to what end, to extend 
the apparatus’s use so that it can serve produc-
tion as well?’ (Moholy-Nagy, [1922], p. 289)

In light of these considerations, one can now  
posit that the issue for design does not consist in 
aiming for the total automation of creation, since 
scripted creation retains nothing of the Romantic 
idea of a divine free will beyond the immediacy of 
the result. On the contrary, the divergence from a  
mimetic (reproductive) vision requires working 
‘with’ the artificial world of neural networks. This 
in turn entails redefining what one understands 
by the notions of creation and design. In fact, if 
a group of practices that challenge the assigna-
tion of techniques to principles of profitability is 
maintained under the name of design, the latter 
can then serve as a counter power to the most  

7 Étienne Mineur, Facebook post, 2 August 2022:
http://bitly.ws/wNar
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demeaning ambitions, providing some wiggle 
room and new opportunities, even in the case of 
techniques that, at first glance, are not conducive 
to exploration, such as deep learning. The diffe-
rent work approaches that we are proposing here 
all challenge the concept of the primacy or exclu-
sivity of human creation, which only exists when 
situated in technical milieus, and which, subse-
quently, is inevitably hybridised, or rather ‘equip-
ped’. In their analysis of these issues in the field of  
design, researchers Lev Manovich and Emanuele 
Arielli consider the following questions:

If the attribution of intelligence is a horizon 
line that can never be reached, one may won-
der if there are human skills laying beyond 
that line at all: every time machines ‘solve’ a 
specific human skill, this skill ceases to be real  
intelligence, turning out to be more mechanical 
than it appeared. This may have consequences 
on our understanding of human intelligence  
itself. (Manovich & Arielli, 2021, ch. 3, p. 15)

Just as the notion of machines has (re)defined the 
specificities of the human body, (for instance in 
the history of dissection, where human corpses 
became anatomical material, and thus objects of 
knowledge) (Saint-Jevin, 2019, p. 373), computing 
could be seen as an ‘automated mirror’ of the mind, 
competing with some of its tasks (Chazal, 1998), 
and leading us to reflect, not only on the basis of 
its singularity, but also on what it borrows from 
the mechanical. This transcendence of the human 
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vs. machine opposition will enable us to visualise 
relationships with machine learning other than its 
instrumentalisation for productive ends.



3
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The first focal point of opportunity that we propose 
to explore is the mobilisation of deep learning tech-
nologies for the purpose of revealing the dynamics 
of standardisation that are central to existing pro-
ductions. Even though each visual generator (i.e. 
DALL·E, Stable Diffusion, etc.) possesses its own 
‘almost immediately recognisable graphic identity’, 
they often only produce images of average quality 
(generated from existing data), which can even be 
seen as indicators of what one should not (re)pro-
duce (Ertzscheid, 2022). One must keep in mind that 
the worlds of design and pop culture are already 
imbued with the notion of imitation. Therefore, the 
2020 launch of a manga ‘conceived by an AI’ in the 
style of Osamu Tezuka by a company named Kioxia 
is not so much an indicator of the replacement of 
comic book artists by these programmes than the 
acknowledgement of artistic and stylistic motifs 
that are central to Tezuka’s work. Many pop culture 
productions attest to this tendency to repetition, 
such as Walt Disney feature films where animation  

CREATIVE POTENTIALITIES
Revealing the Dynamics 

of Standardisation
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loops replay variations on classic films with alter-
nate characters. In the field of fashion, similarly 
to the example of Tezuka, the structured dataset 
Fashion-MNIST (2018) offers 60,000 sprites (visual  
training sets) from the Zalando clothing brand  
catalogue from which one can sort other images, or 
‘generate’ new pieces of clothing. 

While these examples are profiled for profit (or 
technical demonstration), one might also make use 
of Connectionist AIs to study the past and present, 
as does the programme Digital Art History, which 
renews Art history using computerised methods. 
The project Balenciaga AI (2018) by artist Robbie 
Barrat can also be viewed from this perspective.  
As he himself describes it:

Using a corpus of Balenciaga runway shows, 
catalogues, and campaigns, a [neural] network 
was trained to reconstruct Balenciaga outfits 
from […] silhouettes. The results are outfits 
which are novel but at the same time heavily 
inspired by Balenciaga’s past few years […]. The 
network lacks any contextual awareness of the 
non-visual functions of clothing […] and in turn 
produces more strange outfits that completely 
disregard these functions. (Barrat, 2018)

This new fashion collection implicitly reveals, in an 
absurd and troubling manner, the repetitiveness 
of the actual fashion world, and, in some cases, 
the result is even more radical than the input. The 
distance with photorealistic aesthetics—which  
remains difficult to access through AIs and is deli-
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[Fig. 8] Sample from fashion_mnist 
database, 2017

Pullover (2) Trouser (1) Bag (8)

Coat (4) Trouser (1) Ankle boot (9)

Pullover (2) Pullover (2) T-shirt/top (0)
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berately set aside here—produces outfits that break 
down the customary categories of clothing: bags, 
suits, trousers, etc., leaving room for imagination. 
Balenciaga AI encourages us to explore what the 
grey areas of machine learning might be. Here, it 
is a matter of actualising intuitions, such as those 
of artist Hito Steyerl, who, in a text entitled ‘In 
Defence of the Poor Image’, urges us to positively 
consider images’ degraded contemporary condi-
tion (i.e. pixelated, etc.), resulting from repeated 
editing, sampling and remix practices:

The poor image is no longer about the real 
thing—the originary original. Instead, it is 
about its own real conditions of existence: 
about swarm circulation, digital dispersion, 
fractured and flexible temporalities. It is about 
defiance and appropriation just as it is about 
conformism and exploitation. (Steyerl, 2009)

In order to channel deep learning AIs 
towards the perspective of production, 
another viewpoint could consist in mobi- 
lising their capacity for visual analysis 
in order to establish unexpected genea-
logies between objects, as the project 
X Degrees of Separation by artist Mario 
Klingemann (Google Arts & Culture Lab, 
2016) attempts to do. This online inter-
face traces a fictitious genealogy between 
two previously selected artistic artefacts 
by selecting ‘intermediary’ works sorted 
by periods and which present formal  [F
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similarities (the definition of the various stages is 
operated by machine learning applied to online  
museum archives). This chain of similarities pro-
vokes unexpected juxtapositions between works 
of varied provenance, which, however, clash with 
non-Western cultures, with which these formal  
associations do not necessarily work. Avoiding  
algorithmically induced ethnocentrism is not the 
least of AIs major challenges (Audry, 2019).

Starting from this principle of an open, custom- 
isable serendipity, it is possible to invent systems 
to support decision-making for artists and design- 
ers which would enable them to compare their pro-
jects with structured datasets: similarity and dis-
similarity coefficients, propositions for changes, 
variations, etc. Inspired by Manovich’s Cultural 
Analytics, this approach would make it possible 
to distance oneself from requirements of abso-
lute originality, which presuppose that artists and  
designers either have ‘everything’ or ‘nothing’ to 
say (that there is no middle ground), despite the  
fact that the histories of these fields show that many  
of the most admired works today are borrowings, 
copies or interpretations of works of their times or 
from the past (Manovich, 2020).
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The second focal point of machine learning’s crea-
tive potential consists in pre-empting the illusion of 
automation. First of all, one must resist the preten-
sions of digital technologies of solving more pro-
blems than they create. But beneath this apparent 
simplicity lies a lack of coherence and intelligibi-
lity, which is revealed during the process of creation. 
In a 2018 installation entitled Of Machines Learning 
to See Lemon, artists Alistair McClymont and John 
Fass set out coloured objects on a vast cardboard 
shelf with cubic storage spaces. Even though we 
cannot figure out its defining rules, a semblance 
of logic seems to emerge from this classification. 
Borrowing the colonial and capitalistic logic of the 
depiction of fruits from the artistic genre of still  
lifes, this work shows how difficult it is for machine 
learning algorithms to identify objects (when the 
latter are grouped, lit or oriented in different ways), 
and to clarify the ways in which the result (the  
tagging) was obtained. As the authors of the ins-
tallation state, the results generated by image  

Taking Responsibility 
for Mandatory Simplicity
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[Fig. 10] Alistair McClymont and John Fass, 
Of Machines Learning to See Lemon, 2018
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recognition systems remain ‘mysterious in origin, 
prone to error, ambiguous in value, of erratic relia- 
bility and doubtful authenticity’. (McClymont & 
Fass, 2018). They go on to emphasise that:

This invisible classification process is usual-
ly intended to produce automated decisions, 
which can have profound consequences for 
individual and collective freedom. The possible 
benefits of machine learning are many, but we 
run the risk of developing technologies of such 
complexity that our abilities to shape them  
to serve the common good are severely limit- 
ed. With this installation we hope to situate  
machine learning as open to creative explora-
tion and critique. (McClymont & Fass, 2018)

Two other examples demonstrate that the tech-
nical ecosystem of artificial intelligences is in no 
way ‘immaterial’. Anatomy of an AI System (2018), 
is a large critical cartography created by research- 
ers Kate Crawford and Vladan Joler. It visually  
analyses the extent of human and non-human  
infrastructures that enable an Amazon Echo voice- 
activated (text-to-speech) smart speaker to func-
tion. Thus dissected, these layers and sub-layers, 
which have been arranged so as to remain hidden, 
dispel the fantasies of a ‘fluid’, ‘friction-less’, usage, 
as promoted by the service industries. The promise 
of simplicity for the end user entails an enormous 
complexity that comes into play beforehand: ‘Put 
simply: each small moment of convenience—be it 
answering a question, turning on a light, or playing 
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a song—requires a vast planetary network, fuelled 
by the extraction of non-renewable materials,  
labour, and data.’ (Crawford & Joler, 2018). Another 
example that sheds light on the material dimension 
of digital technologies is the exhibition Praying for 
My Haters (Centre Culturel Suisse, Paris, 2019), in 
which artist Lauren Huret documents the invisible 
contributions of social media moderators whose  
monitoring and selection cannot, structurally, be  
fully automated. Video footage shows the toxic work-
ing conditions where the obliteration of all moral  
sense, necessary for the execution of such tasks,  
replaces intelligence with a range of behaviours. 

In both these cases, it is rather paradoxical 
to note that the simulation of human intelligence 
entails removing from humans that which defines 
them beyond biology. This resonates with the 
words of design pioneer William Morris, who wrote 
during the advent of the Industrial Revolution. 
According to him, it is important ‘to show how 
far the workman is from having any share in art 
when he is at his work, […] for even those who are  
engaged in making the wares which […] are called 
‘art objects’, have to work always as machines, or 
as the slaves of machines’ (Morris, 1884). However, 
unlike Morris, who viewed class struggle as the 
only way to abolish the domination of machines 
over humans, modern concepts of design have 
shown that a range of relationships with a single 
technique are possible. This is the case even if eco-
nomy pushes the technique in question in a domin- 
ant direction: working ‘with’ (rather than ‘under’ 
or ‘against’) machines can upend the weight of  
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productivity in aesthetics, and transcend the dia-
lectic of master and slave.

It follows that we propose to use the term  
‘artificial design’ to refer to the camouflaging of 
technical operations for economic and political 
ends in which dominant AIs are involved. Removing 
this veneer would involve taking into account  
material conditions in the design process, along 
with the human labour necessary for production 
and its operation. Consequently, we would break 
with the demiurgic vision of ex nihilo digital crea-
tion, whose implicit connotations (the search for 
performance, control, and the removal of context) 
are ultimately rather masculine. This would be  
replaced by work validating vulnerabilities and  
attention to others. Between the lines, it would  
be a matter of deconstructing a certain understand- 
ing of men and masculinity as never revealing  
one’s inner workings, one’s guts or weaknesses. 
Emerging from this practice of concealing would 
mean positively embracing deficiencies, errors, 
ambiguities and uncertainties. In the field of  
machine learning, revealing underlying technical 
strata entails its share of difficulties, since the tech-
nical hurdles are rising ever higher and do not lend 
themselves to reinterpretations. According to artist 
and developer Nicolas Barradeau, it is important  
to delve into the ‘substance’ of machine learning, 
that is, the selection of various statistical models:

For artists such as Mario Klingemann and 
Memo Akten, it is not enough to open up  
programmes like Runway ML and attempt to  
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exhaust the embedded model. What interests 
them is to descend into the layers in order to 
understand how an optimised model works, 
then subvert it, taking it to places where it 
is not supposed to go, and combining it with 
other systems. This ‘ground-up’ approach is 
in opposition to style transfers like DALL·E, 
where all you need to do is push a button. 
It implies understanding how the model is 
structured in successive layers of function 
calls: you can intercept a layer, invert it, re- 
inject another layer or some information, etc. 
(Mathieu, 2022)

For other people, it is not just the statistic model that 
should be worked with, but also datasets—which  
comes with its own set of difficulties, whether in 
terms of the necessary time or means. Media artist 
Deniz Kurt, in her interview for this essay, men-
tions the fictitious example of designing a musical 
website aimed at an 18-to-35 age group, where an 
AI trained for this type of (specifically sourced) data 
could potentially suggest voices or colours adapt- 
ed to the given audience, or on the contrary, pro-
duce a shift in order to get rid of propositions that 
are too predictable (Mathieu, 2022). On the other 
hand, another aspect of large datasets is that their 
approach is holistic, and thus homogeneous. In 
the view of artist and designer Meredith Thomas, 
the constitution of a dataset opens up a new para-
digm for computing, one in which programming 
is no longer necessary in order to obtain results: 
‘Instead of calling for rules, you prescribe tasks and 
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provide data’ (Mathieu, 2022). According to him, 
the best way to work with AIs is to create statistical  
models from one’s own data (sketches, photos, etc.). 
Designer Simone Rebaudengo further clarifies this  
idea of personal datasets, remarking that, on the 
contrary, there is no need for clean and homo- 
geneous data in order to work: ‘The most interes- 
ting thing is not to obtain good results, but rather to 
explore alternate directions’ (Mathieu, 2022). 

 One comes to understand that, in their drive 
to do too much too well, dominant AIs ultimat- 
ely fail to produce specific or unexpected results. 
In other words, contriving to conceal the tech-
nical complexity of a system ends up restricting 
its actions, condemning it to the category of ser-
vice. When, on the contrary, these layers are  
revealed, margins that allow artists and designers 
to manoeuvre open up. The graphic designers 
of Chevalvert studio (Stéphane Buellet, Arnaud 
Juracek and Julia Puyo) worked to that end during  
a workshop entitled ‘Machine Jacking’, where 
they appropriated machine learning technologies 
(voice recognition, text recognition, etc.), diver-
ting them from their normal use (Stereolux, 2017). 
The results include the transformation of a text 
by processing it twenty-six times by an automated 
translator (Hakim Benamara), a text recognition 
system ‘seen’ through augmented reality glasses 
(Julien Gachadoat), or the generation of sound- 
tracks and record sleeves based on the analysis of 
two Spotify playlists (Margaux Leroy). According to 
Chevalvert studio, putting oneself in an AI’s place 
allows one to confront ‘subjective interpretation’ 
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with the formal logic of machine learning, thus 
transcending the idea of substituting humans by 
machines. Consequently, one must deconstruct two 
other myths regarding so-called creative artificial 
intelligences: the first being that artists or design- 
ers have total control over their production, and 
the second that the machine can be totally auto- 
nomous. A more interesting way to proceed would 
be to explore the scope and location of chance 
when introduced into the phases of production.
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Behind their promises of efficiency, deep learning 
technologies quickly turn out to be limited: the  
automation of one field does not necessarily go 
hand in hand with that of another, and friction 
between specialised programmes that are brought 
together underline the difficulty, even the impossi-
bility of conceiving an abstract, global intelligence. 
Thus, as the members of the AI Anarchies work- 
ing group encourage us to do, it is important to  
embrace all that ‘escapes relentless computability. 
What still slips through? How can an anarchic AI 
—and an embrace of what’s anarchic in AI— 
turn us to new possibilities for the design of future  
algorithmic spaces, and life alongside and within 
them?’ (Herrmann & Vukajlović, 2022). 

While the best safeguards AIs have are pre- 
cisely their limits, it might be appropriate to exam-
ine how they disrupt the stability of cultural  
codes (Cross, 2020). When Mineur questioned 
GPT-3 to find out how the practice of design would 
evolve with AI, he found himself confronted with a 

Playing with the Contingencies 
and Limits of Prediction
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proposition similar to this one: ‘The way in which 
these programmes react to our data does not 
consist in following a set of rules in a linear man-
ner, but rather in being fluid, open and organic.’8  
An astute observer of image prompts, Mineur 
views these programmes as ‘constantly open vomit 
faucets’ (Mathieu, 2022). However, it is their asper- 
ities that reveal these programmes at their most  
interesting, as when Mineur requested ‘a letter ‘A’ 
in the shape of an oyster’, for instance. Here, he  
attempts to counter the database’s limitations and  
to look for a certain expressivity in graphic acci-
dents, rather than in the tried-and-tested codes of 
science fiction and heroic fantasy. The hypothesis of 
a turnaround intrinsic to prediction and mechan- 
ical automation is explored in an article on the  
effects of algorithmic culture on creation (‘Dada 
Data’, 2018), in which design researchers Nicolas 
Nova and Joël Vacheron analyse productions such  
as musical mash-ups or covers generated by digital 
bots in order to show how strange, even absurd, 
they can be.

It is not a question here of restoring the primacy 
of the author in the creative process. It is a mat-
ter rather of putting into perspective the spectre 
of productions and human-machine collabo-
rations engendered by these sorts of hybrid- 
izations. The aesthetics and the coherence that 
spring from these productions can never be 

8 Étienne Mineur, Facebook post, 2 August 2022,
http://bitly.ws/wNar
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fully foreseen, for they are always the fruit of 
a generative process that is always partially or 
totally random. (Nova & Vacheron, 2018)

Behind the ambition of a reliable result, the  
complexity of the calculations and the database’s  
variations often yielded bizarre results: a human 
logic seemed to emerge, but one that was dis- 
rupted by technical operations that were impossible 
to clarify. The same is true of the project Made in 
Machina/e (2018) by designers Simone Rebaudengo 
and Sami Niemelä, which explores the permea- 
bilities between Scandinavian design (the use of 
wood, ceramics, the readability of functions and 
construction, etc.) and the industrial abundance of 
warehouses in the Chinese city of Shenzhen, thus 
evaluating the role of designers faced with machine 
learning. More concretely, the components, mate-
rials and merchandise available on the e-commerce 
site Alibaba.com are indexed (‘scraped’) by a pro-
gramme, transmitted to a neural network ‘trained’ 
in the principles of Scandinavian design to generate 
briefs, which are then interpreted and constructed 
by a designer (Chih Chiu) before being uploaded 
onto the website to be sold. This commingling, 
not only on an algorithmic level but also between  
human and machine, generates industrial hybrids:  
for example, a ceramic kinetic control unit that can 
also serve as a vase, or a lamp with a base made 
from smartphones. Such hybridisations directly  
confront the history and the fundamentals of  
design. What happens when a product is not created 
for a functional purpose but rather by a whim of 
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[Fig. 11] Simone Rebaudengo, Sami Niemelä, 
Made in Machina/e, 2018
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the market? Who (or what) decides what function- 
alities are a priority, which ones are necessary or 
even desirable? Does this merchandise exist solely 
because it is possible to produce it? (Rebaudengo & 
Niemelä, madeinmachina.com, 2018). 

Since the predictive powers of AIs are not 
always exact, their results can be extremely humor- 
ous when some aspect of meaning is manifested 
clumsily (because it was taken too literally).  
The success of the Twitter account @weirddalle 
(Weird DALL·E Mini Generations, 2022) can thus  
be explained by the production of images that are 
both too exact and too bizarre when compared to 
the prompt (caption) visually attributed to them. 
Their organisation into nine squares and their 
themes are all part of the serial logic of memes  
intrinsic to internet pop culture, which involve  
variations on patterns shared by a given commu-
nity. By questioning notions of authoriality and 
‘strictly human’ culture, deep learning techno- 
logies reveal how formal logic produces illogic  
results, and how all calculations require a share 
of incalculable (as was the case with Turing’s 
Machine), because it is only when the flow ceases 
that meaning can surface (Nova & Vacheron, 2018).

One example that does not make use of  
machine learning shows how the simple fact of 
shifting the parameters can reveal their underlying 
technical mechanics. As part of an exhibition (Deus 
ex Machina, curated by Sophie Fétro, 2015) at the 
Centre Saint-Charles, (Paris 1 Panthéon-Sorbonne 
University), graphic designers Kévin Donnot 
and Élise Gay (E+K) created a system to generate  
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posters, where computer-aided manufacturing 
(CAM) software controlled a felt-tip pen attached 
to a plotter that filled in the surface of a font. The 
use of a pen that was a bit smaller than planned 
left flaws within the mechanical outline, creating 
an original visual piece. The outline of the tool  
opposed Baudelaire’s concept of the innate servil- 
ity of exact reproduction:

When one creates a project, one doesn’t use 
the logic of the magical reproduction of an 
object, what happens is a co-creation with the 
machine. We will seek to configure the form 
to be reproduced so that the machine might 
provide its imprint and reveal a certain form. 
This notion of imperfection, especially when 
one makes use of digital technologies, is really 
important. (Mathieu, 2022)
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Exposing tracings and imperfections requires a 
sort of visual candour and even a form of trans-
lation, if one considers that the act of translation 
challenges the idea of an original that is set in stone 
(Benjamin, [1923] 1973). A fourth path of oppor-
tunity would then be to combine notions of trans- 
lation (i.e. the passage from one semantic code to 
another) and transcoding (the transformation of 
a computer programme’s code into another for-
mal language). Here we touch upon the tension 
between languages considered as ‘natural’ (but 
that are socially constructed), and languages seen 
as ‘artificial’ or ‘formal’ (created for machines, but 
which nevertheless partially rely on human lan-
guage). Deep learning functions based on cycles 
of ingestion and digestion of data, thus affecting 
its relationship with language. Before it started  
including images, sounds and videos, it was 
already part of the long history of computing liter- 
ature, that is further developed in a neat approach 
of promising initiatives, such as Sudowrite (Amit 
Gupta and James Yu, 2021) or ChatGPT (OpenAI, 

Translating Cultural Codes
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2022), which compose and reformulate texts on  
request according to a variety of indications: gene-
rating a description, changing the tone, summari- 
sing or lengthening a content, etc. However, could 
one take this a step further and invest computer 
code with a means to define and work on cultural 
‘codes’ implying multiple modes of expression? 
How can one not only transfer, in the manner of 
the visual ‘style transfers’ of DAMs (digital asset 
management), but actually translate? This hypo-
thesis was examined at the beginning of the 1990s  
by media theorist Vilém Flusser:

If I cannot translate, I cannot compare. [...] It is  
very easy to translate a treatise on chemistry 
from English to French, but translating one  
of Li Tai Po’s poems into French is virtually 
impossible, translating Mozart into architec-
ture is a major problem. [...] Perhaps when the 
science of coding has made greater progress, 
we will be able to create code families. Perhaps 
we will find codes that can be translated and 
others that cannot be. If we create such a cata- 
logue, we will be able to understand many 
things about the human situation. At the mo-
ment, this does not exist. I only know that the 
theory of translation is […] a theory for a new 
era. It is a major sphere of commitment, since 
it entails not only translating from English into 
French; for example, it’s a matter of translating 
Marx into Freud, or Freud into Catholicism, or 
Catholicism into Neo-positivism. That is the 
true nature of the game. (Flusser, 1973)
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Several initiatives have explored AI’s ability to 
bring together the translation of cultural and com-
puting ‘codes’. One initial example is the exhibi-
tion catalogue Neurones, les Intelligences Simulées 
(2020), for which designers Donnot and Gay 
conceived ‘a sort of numerical alterity, another 
intelligence that could participate in the book, or 
annotate it’ (Mathieu, 2022). The project’s starting 
point is a neural network developed by Alex Graves 
at the University of Toronto, which was originally 
used for traffic prediction, and whose first practical 
application, at the end of the 2000s, was recogni-
sing handwritten text. The objective of this script 
was to anticipate the line drawn by a pencil outline 
based upon its preceding points. Donnot and Gay 
recovered the programme’s source code and used a 
variety of parameters to play with its loopholes and 
generate the drawing of the book’s title (‘there were 
often times when the neural network got carried 
away and things started drifting’) (Mathieu, 2022) 
Another script offered a system for the syntactical 
analysis of the catalogue content. It analysed every 
double-page spread in the book, identifying recur-
rent lexical fields and their connections. Donnot 
and Gay consider it is important to contextualise 
the designer’s skills in terms of his or her capacity 
to connect with and to understand technical, his-
torical and cultural objects, the better to be able 
to subvert them or associate them in a new way 
—‘a curation of sorts’. From that perspective,  
designers have a bright future ahead, since the 
rise of templates and automation has the virtue of  
selecting fruitful contexts: ‘Was there really any 
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actual creation in these areas where all one does is 
reproduce codes?’ (Mathieu, 2022). 

Rather than working with the default option 
of a software suite such as Adobe, tested yet ex-
hausted by the market, it might be wiser to wonder 
which technique makes sense. Considered through 
an open approach, the spectrum of AIs is wide 
enough to explore the translation of cultural codes.  
As a result, designer Simone Rebaudengo sees  
machine learning as a way to explore the spectrum 
that exists between two given codes rather than 
reproducing them (Mathieu, 2022). For example,  
one could instruct a machine to apply a style to 
an object, say 40% of the style of designer Alvar 
Aalto, or 30% Aalto and 40% someone else, then 
navigate the resulting strange space in order to 
identify the unexpected continuities between the 

designers. Rebaudengo goes on to add 
that the technical advances of statisti-
cal models of language such as Google 
LaMDA (Language Model for Dialogue 
Applications, 2020) now makes it pos-
sible not only to converse with virtually 
anyone, but even with virtually anything, 
such as Pluto for example, who, when 
addressed, responds from the viewpoint 
of a planet. Cristóbal Valenzuela, cofound- 
er of the Runway ML (2019) software, 
which uses machine learning to publish 
videos, enthusiastically emphasises the 
idea that new types of translations could 
appear thanks to AIs. For instance, 2D 
images could be transformed into 3D, or [F
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even into audio graphics. These ‘hybridisations of 
media functions’ could fuel disciplines and areas 
of research in the creative fields (Mathieu, 2022). 
This passage from one media to another has been 
brought to light by what could be the first poetry 
in French written by neural networks. The collec-
tion Machines Upon Every Flower by artists Gregory 
Chatonsky and Karmel Allison brings together two 
machine learning programmes to generate poems 
using single words, then goes on to create images 
from the resulting poems (Chatonsky & Allison, 
2018). This work, using phases and associations, 
encourages us to replace AIs within a larger eco-
system that brings together humans and non- 
humans. Chatonsky criticises the fantasy of fully  
automated creation, and asks the following question:

Autonomy underpins a logic of the absolute, 
of separation, whose material form consists 
in the instrumentalisation of everything else as 
a resource. But nothing is autonomous, every- 
thing depends on a fabric of other things. 
What is the fabric of AI?9

9 Gregory Chatonsky, Tweet dated 27 August 2022: 
https://twitter.com/chatonsky/status/1563544231540535296 
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This focus on the intertwining between humans 
and technical systems introduces a fifth focal 
point regarding neural networks that might be of 
interest to designers. The idea is to stop consider- 
ing AIs as machines of creation (symbolically 
detached from material contingencies) but rather 
as one stage of production. For instance, one can 
use deep learning to outline or analyse the results 
of a brainstorming session, then compare them 
to existing examples, using them as a strategy for  
decision-making, rather than for imitation or total 
automation. Machine learning’s speed of execution 
changes the working methods of design. Designer 
Boyd Rotgans is working on the creation of a plat-
form that contains sixty hours-worth of videos, 
which can be summarised on demand into a short 
clip, depending upon the request (selection of a 
person, a colour, etc.), something that could also be 
applied to other media (Mathieu, 2022). Cristóbal 
Valenzuela in turn views AIs as having the poten-
tial to iterate (repeat a process) on a large scale.  

Inventing New Modes of Collaboration
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According to him, thanks to machine learning,  
designers can ‘feed’ programmes with their pro-
ductions and learn to break down their work in  
order to iterate their work, not just ten times, but 
up to 100 times a day (Mathieu, 2022). AIs can also 
help to bring together elements from diverse areas  
of expertise more rapidly, and help reduce barriers 
of comprehension.

On a more fundamental level, according to 
designer Rifke Sadleir: ‘[We] should free ourselves 
from the idea that we need to get rid of machines. 
Machines are not humans, but rather extensions 
of our own minds, since what they produce is an 
interpretation of what we have put into them’ 
(Mathieu, 2022). Designer Nadia Piet sees AIs 
as potential ‘creative partners’, where creation  
results from an exchange with machines that  
allows a quick exploration of this or that aesthe-
tic, or the generation of hundreds of prototypes  
on demand (Mathieu, 2022). A similar hypothesis  
has been put into practice by Oio Studio (of 
which Rebaudengo is a member): on their website, 
they present themselves as a collective of ‘bots,  
humans, and machines’. More precisely, the studio 
officially has one non-human member, nicknamed 
Roby, who acts as an artistic creator. Originally, 
this Discord bot was used to explore new products 
and ideas at the agency. Now, it is considered as a 
fully-fledged collaborator (contrary to the narrow 
concepts of tools and automation). Roby has its 
own Instagram account, and ‘lives’ in a Raspberry 
Pi microcontroller. Contrary to the anthropomor-
phic approach that prevails in much of computing, 
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what interests Rebaudengo in this type of process 
is the creation of an intelligence ‘that is not as intel- 
ligent as a human’ (Rebaudengo, 2016). This idea 
is evoked in Domesticating Intelligence, his series 
of objects which gave rise to a programme that  
behaved like a bird (Google Creative Lab, 2017).  
It is impossible to speak to it, one must interact with 
it through sound and gestures, by taking it outside, 
and so on. This opens, among other things, new 
perspectives on the notion of private life.

The interest for other modalities of the psy-
che has been passed over by AIs and by their incar- 
nation within objects such as voice assistants. 
Other relationships with machines deserve to be 
explored, including whether one remains within a 
human register (Audry, 2019). Thus, Rebaudengo 
encourages us to ask such questions as: ‘Is this 
a support tool? Is it a software like Photoshop?  
A work colleague? An intern? Or is it just a weird 
guy who has his own point of view?’ (Mathieu, 
2022). This approach was implemented by artist 
Raphaël Bastide in his performance Twins (2016), 
where he locked himself in a gallery for three days  
in order to develop AIs:

[The performance became] a study on digital 
authorship (the relationship between the devel- 
oper and his intelligent avatars) and on the 
emotional capacities of non-humans. Research 
on artificial neural networks and the progress 
of machine learning enables us to deepen and 
refine our knowledge of our own species and 
of the human brain. (Bastide, 2016)
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If one follows this line of reasoning, AIs could  
perhaps become not only assistants, but collabo-
rators, which would potentially entail profound 
reconfigurations of design methods (Audry, 2019). 
This hypothesis was explored at HEAD – Genève, 
as part of a workshop for Media Design Master stu-
dents coordinated by Alexia Mathieu, Jürg Lehni 
and Douglas Edric Stanley. A collective project 
resulted from the workshop, entitled Thinking 
Machines (2020). Its objective was to take the  
opposing view of the idea of the replacement of 
designers by machines (Masure, 2020, p. 128–131). 
More specifically, Thinking Machines took the form 
of a publishing system for customised narratives 
using perforated cards, text generators, shadow 
theatre, voice recognition, machine learning, and 
web publishing tools in order to create original 
stories. By mixing several periods 
of information technology, from its 
beginnings to the era of the neural 
networks of deep learning, ‘the old 
becomes the new which becomes 
the old’.10 This process reveals what 
could potentially be the shape of the 
design studio of the future—not so 
much a place where one can define 
solutions and fixed formats than a  
laboratory where one can mix a vari- 
ety of techniques and make them 
branch out.

10 Project website: www.distortion.mastermedia 
design.ch/Thinking%20Machines [F
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These various perspectives on the situation and the 
future of design faced with the advent of machine 
learning, lead us to clarify the meaning of the title 
of this essay, ‘artificial design’, which we under- 
stand as the desire to make the workings of a sys-
tem more complex to increase its profitability. 
While this tendency is not confined to AIs, it has 
been pushed to a new level by the increased amount 
of layers necessary for deep learning operations. 
The reduction of design to a one-way street does 
present the serious risk of reducing production to 
homogeneous stereotypes, where each and every 
problem needs to be modelled and verbalised in 
detail in order to exist. These technologies tend to 
impose their dominant values which results in the 
narrowing, and even in the suppression, of future 
imaginations, whether dominated by a Western or 
a masculine vision, or by bodies and psyches that 
are all perfectly valid. The fantasy of the omni- 
potence of a machine controlled by a human goes 
back to older logics of domination and slavery that 
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urgently need to be deconstructed. We must rethink 
our relationships with technologies, shifting from a 
binary (domination/execution) comprehension 
of machines to the apprehension of complexity and 
vulnerabilities. At that point, the work becomes 
less vertical than it is horizontal, more collabora-
tive than it is instrumental.

For instance, it must be noted that AIs’ domi- 
nant modality excludes the idea of simulating  
deficient (i.e. human) psyches, opting rather for  
the normative vision of a continually working brain 
(and one which does nothing else). And yet, Turing, 
in his prefiguration of computers, had demonstrated 
that all calculations inherently imply an area of the 
incalculable, and that all machines, no matter how 
efficient, will eventually break down. If one seeks 
to make up for, or conceal these pauses, the conse-
quence is banning the production of new meanings 
and condemning these systems to mere reproduc-
tion. Deprived of its ability to suspend the flow, and 
thus to surprise, technique that is instrumentalised 
can only be a spectacle, an artifice. In French, the 
first historical occurrence of the term ‘artifice’ is  
related to the ‘art of deception’ and to an ‘adroit 
and more or less deceptive means’, to which the 
idea of a device prepared for a festival and intended 
to dazzle an audience (feu d’artifice, fireworks in 
English), was subsequently added (Rey, 2010). It is  
no small deception to have coined the term ‘artifi-
cial intelligence’ for an artifice consisting of assi-
milating simulated intelligences with the ability to 
read between the lines (inter-legere)11—something 
that a machine will never be able to do. 
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Deep learning technologies are not inevitably  
doomed to be incorporated within the realm of arti- 
fice. On the contrary, it would be to their advan-
tage to become ‘intelligences of the artificial’. While 
the term ‘artificial’ might seem similar to ‘artifice’,  
‘it was only used exceptionally to signify decep-
tive or insidious [...]. It was merely the opposite 
of natural, even as it preserved the idea of a mea-
sured, methodical human activity’ (Rey, 2010). 
Designating, in the fullest sense, what is produced 
by technical means, the artificial can be cultivated 
with a variety of approaches, as designer Ezio 
Manzini encourages us to do. According to him, 
human action and the continuous transformation 
of living environments have managed to demolish 
the distinctions between artificial and natural: the 
artificial has, in a sense, become ‘second nature’, 
and designers are tasked with fashioning its fate. 
The uniformity engendered by the media applica-
tions of deep learning is not inevitable, and they 
should contemplate what could become an ‘eco-
logy of the artificial’. Rather than seeking to take 
control (‘the technical system is not an instrument 
[or] a means upon which a subjective will has  
total ascendancy for very specific ends’ (Manzini, 
[1990] 1991), it might be more interesting to wend 
our way through the layers and parameters of  
machine learning, and to take pleasure in losing 
ourselves there: ‘The more the technical system  
expands and gains in complexity, the more it will go 

11 Thanks to Pierre-Damien Huyghe for having made me 
aware of this etymology.
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down paths where it is impossible to control the end  
result; thus creating of a hitherto unknown artifi-
cial world which we must explore in order to assess 
its qualities and learn its laws’ (Manzini, [1990] 
1991, p. 52). In short, machine learning is not just 
a fad to be rejected unilaterally—on the contrary,  
an intelligence of the artificial consists in giving 
up the servile and schematic simulations of the  
human psyche to make way for the alterity and  
asperity of machines.
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This essay is based upon several projects carried  
out over the last few years, at the invitation of a 
variety of institutions, publications, and lectures,  
particularly Naoufel Abbes, Ada Ackerman, Frank 
Adebiaye, Anne Alombert, Jitka Aslan, Bruno 
Bachimont, Yaniv Benhamou, Victor Chaix, Yves 
Citton, Marie Doucet, Pierre-Damien Huyghe, 
Béatrice Joyeux-Prunel, Marie Lechner, Jürg Lehni, 
Alice Leroy, Claudia Mareis, Alexia Mathieu, Maël 
Montévil, Yann Moulier-Boutang, Vanessa Nurock, 
Saul Pandelakis, Vincent Puig, Emanuele Quinz, 
Simon Renaud, Alexandre Saint-Jevin, Antonio 
Somaini, Douglas Edric Stanley. I would also like to 
thank the following people for their invaluable advice 
and feedback: Frank Adebiaye, Javier Fernandez 
Contreras, Justine Emard, Julie Enckell Julliard, 
Sylvain Menétrey, Nicolas Nova, Saul Pandelakis.

Excerpts of the interviews reproduced in this 
essay were obtained through the research project 
‘Design and Machine Learning: Automation Takes 
Command’. HEAD–Genève team: Anthony Masure 
(grant applicant), Alexia Mathieu, Douglas Edric 
Stanley. Financing courtesy of HES·SO, Digital 
Transition and Societal Issues Fund, January to 
December 2022. The complete interviews can be 
found on the project website, which also features 
a copy of this essay with an associated chatbot:
www.design-machine-learning.ch
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