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#### Abstract

We consider power distribution networks containing source nodes producing electricity and nodes representing electricity consumers interconnected by a switched network. Configuring this network consists in deciding which switches are activated and the orientation of the links between these switches, so as to obtain a directed graph from the producer nodes to the consumer nodes. This graph is valid if the electric flow it induces satisfies the demand of each consumer without exceeding the production capacity of each source and the flow capacity of each switch. We show that deciding if such a valid configuration exists is polynomial in a tree.
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## 1. Introduction

As the world becomes more and more electrical and the grids themselves more and more distributed, reliability and resilience are critical for consumers and grid managers. Especially, a grid needs to be in a configuration that can handle an outage. The configuration consists in deciding which components (lines, sources, switches) should be activated or not. Reliability can be defined as the capacity of the electrical system to supply electricity in quantity and with the quality requested by the users. Thus, to guarantee reliability, the objective here is to find the configuration satisfying the consumer demands [7, 10].

Configuration problems with reliability ad resilience objectives are often considered through a graph theory point of view $[1,8]$. Thus, some solutions seek

[^0]balanced configurations in terms of load power [9] and other ones to configure the network in disjoint balanced subnetworks $[10,4,5]$, in particular in the form of spanning trees or sub-DAGS [6].

But, as the electric flow in a network is a direct consequence of the chosen configuration [9], the objective is more to determine if there exists a configuration satisfying the production and capacity constraints and the consumption demands than to compute an electric flow in a graph (such as in [3]). Moreover, the reliability of a network can be guaranteed by the existence of a configuration which does not use all the capacity of each link and each switch in order to contain the impact of the snowball effect during breakdowns. So given a desired maximum percentage $s$, the problem we solve allows to determine if there is a network configuration using each switch and each link at most $s$ percent of its capacity. In [2] we show that this existence problem is NP-complete for general network topologies. In this article, we show that this problem is polynomial if the network to be configured is a tree.

The paper is organized as follows. First, we define our model of power grid and the related computational problems. Then, we prove that the problem of finding a configuration is polynomial when the given network is a tree.

## 2. Model

The electrical distribution network is represented by a graph $G=(V, E)$ in which there are three types of vertices $S, W$ and $P$. S represents the set of electrical sources of the network; each vertex $s \in S$ is characterized by a maximum production capacity denoted $\operatorname{Prod}(s)>0 . W$ corresponds to the set of switches; each vertex $w \in W$ has a maximum flow capacity $\operatorname{Cap}(w)$. And $P$ represents the set of consumers; each consumer $p \in P$ is characterized by a called power $\operatorname{Pow}(p)$. Edges in $E$ are the connections between these nodes. In the following, we focus on graphs $G$ being trees.

An orientation $\mathcal{O}$ of $G$ is a function associating each edge $[u, v] \in E$ with a couple $(u, v)$ or $(v, u)$ corresponding to the orientation of this edge. Note that for a given orientation, a switch is only activated if it belongs to at least one induced path from a source to a consumer. The activation of the switches can therefore be seen as a consequence of the orientation of the edges.

Given an orientation $\mathcal{O}$, the network $G$ becomes a flow network with capacity on the switches only, with several sources and several sinks. Such a flow network can be made compatible with the one used in [3], but the fundamental difference lies in the constraints satisfied by the flow. In addition to the classical conservation and capacity constraints, the (electric) flow entering each switch of $W$ must be distributed equitably over all its incoming arcs (i.e., the arcs are considered equivalent to resistors with same resistance value). Consequently, the goal here is then not to determine a maximum flow since the flow is unique and set by the orientation: we can calculate it by going up from $P$. Our objective is to know if there exists an orientation for which the implied flow network from $G$ admits a unique flow satisfying the called powers of the consumers, respecting the production capacities of the sources and the flow capacities of the switches.

Definition 1. Let $\Gamma^{+}(v)$ and $\Gamma^{-}(v)$ be the sets of successors and predecessors of $v$, the flow $F(u, v)$ of an arc $(u, v)$ is

$$
\begin{array}{ccc}
\text { if } & v \in W, & v \in S, \\
F(u, v)= & \sum_{w \in \Gamma^{+}(v)} F(v, w) \\
\left|\Gamma^{-}(v)\right| & \frac{\sum_{w \in \Gamma^{+}(v)} F(v, w)}{\left|\Gamma^{-}(v)\right|+1}, & \frac{\sum_{w \in \Gamma^{+}(v)} F(v, w)+\operatorname{Pow}(v)}{\left|\Gamma^{-}(v)\right|}
\end{array}
$$

$\mathcal{O}$ satisfies the demand constraint if, for every consumer $p \in P$, there exists a path from any source to $p$. It satisfies the capacity constraint if $\sum_{w \in \Gamma^{+}(v)} F(v, w) \leq$ $\operatorname{Cap}(v)$ for $v \in W$ and $\left.\sum_{w \in \Gamma^{+}(v)} F(v, w)\right) /\left(\left|\Gamma^{-}(v)\right|+1\right) \leq \operatorname{Prod}(v)$ for $v \in S$. Note that the capacity constraint includes a production capacity constraint.

Determining if, for a given electrical network, there exists a feasible orientation (satisfying the demand and the capacity constraints) leads to the following decision problem, shown to be NP-complete for general graphs in [2].
Problem 1 (VALID). Given a graph $G=(V, E)$, three functions Prod, Cap and Pow, does there exist an orientation $\mathcal{O}$ of $G$ satisfying the demand and the capacity constraints.

## 3. VALID is polynomial for trees

Let $\mathcal{I}=(T$, Cap, Prod, Pow $)$ be a VALID instance where $T=(S \cup W \cup P, E)$ is a tree with $n$ nodes. We show in this section that there exists an algorithm solving that instance in time $O\left(n^{4} \log (n)\right)$. Given an edge $[u, v]$ of $T$, we write $T_{u}$ and $T_{v}$ as the two subtrees of $T$ in which this edge is removed.

### 3.1. Minimum called power, maximum producible power

Assuming there exists a feasible orientation $\mathcal{O}$ of the edges, where $\mathcal{O}([u, v])=$ $(u, v)$, it means some power (maybe a null power) goes from $u$ to $v$. We try, in this part, to bound that power with two values, written $i(u, v)$ and $o(u, v)$ which are, respectively, the minimum input value that can be called by $v$ to feed all the customers in $T_{v}$ and the maximum output value that can be produced and sent through $u$ by all the sources in $T_{u}$. Figure 1 gives two examples.
Definition 2. Let $[u, v]$ be an edge of $T$, and let $T_{u}^{\prime}$ be the tree where we replace $T_{v}$ by a fictive sink $v^{\prime}$. The maximum producible power from $u$ to $v$, written $o(u, v)$, is the maximum value that can be assigned to $\operatorname{Pow}\left(v^{\prime}\right)$ so that $T_{u}^{\prime}$ remains valid. If the instance is not valid, even with $\operatorname{Pow}\left(v^{\prime}\right)=0$ then $o(u, v)=-\infty$.

Definition 3. Let $[u, v]$ be an edge of $T$, and let $T_{v}^{\prime}$ be the tree where we replace $T_{u}$ by a fictive source $u^{\prime}$. The minimum called power from $v$ to $u$, written $i(u, v)$, is the minimum value that can be assigned to $\operatorname{Prod}\left(u^{\prime}\right)$ so that $T_{v}^{\prime}$ remains valid. If the instance is not valid, even with $\operatorname{Prod}\left(u^{\prime}\right)=+\infty$ then $i(u, v)=+\infty$.

Figure 2 illustrates those definitions. Note that, for each edge, there are four values $o(u, v), o(v, u), i(u, v)$ and $i(v, u)$. In Figure 1, on the left instance, we have $o(u, v)=3$, and on the two instances, we have $i(u, v)=2$.


Figure 1: The sources, switches and customers are respectively depicted by triangles, circles and squares. Each number alongside a node is either a production, a capacity or a called power depending on the type of the node. The instance on the left is valid and the other is not. In the two instances, we consider a solution where $[u, v]$ is directed toward $v$. In any feasible solution, $\left[v, p_{v}\right]$ is directed from $v$, otherwise no power goes to $p_{v}$. Depending whether $\left[s_{v}, v\right]$ is directed from or toward $s_{v}$, a power of 2 or 4 is called from $v$ to $u$ : thus the power going from $u$ to $v$ should be at least 2 . On the left part, we can see that $u$ receives power from $s_{u}$. A part of that power, of value 5 is needed to feed $p_{u}$. As no more than 8 can go through $u$, on the left instance $s_{u}$ cannot send a power greater than 3 to $v$ through $u$ and on the right instance $s_{u}$ cannot send a power greater than 1 . Thus, on the right instance, no feasible solution with $[u, v]$ directed toward $v$, and, on the left instance, such an orientation remains conceivable.

### 3.2. Usage of the functions $i$ and $o$

Assuming there exists a polynomial algorithm $\mathcal{A}$ that computes $i(u, v)$, $i(v, u), o(u, v), o(v, u)$ for every edge $[u, v]$ of $T$, we show hereinafter that determining if the instance $\mathcal{I}$ is VALID can be done in constant time.

Lemma 1. Let $[u, v] \in T$, let $\mathcal{O}$ be a feasible orientation such that $\mathcal{O}([u, v])=$ $(u, v)$ and let $F$ be the associated flow, then $i(u, v) \leq F(u, v) \leq o(u, v)$

Proof. Let $T_{v}^{\prime}$ be the tree where we replace $T_{u}$ by a source $u^{\prime}$ with production $F(u, v)$ and $\mathcal{O}_{v}$ be $\mathcal{O}$ restricted to $T_{v}$. Then the flow on $T_{v}$ coincides with $F$ meaning that $O_{v} \cup\left\{\left[u^{\prime}, v\right] \rightarrow\left(u^{\prime}, v\right)\right\}$ is feasible. Thus $F(u, v) \geq i(u, v)$. Similarly, let $T_{u}^{\prime}$ be the tree where we replace $T_{v}$ by a $\operatorname{sink} v^{\prime}$ with power $F(u, v)$ and $\mathcal{O}_{u}$ be $\mathcal{O}$ restricted to $T_{u}$. Then the flow on $T_{u}$ coincides with $F$ meaning that $O_{u} \cup\left\{\left[u, v^{\prime}\right] \rightarrow\left(u, v^{\prime}\right)\right\}$ is feasible. Thus $F(u, v) \leq o(u, v)$.

Lemma 2. Let $[u, v]$ be any edge of $T$. The instance $\mathcal{I}$ is valid if and only if $i(u, v) \leq o(u, v)$ or $i(v, u) \leq o(v, u)$.

Proof. It is quite natural that an instance is not valid if somewhere the maximum value that can be produced $(o(u, v))$ is not sufficient to satisfy the minimum called value $(i(u, v))$. But, more formally, Lemma 1 proves that if $\mathcal{I}$ is valid then $i(u, v) \leq o(u, v)$ or $i(v, u) \leq o(v, u)$. We now assume that, without loss of generality, $i(u, v) \leq o(u, v)$. According to Definition 3, if we replace $T_{u}$ by a


Figure 2: Illustration of Definitions 2 and 3.


Figure 3: The three subfigures depict a same instance on which all the values $o(u, v), o(v, u)$, $i(u, v)$ and $i(v, u)$ are progressively computed for each edge $[u, v]$. The values $o(u, v)$ (respectively $i(u, v)$ ) are written $\leq o$ (respectively $\geq i$ ) near $u$ (respectively $v$ ) on the arc $(u, v)$. A dotted arc represents an invalid orientation. The values $o(u, v)$ when $u$ is a leaf and $i(u, v)$ when $v$ is a leaf may be easily computed which is done on the left subfigure. For instance $i\left(w_{2}, s_{2}\right)=0$ : no power is called in $s_{2}$ and $o\left(s_{2}, w_{2}\right)=22$ : production of $s_{2}$. Then the neighbors of the leaves are considered, that is done on the middle subfigure. For instance, $o\left(p_{2}, w_{3}\right)=-\infty$ : even if $s_{3}$ and $s_{4}$ are both directed to $p_{2}$, it is not enough to satisfy the called power $(2 * 8<18)$. And $i\left(w_{3}, p_{2}\right)=6$ : if we replace $w_{3}$ by a source, it should have a production of value at minimum 6 to feed $p_{2}\left(J=\left\{s_{3}, s_{4}\right\}\right.$ in the following Lemma 4). At the next step, a problem is detected on edge $\left[w_{3}, w_{1}\right]$ (subfigure on the right part). o( $\left.w_{3}, w_{1}\right)=-\infty$ and $i\left(w_{1}, w_{3}\right)=6$ (from $\left.\left[p_{2}, w_{3}\right]\right)$. And $o\left(w_{1}, w_{3}\right)=5$ : the most favorable case is given by the orientations $w_{2}->w_{1}$ and $w_{1}->s_{1}\left(J=\left\{w_{2}\right\}\right.$ in the following Lemma 3). According to Lemma 2, this makes the instance not valid.
source $u^{\prime}$ with production $i(u, v)$, there exists an orientation $\mathcal{O}_{v}$ of $T_{v}$ such that the orientation $O_{v} \cup\left\{\left[u^{\prime}, v\right] \rightarrow\left(u^{\prime}, v\right)\right\}$ of $\left\{u^{\prime}\right\} \cup T_{v}$ is feasible. Let $F_{v}$ be the flow in $T_{v}$ and let $f=F_{v}\left(u^{\prime}, v\right)$. Note that $f \leq i(u, v)$. In addition, according to Definition 2, if we replace $T_{v}$ by a sink $v^{\prime}$ with power $o(u, v)$, there exists an orientation $\mathcal{O}_{u}$ of $T_{u}$ such that the orientation $O_{u} \cup\left\{\left[u, v^{\prime}\right] \rightarrow\left(u, v^{\prime}\right)\right\}$ of $\left\{v^{\prime}\right\} \cup T_{u}$ is feasible. Note that it is still feasible if we reduce the power of $v^{\prime}$. As $f \leq i(u, v) \leq o(u, v)$, we can reduce it to $f$. Let $F_{u}$ be the flow in $T_{u}$.

We finally build the orientation $\mathcal{O}=\mathcal{O}_{u} \cup \mathcal{O}_{v} \cup\{[u, v] \rightarrow(u, v)\}$. The flow $F$ coincides with $F_{v}$ on $T_{v}$. Thus, $F(u, v)=f$ and, then, the flow also coincides with $F_{u}$ on $T_{u}$. As a consequence, $\mathcal{O}$ is feasible.

Figure 3 gives an example of the calculations of $i(u, v)$ and $o(u, v)$ and concludes that the instance is not valid.

### 3.3. Compute $i$ and o

In this section, we show that, for all $[u, v] \in E, i(u, v), o(u, v), i(v, u)$ and $o(v, u)$ can be computed in polynomial time. According to the definitions of $i$ and $o$, the value $i(u, v)$ (respectively $o(u, v)$ ) depends only on the nodes in $T_{v}$ (respectively $T_{u}$ ). The main idea of the algorithm is, as it is done in Figure 3, to use a bottom-up calculation from the leaves. We denote in this part the integer interval $\{a, a+1, \ldots, b\}$ by $\llbracket a ; b \rrbracket$.


Figure 4: Illustrations of Lemmas 3 and 4.

Lemma 3. Let $\left(u_{1}, u_{2}, \ldots, u_{p}\right)$ be the $p$ neighbors of $u$ in $T_{u}$. We set $o_{j}=$ $o\left(u_{j}, u\right)$ and $i_{j}=i\left(u, u_{j}\right)$ and, for $J \subset \llbracket 1 ; p \rrbracket$.

$$
\begin{array}{lll}
C(J)=C a p(u) & \text { and } O(J)=|J| \cdot \min _{j \in J} o_{j} & \text { if } u \in W \\
C(J)=(|J|+1) \cdot \operatorname{Prod}(u) & \text { and } O(J)=(|J|+1) \cdot \min _{j \in J} o_{j} & \text { if } u \in S \\
C(J)=+\infty & \text { and } O(J)=|J| \cdot \min _{j \in J} o_{j}-\operatorname{Pow}(v) & \text { if } u \in P \\
\text { then } o(u, v)=\max _{J \subset \llbracket 1 ; p \rrbracket}\left(\min (C(J), O(J))-\sum_{j \notin J} i_{j}\right) &
\end{array}
$$

If $J$ is empty, then we set $\min _{j \in J} o_{j}=0$. If the calculation returns a negative value then $o(u, v)=-\infty$.

Remark (Intuition). The left part of Figure 4 illustrates Lemma 3. Given a subset $J$, the value $C(J)$ corresponds to the maximum flow that can go through $u$ (according to Definition 1) and $O(J)$ is the maximum value that can be equitably distributed over all the input arcs of $u$ corresponding to $J$ (and $u$ if it is a source). As the value requested by the neighbors directed from $u$ is at least $\sum_{j \notin J} i_{j}$, the maximum value that can go from $u$ to $v$ is $\min (C(J), O(J))-\sum_{j \notin J} i_{j}$.
Proof. We first assume that $o(u, v) \neq-\infty$ then $o(u, v) \geq 0$. Without loss of generality, we assume that $u \in W$, the cases where $u \in S$ and $u \in P$ are similar. There exists a feasible orientation $\mathcal{O}$ in the tree $T_{u}^{\prime}$ where $T_{v}$ is replaced by a $\operatorname{sink} v^{\prime}$ with power $o(u, v)$. Let $F$ be the associated flow and $J=$ $\left\{j \in \llbracket 1 ; p \rrbracket \mid \mathcal{O}\left(\left[u, u_{j}\right]\right)=\left(u_{j}, u\right)\right\}$ given by this orientation. Let $l(u)=o(u, v)+$ $\sum_{j \notin J} F\left(u, u_{j}\right)$ be the output flow of $u$. Then $l(u) \leq C a p(u)=C(J)$ because $\mathcal{O}$ is feasible. In addition, for every $j \in J, l(u)=|J| \cdot F\left(u_{j}, u\right)$. Moreover, by Lemma 1 , for every $j \in J, o_{j} \geq F\left(u_{j}, u\right)$, and for every $j \notin J, i_{j} \leq F\left(u, u_{j}\right)$. Consequently $o(u, v)+\sum_{j \notin J} i_{j} \leq l(u) \leq|J| \cdot \min _{j \in J} o_{j}=O(J)$. This implies that

$$
o(u, v) \leq \min (C(J), O(J))-\sum_{j \notin J} i_{j} \leq \max _{J \subset \llbracket 1 ; p \rrbracket} \min (C(J), O(J))-\sum_{j \notin J} i_{j}
$$

We now consider any $J \in \llbracket 1 ; p \rrbracket$ with $M(J)=\min (C(J), O(J))-\sum_{j \notin J} i_{j}$. We want to show that $M(J) \leq o(u, v)$. If $M(J) \leq 0$, this is true as $o(u, v) \geq 0$. If
$M(J) \geq 0$, we set $\operatorname{Pow}\left(v^{\prime}\right)=M(J)$. For every $j \in J, o_{j} \neq-\infty$ and for every $j \notin J, i_{j} \neq+\infty$, otherwise $M(J)$ would be negative. Thus, for every $j \in J$ (resp. $j \notin J$ ), there exists a feasible orientation $\mathcal{O}_{j}$ of the tree $T_{u_{j}}^{\prime}$ containing $T_{u_{j}}$ and a sink $u^{\prime}$ with called power $o_{j}$ where $\left[u^{\prime}, u_{j}\right]$ is directed toward $u^{\prime}$ (resp. a source $u^{\prime}$ with production $i_{j}$ where $\left[u_{j}, u^{\prime}\right]$ is directed toward $u_{j}$ ). Let $\mathcal{O}$ be the union of all those orientations to which we add $\mathcal{O}\left(\left[u, v^{\prime}\right]\right)=\left(u, v^{\prime}\right)$. By showing that $\mathcal{O}$ is feasible for $T_{u}^{\prime}$ if $\operatorname{Pow}\left(v^{\prime}\right)=M(J)$, we prove the $M(J) \leq o(u, v)$. Let $F$ be the associated flow. As $\mathcal{O}$ coincides with $\mathcal{O}_{j}$ in $T_{u_{j}}^{\prime}$, then, firstly, for every $j \notin J, F\left(u, u_{j}\right)=i_{j}$, secondly, for $j \in J,|J| \cdot F\left(u_{j}, u\right)=M(J)+\sum_{j \notin J} i_{j}$ and, thirdly, this orientation is feasible if the capacity constraint is satisfied for $u$ and if $F\left(u_{j}, u\right) \leq o_{j}$ for every $j \in J$. By definition of $M(J)$, we have $M(J)+\sum_{j \notin J} i_{j} \leq C(J)=C a p(u)$ : the capacity constraint of $u$ is satisfied. In addition, $M(J)+\sum_{j \notin J} i_{j} \leq O(J)=|J| \min o_{j}$. This means that the flow $F\left(u_{j}, u\right) \leq o_{j}$ if $j \in J$. This concludes the proof. Note that this last part also proves that, if $o(u, v)=-\infty$, then for all sets $J, M(J)<0$.

Lemma 4. Let $\left(v_{1}, v_{2}, \ldots, v_{p}\right)$ be the $p$ neighbors of $v$ in $T_{v}$. We set $o_{j}=o\left(v_{j}, v\right)$ and $i_{j}=i\left(v, v_{j}\right)$ and, for $J \subset \llbracket 1 ; p \rrbracket$.
$\begin{array}{ll}D(J)=\frac{1}{|J|+1} \cdot \operatorname{Cap}(v) & \text { and } I(J)=\frac{1}{|J|+1} \sum_{j \notin J} i_{j} \\ D(J)=\operatorname{Prod}(v) & \text { and } I(J)=\frac{1}{|J|+2} \sum_{j \notin J} i_{j} \\ D(J)=+\infty & \text { and } I(J)=\frac{1}{|J|+1}\left(\sum_{j \notin J} i_{j}+\operatorname{Pow}(v)\right)\end{array}$

$$
\text { then, } i(u, v)=\min _{J \subset \llbracket 1 ; p \rrbracket}\left(I(J) \text { such that } I(J) \leq \min \left(D(J), \min _{j \in J} o_{j}\right)\right)
$$

If $J$ is empty then $\min _{j \in J} o_{j}=+\infty$. If there is no $J$ satisfying the inequality, then $i(u, v)=+\infty$.

Remark (Intuition). Figure 4 illustrates Lemma 4. Given a subset J, the values $\min \left(D(J), \min _{j \in J} o_{j}\right)$ and $I(J)$ corresponds to the maximum and minimum flows that can be equally distributed over all the input arcs of $v$ (and $v$ if it is a source). As $(u, v)$ enters $v$, the minimum value requested to $u$ by $v$ is $I(J)$.

Proof. We first assume that $i(u, v) \neq+\infty$. Without loss of generality, we assume that $v \in W$, the cases where $v \in S$ and $v \in P$ are similar. There exists a feasible orientation $\mathcal{O}$ in the tree $T_{v}^{\prime}$ where $T_{u}$ is replaced by a source $u^{\prime}$ with production $i(u, v)$. Let $F$ be the associated flow and $J=\left\{j \in \llbracket 1 ; p \rrbracket \mid \mathcal{O}\left(\left[v, v_{j}\right]\right)=\left(v_{j}, v\right)\right\}$ given by this orientation. Let $l(v)=\sum_{j \notin J} F\left(v, v_{j}\right)$ be the output flow of $v$. Then $l(v) \leq \operatorname{Cap}(v)$ because $\mathcal{O}$ is feasible. In addition, for every $j \in J, l(v)=$ $(|J|+1) \cdot F\left(v_{j}, v\right)=(|J|+1) \cdot F\left(u^{\prime}, v\right) \leq(|J|+1) \cdot i(u, v)$. Moreover, by Lemma 1 , for every $j \in J, o_{j} \geq F\left(v_{j}, v\right)$, and for every $j \notin J, i_{j} \leq F\left(v, v_{j}\right)$.

Consequently $\sum_{j \notin J} i_{j} \leq l(v)$, thus, firstly, $I(J)=\frac{1}{|J|+1} \sum_{j \notin J} i_{j} \leq \frac{1}{|J|+1} l(v) \leq$ $\frac{1}{|J|+1} C a p(v)=D(J)$, secondly, for every $j \in J, I(J) \leq \frac{1}{|J|+1} l(v) \leq o_{j}$ and, thirdly, $I(J) \leq \frac{1}{|J|+1} l(v) \leq i(u, v)$. This implies that

$$
i(u, v) \geq I(J) \geq \min _{J \subset \llbracket 1 ; p \rrbracket}\left(I(J) \text { such that } I(J) \leq \min \left(D(J), \min _{j \in J} o_{j}\right)\right)
$$

We now consider any $J \in \llbracket 1 ; p \rrbracket$ such that $I(J) \leq \min \left(D(J), \min _{j \in J} o_{j}\right)$. We want to show that $I(J) \geq i(u, v)$. We set $\operatorname{Prod}\left(u^{\prime}\right)=I(J)$. For every $j \in J$, $o_{j} \neq-\infty$ and for every $j \notin J, i_{j} \neq+\infty$, otherwise $I(J)$ would be greater than $\min _{j \in J} o_{j}$. Consequently, for every $j \in J$ (respectively $j \notin J$ ), there exists a feasible orientation $\mathcal{O}_{j}$ of the tree $T_{v_{j}}^{\prime}$ containing $T_{v_{j}}$ and a $\operatorname{sink} v^{\prime}$ with called power $o_{j}$ where $\left[v^{\prime}, v_{j}\right]$ is directed toward $v^{\prime}$ (respectively a source $v^{\prime}$ with production $i_{j}$ where $\left[v_{j}, v^{\prime}\right]$ is directed toward $\left.v_{j}\right)$. Let $\mathcal{O}$ be the union of all those orientations to which we add $\mathcal{O}\left(\left[u^{\prime}, v\right]\right)=\left(u^{\prime}, v\right)$. By showing that $\mathcal{O}$ is feasible for $T_{v}^{\prime}$ if $\operatorname{Prod}\left(v^{\prime}\right)=I(J)$, we prove the $I(J) \geq i(u, v)$. Let $F$ be the associated flow. As $\mathcal{O}$ coincides with $\mathcal{O}_{j}$ in $T_{v_{j}}^{\prime}$, then, firstly, for every $j \notin J, F\left(v, v_{j}\right)=i_{j}$, which means that, for every $j \in J, F\left(u^{\prime}, v\right)=F\left(v_{j}, v\right)=\frac{1}{|J|+1} \sum_{j \notin J} i_{j}=I(J)$ and secondly, this orientation is feasible if the capacity constraint is satisfied for $v$, if $F\left(v_{j}, v\right) \leq o_{j}$ for every $j \in J$ and if $F\left(u^{\prime}, v\right) \leq \operatorname{Prod}\left(u^{\prime}\right)$. As $I(J) \leq D(J)$, we have $\sum_{j \notin J} i_{j} \leq C a p(v)$ : the capacity constraint of $v$ is satisfied. In addition, for every $j \in J, F\left(v_{j}, v\right) \leq I(J) \leq o_{j}$, and $F\left(u^{\prime}, v\right)=I(J)=\operatorname{Prod}\left(u^{\prime}\right)$. This concludes the proof. Note that this last part also proves that, if $i(u, v)=+\infty$, then no set $J$ satisfies $I(J) \leq \min \left(D(J), \min _{j \in J} o_{j}\right)$.

Lemma 5. Assuming $o_{j}=o\left(u_{j}, u\right)$ and $i_{j}=i\left(u, u_{j}\right)$ are given for every neighbor $u_{j}$ of $u$ in $T_{u}$, then $o(u, v)$ and $i(v, u)$ can be computed in time $O\left(n^{3} \log (n)\right)$.
Proof. We first explain how to compute $o(u, v)$. We renumber the neighbors $u_{j}$ by increasing order of $o_{j}$ in time $O(p \log p)$. Let $d \in \llbracket 0 ; p \rrbracket$, we compute the set $J_{d}$ widh $\left|J_{d}\right|=d$ maximizing $V\left(J_{d}\right)=\min \left(C\left(J_{d}\right), O\left(J_{d}\right)\right)-\sum_{j \notin J_{d}} i_{j}$. If $d=0$, then $J_{d}=\emptyset$. Otherwise, for each $k \in \llbracket 1 ; p-d+1 \rrbracket$; it is possible to compute the set $J_{d k}$, with $\min (J)=k$ maximizing $V\left(J_{d k}\right)$ by adding to $J_{d k}$ the value $k$ and the $d-1$ indexes $j>k$ such that $i_{j}$ is maximum. This can be done in time $O(p \log p)$. Finally, as $V\left(J_{d}\right)=\max _{k \in \llbracket 1 ; p-d+1 \rrbracket} V\left(J_{d k}\right)$, as $o(u, v)=\max _{d \in \llbracket 0 ; p \rrbracket} V\left(J_{d}\right)$ and $p \leq n$, the lemma follows. We compute $i(v, u)$ with the same technique.

Theorem 1. (VALID) can be solved in time $O\left(n^{4} \log (n)\right)$ in a tree.
Proof. Lemma 2 shows that computing $i(u, v), o(u, v), i(v, u)$ and $o(v, u)$ for a single edge $[u, v]$ in $T$ is sufficient to determine whether the instance is valid or not. Note that, due to the recursive formula given in Lemmas 3 and 4, computing those values requires to compute functions $i$ and $o$ for all the edges.

The values $i(u, v)$ and $o(v, u)$ can be computed in constant time if $v$ is a leaf. Using Lemma 5, one can compute step by step the values from the leaves. At each iteration, a new value is evaluated in time $O\left(n^{3} \log (n)\right)$. Thus, all the values are computed in time $O\left(n^{4} \log (n)\right)$.

## 4. Conclusion

In this paper, we have proposed a polynomial algorithm to check if there exists a valid configuration of an electrical network if that network is a tree. Using this decision problem, it is possible to find the minimum value $s$ for which each switch and each source is used with at most $s$ percent of its capacities which improves the resilience and the reliability of the network. Further work is needed firstly to improve the algorithm complexity, and secondly to adapt this algorithm to more complex networks in order to find where is located the barrier between the general NP-Complete case and the tree case.
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