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Broadcasting in Cognitive Radio Networks: A
Fountain Codes Approach

Lam-Thanh Tu, Tan N. Nguyen, Member, IEEE, Tran Trung Duy, Phuong T. Tran, Senior Member, IEEE,
Miroslav Voznak, Senior Member, IEEE and Alexis I. Aravanis

Abstract—The present paper addresses the performance of
the broadcasting scheme in cognitive radio networks (CRNs)
under a fountain codes (FC) approach. Particularly, closed-form
expressions are derived for the cumulative distribution function
(CDF) and the expectation of the number of FC clock cycles
required for broadcasting packets to all secondary receivers.
The energy efficiency (EE) of the secondary networks (SN) is
also provided. Moreover, a simple transmit power scheme is
proposed to enhance the performance of the SN and guarantee
the quality-of-service (QoS) of the primary network (PN). The
trends of the introduced closed-form performance metrics are
then examined versus important network parameters allowing for
the optimization of those parameters. Finally, numerical results
are provided to confirm the accuracy of the derived mathematical
framework and the superior performance of the introduced FC
scheme over uncoded broadcasting protocols.

Index Terms—Broadcasting, cognitive radio, fountain codes,
performance analysis.

I. INTRODUCTION

Cognitive radio networks (CRNs) has emerged as a solution
to increase the utilization of the scarce licensed spectrum by
allowing secondary users (SUs) to operate alongside primary
users (PUs), over the same resources in the frequency, time and
spatial domain. Among all available protocols, i.e., overlay,
interweave and underlay protocols, the underlay protocol gains
lots of attention from both academia and industry since it
allows the SUs to operate concurrently with the PUs providing
that the aggregate SUs interference at the PUs remains under
a predefined threshold [1].

Another solution that has been used extensively to ame-
liorate the transmission efficiency of current networks is the
employment of Fountain codes (FC) (a.k.a rateless codes)
[2]. FC multiply the packets to be transmitted, with the
elements of a (different at each clock cycle) random generator
matrix and subsequently sum bitwise the elements of this
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product. This gives rise to a different encoded packet per clock
cycle. Receivers can successfully decode the original message
after receiving a sufficient number of these different encoded
packets. Thus, FCs can adapt to adverse channel conditions
and obviate the need for sharing the channel state information
(CSI) at the transmitter. There were a few works studying the
impact of FCs on the CRNs environments [3], [4]. Particularly,
the resource optimization problem at the multiuser MIMO
feedback channel, under imperfect CSI at the transmitter, has
been investigated for a FC CRNs in [3]; while the average
throughput and transmission time of dual-hop overlay FC
CRNs is examined in [4]. Both works highlight the benefits
arising from employing FC in CRNs.

Building upon these documented benefits, the present letter
investigates the potential of employing FCs to address one of
the fundamental challenges of CRNs, that is the broadcasting
of packets in the network. Broadcasting is vital but extremely
challenging in CRNs due to the heterogeneous spectrum
availability [5]. In this course, the present letter employs FC
to facilitate the broadcasting of packets in CRNs and provides
an analytical framework for optimizing the network parameters
toward guaranteeing the success of the broadcasting.

To elaborate, the present letter i) derives in a closed-form
the energy efficiency (EE) of the secondary networks (SN)
as well as the cumulative distribution function (CDF) and
the expectation of the number of clock cycles that allow
for the successful broadcasting of all necessary packets to
all SUs ii) examines the trends of the CDF with respect to
key network parameters, namely, the transmit power of the
primary transmitter, the number of transmitted packets and
secondary receivers (SRs); thus allowing for the optimization
of the respective parameters; iii) introduces a simple transmit
power scheme that guarantees the quality-of-service (QoS) of
the primary network; iv) compares the introduced FC scheme
versus a benchmark uncoded broadcast (UB) protocol1, by
introducing a mathematical framework for the latter protocol,
demonstrating the superior performance of the introduced FC
broadcasting scheme.

II. SYSTEM MODEL

The considered CRN comprises one secondary transmitter
ST and K secondary receivers SRk, k ∈ {1, . . . ,K} in the
secondary network, as shown in Fig. 1. We assume that ST
is located at the origin of the two-dimensional plane and
the SRs are distributed around the ST and known to the
ST via localization techniques. The primary network2 (PN)

1The UB scheme is chosen as the benchmark, since it employs a re-
transmission protocol like any other error correcting code (ECC) to correct
erroneous packets, however, it does not require additional redundant bits and
has therefore the same packet length as the considered scheme.

2The primary network can be considered the cellular network.
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Fig. 1. System model of the considered cognitive radio network.

TABLE I: Notation and mathematical symbols

Symbol Definition
E {.}, Pr (.) Expectation & Probability operators
max, min Maximum and minimum function
log, B (., .) Logarithm and beta function
Ix (a, b) Regularized incomplete beta function
du,v Euclidean distance from u to v
ωu,v Large-scale path-loss from u to v
h
(τ)
u,v Channel coefficient from u to v at τ time-slot

PP, PS Transmit power of PT and ST
K0, η Path-loss constant and path-loss exponent
RP, RS Expected rate of primary & secondary networks
K, G Number of secondary receivers and packets
nk, σ2

k AWGN noise and its variance at k-th SR
x(τ), x(τ)P Transmit signals of ST and PT
NF, BW Noise figure and transmission bandwidth
Pmax Maximum transmission power of ST
σ2
P Noise variance of PR
υ Pre-defined OP target of primary networks

EX (G) Mean of required time-slot under X scheme
FX (x), fX (x) CDF and PDF of RV X
Psuc (γS) Probability to successfully receive a packet

includes a transmitter and a receiver denoted by PT and
PR. The ST broadcasts a common message of G packets,
e.g., a safety warning, a weather forecast, etc., to all K SRs
employing the underlay protocol. The ST keeps transmitting
until receiving acknowledgement (ACK) packets from all
K SRs indicating that the message has been successfully
delivered. We assume that the ST transmits a packet per
clock cycle. The injecting marker technique is employed to
ensure the same packet lengths between the primary and
secondary networks. Additionally, the time-slotted medium
access control (MAC) protocol is adopted. We also assume
a simple high-accuracy feedback channel between all SRs
and ST so that all single-bit ACK messages are successfully
decoded by the ST. Besides, the ST has perfect CSI of the
primary network by employing the spectrum sensing, database,
and SNR estimation techniques [1]. Two different broadcasting
schemes are employed to send packets to SRs.

1) Fountain Codes Broadcast (FCB): The system employs
FC to encode the message. At each time slot (i.e. clock
cycle), the ST transmits a new FC encoded packet. After
successfully receiving G packets, each receiver transmits
an ACK message to announce to the ST the successful
transmission.

2) Uncoded Broadcast (UB): Under this scheme, the ST
transmits the same packet until the ACK packets from
all SRs are received by the ST. Once all ACK packets are

received, the ST starts transmitting a new packet until
all G packets are successfully delivered to all SRs.

The received signal by the k-th SRs at the τ -th clock cycle
(i.e. time-slot) is denoted by y(τ)k is given by
y
(τ)
k =

√
PSωST,SRkh

(τ)
ST,SRk

x(τ)+
√
PPωPT,SRkh

(τ)
PT,SRk

x
(τ)
P + nk. (1)

Here PP and PS is the transmit power of the PT and ST;
h
(τ)
u,v is the channel coefficient from transmitter u ∈ {ST, PT}

to receiver v ∈ {SRk,PR}, k ∈ {1, . . . ,K} at the τ ∈ N
time-slot and follows a complex Gaussian distribution with
zero mean and λu,v variance3, i.e., hu,v ∼ CN (0, λu,v);
ωu,v = K0 (1 + du,v)

−η [6] is the large-scale path-loss from
u to v; du,v is the distance from u to v; K0 = (4πfc/c)

−2

and η > 2 are the path-loss constant and the path-loss
exponent, respectively; fc is the carrier frequency (in Hz)
and c = 3 × 108 (in meters per second) is the speed of
light; nk is the AWGN noise of SRk; x(τ) and x

(τ)
P are the

signals transmitted from ST and PT at the τ -th time-slot and
E{

∣∣x(τ)
∣∣2} = E{|x(τ)

P |
2} = 1. E {.} is the expectation operator.

Table I provides main notations and mathematical symbols of
the paper. The signal-to-interference-plus-noise ratio (SINR)
of the k-th SR at the τ -th time-slot is then given by

SINR
(τ)
k =PSωST,SRk

|h(τ)ST,SRk
|
2
/
(
σ2
k+PPωPT,SRk

|h(τ)PT,SRk
|
2)
, (2)

where σ2
k is the noise variance for SRk. We assume that σ2

k =
σ2 = −174 + NF + 10 log (Bw)∀k; where NF (in dB) is the
noise figure; and Bw (in Hz) is the transmission bandwidth.
We consider the worst case scenario where the SRs always
suffer from the interference created by the PT. Since the fast
fading does not explicitly depend on the time-slot but is rather
given by the assumed distribution, the superscripts τ in (2) are
omitted and (2) is re-written as:

SINRk= PSωST,SRk
|hST,SRk

|2/
(
σ2
k+PPωPT,SRk

|hPT,SRk
|2
)
. (3)

III. PERFORMANCE ANALYSIS AND TRENDS

In this section, we derive the mean and the CDF of the
clock cycles required for broadcasting G packets to K SRs
under both the FCB and the UB protocols. We also compute
the probability of a SR to successfully receive a packet. In
this course, we employ the following Lemma.

Lemma 1: Given two independent exponential random vari-
ables (RVs) X and Y with corresponding parameters ωX
and ωY and three real positive numbers a, b, c > 0. The
complementary cumulative distribution function (CCDF) of
the RV Z = aX/ (c+ bY ), denoted by FZ (z), is given by

FZ (z) = Pr {aX/ (c+ bY ) ≥ z}
= exp (−zc/ (aωX)) (1 + zbωY / (aωX))

−1
. (4)

Here Pr {.} is the probability operator.
Proof: The proof is available in Appendix A.

A. Transmit power of secondary transmitters

To guarantee the QoS of the PN, and that the outage
probability (OP) denoted by OPPR will be below the pre-

3Rayleigh fading is applied due to its mathematical tractability and its worse
case performance compared to other fading distributions.



3

determined target, i.e., OPPR ≤ υ, υ ∈ (0, 1], a simple transmit
power scheme is employed at the ST:

PS =

{
min

{
[Padp]

+, Pmax

}
PP > 0

Pmax PP = 0

Padp =C4PP
(
exp (−C3/PP) (1− υ)−1 − 1

)
. (5)

Here C3 = γPσ
2
P/ΩPT,PR, C4 = ΩPT,PR/ (ΩST,PRγP), Ωu,v =

ωu,vλu,v , σ2
P is the PR noise variance; RP is the expected rate

of the PN, γP = 2RP − 1, [x]+ = max {x, 0} and Pmax is
the maximum transmission power of the ST. From (5), we
observe that the complexity to obtain Padp is approximately
O
(
log2 n

)
[7].

Proof: The proof is given in Appendix B.
The main benefit of the adopted transmit power policy is

that it maximizes the performance of the secondary network
while guaranteeing the QoS of the primary network.

B. Probability to successfully receive a packet at the SRs

The probability of SRk to successfully receive a packet is
denoted by Psuck (γS) and is given by the probability of the
SINR at SRk to be greater than the pre-defined threshold, γS =
2RS − 1. Hence, Psuck (γS) is given by

Psuck(γS)= Pr {log2 (1 + SINRk)≥RS}=Pr{SINRk≥γS}
= exp (−C1,k/PS) (1 + C2,kPP/PS)

−1
, (6)

where C1,k = γSσ
2/ΩST,SRk

, C2,k = γSΩPT,SRk
/ΩST,SRk

, RS
is the expected rate of the secondary network.

Proof: (6) holds by combining (3) and Lemma 1.

C. CDF of clock cycles required for broadcasting under FCB

The CDF of the clock cycles required for broadcasting G
packets under the FCB scheme is denoted by FTFCB (tFC,G):

FTFCB (tFC,G) = Pr {TFCB ≤ tFC}

=
∏K

k=1
IPsuck(γ) (G, tFC − G + 1) , (7)

where Ix (a, b) is the regularized incomplete beta function [8,
8.392].

Proof: The proof is available in Appendix C.

D. Mean of clock cycles required for broadcasting under FCB

The average number of clock cycles for broadcasting G
packets under FCB scheme is denoted by EFCB (G):

EFCB (G) =E {TFCB} =
∑∞

x=G
xPr {TFCB = x}

(a)
=
∑∞

x=G

∑̃
x

(∏K

k=1
Ak,ik (x)

)
, (8)

where Ak,1 (x) = IPsuck(γS) (G, x− G); Ak,2 (x) =
(Psuck(γS))

G(1−Psuck(γS))
x−G

(x−G)B(G,x−G) and
∑̃

=
∑2

i1=1
· · ·
∑2

iK=1︸ ︷︷ ︸
∀ik∈{1,2}\{i1=···=iK=1}

;

B (., .) is the Beta function [8, 8.380.1]; and (a) holds by
employing [9, 8.17.21].

Remark 1: The infinite sum of (8) converges always.
Proof: By examining the argument

x
(∏K

k=1Ak,ik (x)
)

in (8), it holds that lim
x→∞

Ak,1 (x) =

lim
x→∞

(
IPsuck(γS) (G, x− G)

)
= 1 and lim

x→∞
xAk,2 (x) =

lim
x→∞

x(Psuck (γS))
G

(1− Psuck (γS))
x−G

/ ((x− G) B (G, x− G)) = 0 since Psuck (γS) ∈ [0, 1]. Hence,
the infinite sum converges always.
E. Performance trends of the CDF FTFCB (tFC,G)

In the present section we investigate the impact of
crucial network parameters on the performance trends of
FTFCB (tFC,G). Particularly, Propositions 1, 2 and 3 study the
behavior of FTFCB (tFC,G) with respect to G, K, and PP.

Proposition 1: FTFCB (tFC,G) is a monotonic decreasing
function with respect to the number of packets G.

Proof: The proof is given below:

FTFCB (tFC,G)
(a)
=
∏K

k=1

[
IPsuck(γ) (G + 1, tFC − G)

+(Psuck (γ))
G

(1− Psuck (γ))
tFC−G/ (GB (G, tFC − G + 1))

]
>
∏K

k=1
IPsuck(γ)(G + 1, tFC − G)=FTFCB (tFC,G + 1), (9)

where (a) is obtained by using [9, 8.17.18]. Q.E.D.
Proposition 2: FTFCB (tFC,G) with respect to PP is a

piece-wise function. Particularly, for PP < Pcon,1 =
γPσ

2
P/ (ΩPT,PR (− log (1− υ))), FTFCB (tFC,G) is constant

and equal to zero, i.e., FTFCB (tFC,G) = 0. FTFCB increases
then monotonically for Pcon,1 < PP < Pcon,2 and finally, FTFCB

is a decreasing function of PP for PP > Pcon,2. Pcon,2 is given
in (19).

Proof: The proof is available in Appendix D.
According to Proposition 2, it holds that if Pmax → ∞,
then FTFCB (tFC,G) increases proportionally to the value of PP.
Hence, increasing the value of PP benefits both the primary
and the secondary network.

Proposition 3: FTFCB (tFC,G) decreases with the number of
SRs K.

Proof: This holds from the definition of FTFCB (tFC,G)
in (7), since the product of numbers which are less than 1
decreases with the number of multipliers.
In the following, the expectation and the CDF of the number
of required clock cycles under the UB scheme is provided, as
a benchmark for the comparison with the FCB scheme.
F. CDF of clock cycles required for broadcasting under UB

Under the UB scheme, its CDF denoted by FTUB (tUB,G) is
given by

FTUB (tUB,G) = Pr {TUB ≤ tUB} =
∑tUB

i=G

∑i−G+1

w1=1
· · ·∑i−

∑G−2
o=1 wo−1

wG−1=1

(∏G−1

z=1
V (wz)

)
V
(
i−
∑G−1

z=1
wz

)
, (10)

where V (x) =
∏K
k=1 (1− (1− Psuck (γS))

x
) −∏K

k=1

(
1− (1− Psuck (γS))

x−1
)

.
Proof: The proof is available in Appendix E.

G. Mean of clock cycles required for broadcasting under UB

The average number of needed clock cycles for broadcasting
G packets under UB is denoted by EUB (G) and is given by

EUB (G) =E {TUB}
(a)
= GEUB (1)

=G
∑∞

x=1
x (V (x)− V (x− 1)) , (11)
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Fig. 2. CDF (a) and expectation (b) of FCB and UB protocols vs. G packets.
Solid lines are plotted from (7), (10), (8) and (11). Markers are Monte-Carlo
simulations.

where (a) holds due to the fact that the packets are independent
under the uncoded broadcast scheme.

H. Energy efficiency of the secondary networks

Energy efficiency (EE) is defined as the ratio between
spectral efficiency and the power consumption of the whole
network. Under the considered network, the EE (measured in
packets/Joule) under the x ∈ {FCB, UB} scheme is defined
as follows [10]:

EEx = (G/Ex(G)) / (PS + Pcirc) , (12)

where Pcirc is the static power of the ST including all
processing power except for the transmit power.

IV. NUMERICAL RESULTS

In this section, numerical results are provided to verify the
accuracy of the proposed mathematical framework. Without
loss of generality, the following setup is used in this section:
K = 4; RP = RS = 0.75 bits/s/Hz; PP = 15 dBm; NF =
10 dB; Bw = 10 MHz; G = 4 packets; η = 2.75; fc = 1.8
GHz; υ = 0.1; Pmax = 25 dBm; Pcir = 4.8 Watt, λu,v = λ =
1,∀u, v; the positions of ST, PT and PR are (0, 0), (40, 40) and
(60, 40), respectively; and the positions of 4 SRs are (60, 0),
(25, 25), (−30, 0) and (−30, 10). The number of terms for
computing the infinity series is 40.

Fig. 2 plots the FTFCB (tFC,G), FTUB (tUB,G) (a) and
EFCB (G), EUB (G) (b) versus the number of packets G. Ev-
idently, the accuracy of the proposed mathematical frame-
work is verified by the Monte-Carlo simulations. In Fig.
2(a), increasing G decreases FTFCB (tFC,G) as demonstrated by
Proposition 1. The similar trend also applies to FTUB (tUB,G).
Additionally, we see that for K = 4 the FCB scheme
outperforms the UB scheme for tFC = tUB clock cycles.
Moreover, the performance of the two schemes is exactly the
same when K = 1. Furthermore, this figure also substantiates
Proposition 3 according to which the CDF decreases as K
increases. Looking at Fig. 2(b), we notice again that for
K = 1 EFCB (G) = EUB (G) regardless of G and that for
K = 4, EFCB (G) is lower and therefore better than EUB (G).
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Additionally, the larger the number of packets G is, the larger
the average number of the required clock cycles.

Fig. 3 demonstrates (a) the behaviors of the CDFs of the
two protocols with respect to tFC = tUB and (b) the average
number of required clock cycle for a different number of
users K. Particularly, Fig. 3(a) shows that as the number of
required clock cycles tFC increases so does the CDF. Fig.
3(a) also reveals that the higher the expected rate the smaller
the CDF. More precisely, the curve of FCB scheme under
RS = 0.5 bits/s/Hz is above 0.9 at tFC = 6 while the CDF of
the same scheme under RS = 0.75 bits/s/Hz is only around
0.55. This behavior holds also in the case of the UB scheme.
Fig. 3(b) unveils the trends of the EFCB (G) and EUB (G) with
respect to K for different values of G. In particular, it verifies
the conclusion drawn already from Fig. 2 that increasing
K increases the average number of required clock cycles.
Additionally, the gap between the two schemes for the current
setup is around 2 clock cycles which is considerable.

Fig. 4 demonstrates the behavior of both the CDF and the
mean with respect to PP. Fig. 4(a), confirms the finding of
Proposition 2 that the CDFs of both schemes are first equal to
zero, followed by a monotonic increase and then monotonic
decrease until zero as PP increases from -10 to 30 dBm.
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The maximum value of the CDF is that of Fig. 3(a) for the
corresponding value of tFC. Fig. 4(a) demonstrates that the
FCB scheme always outperforms the UB scheme regardless
of the value of PP. Fig. 4(b) demonstrates that, as expected,
when the CDF of clock cycles required for broadcasting tends
to zero in Fig. 4(a) the respective average number of expected
clock cycles tends to infinity.

Fig. 5 unveils the performance of the CDF and EE as a
function of K under both perfect and imperfect CSI. Par-
ticularly, the following imperfect CSI model is considered.
Channel coefficients at PR and SRs from ST are assumed to
be imperfect and are modelled by [12]: h̃ST,v = ρhST,v +√

1− ρ2wST,v,∀v, where h̃ST,v is the estimate of hST,v while
wST,v is a complex Gaussian RV with zero mean and the same
variance as hST,v . ρ ∈ [0, 1] is the correlation coefficient and
is calculated by J0 (2πfdτ), where J0 (.) is the zeroth-order
Bessel function of the first kind, fd = ve cos(α)fc/c is the
Doppler shift, ve is the relative velocity of SRs, α is the
angle between wave propagation and motion direction, and τ
is the feedback delay. In the current work, we choose ve = 80
km/h, α = 60o and τ = 1 ms. We observe again that the
CDF monotonically decreases with K and the gap between
the perfect and imperfect CSI is minor, i.e., ≤ 0.02, for both
CDF and EE with different value of PP and channel gain
λST,SRs. Additionally, the impact of the imperfect CSI can
be effectively mitigated by either increasing the channel gain
λST,SRs or PP. The behavior of the EE vs. K is illustrated in
Fig. 5(b). We see that the EE even under the imperfect CSI is
still higher than the UB scheme. Additionally, increasing PP

scales down the EE, since the denominator of the EE increases
faster than the numerator when PP increases.

V. CONCLUSION

The closed-form expressions of the CDF, the expectation,
and the EE of the broadcasting in CRNs with FC were derived
in the present letter. We also examined the trends of the
CDF with respect to key network parameters, allowing for the
optimization of those parameters by the network operator. Our

findings revealed that the CDF is monotonically decreasing
function with respect to G and K. Regarding the impact of
the PP, the CDF increases and then decreases, revealing its
maximal value. Additionally, the performance of the proposed
framework was compared versus that of the typical UB
scheme, while numerical results illustrated the superior per-
formance of the FCB scheme over the UB broadcast scheme
and corroborated the accuracy of our performance analysis.
The current work can be extended in several directions. One
of the promising ways is to consider multiple STs to further
enhance system performance. Another technique is to apply
advanced frequency reuse and clustering to ameliorate the
performance of the whole network. Besides, jointly studying
the performance of the PN and SN is also an interesting topic
to address in the future. Multi-hop transmission is another
favorable extension to boost the system’s reliability by short-
ening the transmission distance. Finally, tools from stochastic
geometry can be applied to better capture the randomness of
the nodes’ positions in CRNs [10].

APPENDIX

A. Proof of Eq. (4)
The derivation of (4) is given in this section, let us first

formulate the definition of random variable Z as follows:

FZ(z)= Pr {aX/ (c+ bY ) ≥ z}

=

∫ ∞
y=0

∫ ∞
x=z(c+by)/a

fX,Y (x, y) dxdy

(a)
=

∫ ∞
y=0

exp (−z (c+ by) / (aωX)) fY (y) dy

(b)
=

1

ωY
exp

(
− zc

aωX

)∫ ∞
y=0

exp

(
−y
(

bz

aωX
+

1

ωY

))
dy

= exp (−zc/ (aωX)) (1 + zbωY / (aωX))
−1
, (13)

where (a) holds by substituting the complementary CDF and
probability density function (PDF) of exponential RVs X , Y
and applying the independence property of X and Y ; (b) holds
by employing the PDF of the exponential distribution. Q.E.D.

B. Proof of Eq. (5)
To identify the transmit power of ST we first derive the OP

of the primary receiver PR denoted by OPPR (γP) as follows:
OPPR(γP)=Pr {SINRPR ≤ γP} (14)

=

∫ ∞
|hST,PR|2=y=0

∫ ∞
|hPT,PR|2=x=q(y)

f|hPT,PR|2,|hST,PR|2 (x, y)dxdy

(a)
= 1−exp

(
−γPσ

2
P/ (ΩPT,PRPP)

)
(1 + γPΩST,PRPS/ (ΩPT,PRPP))

−1
.

Here q (y) = γP
(
σ2
P + PSΩST,PRy

)
/ (PPΩPT,PR),

SINRPR = PPΩPT,PR|hPT,PR|2/
(
σ2

P + PSΩST,PR|hST,PR|2
)

and
(a) is obtained immediately with the help of Lemma 1 since
the integration is similar as in Lemma 1. Next, substituting
OPPR in (14) for the OP’s condition, we get the Padp as follows:

OPPR (γP) ≤ υ ⇔ Padp ≤ ΩPT,PRPP/ (ΩST,PRγP)

×
(

exp
(
−γPσ

2
P/ (ΩPT,PRPP)

)
(1− υ)

−1 − 1
)
. (15)



6

Finally, by substituting Padp into (5) we obtain PS. Q.E.D.

C. Proof of Eq. (7)

The mathematical framework of the CDF of TFCB is given

FTFCB(tFC,G)= Pr {TFCB ≤ tFC}
(a)
=
∏K

k=1
Pr {tk ≤ tFC}

(b)
=
∏K

k=1

∑tFC

i=G

(
i− 1
G − 1

)
(Psuck (γS))

G
(1− Psuck (γS))

i−G

=
∏K

k=1
IPsuck(γS) (G, tFC − G + 1) , (16)

where (a) is obtained due to the fact that the success prob-
abilities of all STs are independent to each other; tk is the
RV of the number of required clock cycles to receive G
packets by the k-th SRs; (b) holds by employing the definition
of binomial distribution with success probability Psuck (γS)
provided in (6); and the last equation is obtained by employing
[9, Eq. 8.17.5]. Q.E.D.

D. Proof of Proposition 2

To investigate the behaviour of the CDF of TFCB with
respect to PP, let us take the first-order derivative of
FTFCB (tFC,G) with respect to PP as follows:

.
FFCB(PP = x)= dFTFCB (tFC,G, PP = x) /dx

=
∑K

k=1

.
IPsuck(γS,x) (G, tFC − G + 1)

×
∏K

k̃ 6=k=1
IPsuck̃(γS,x) (G, tFC − G + 1), (17)

where
.
f (x) = df (x) /dx is the first-order derivative of f

over x; the first derivative of IPsuck(γS,x) (G, tFC − G + 1) with
respect to x = PP is given by

.
IPsuck(γS,x) (G, tFC − G + 1)

(a)
=

.
Psuck (γS, x) (Psuck (γS, x))

G−1

× (1− Psuck (γS, x))
tFC−G/B (G, tFC − G + 1),

.
Psuck (γS, x)=

 0 0 < PP < Pcon,1

vk (x) > 0 Pcon,1 < PP < Pcon,2

rk (x) < 0 PP > Pcon,2 ∨ PP = 0
, (18)

where vk (x) =
(

(u (x))
−2
)

exp (−C1,k/u (x))

×
[
C1,k

.
u (x) (1 + C2,k/u (x))

−1 − C2,k (u (x)− x .
u (x))

×(1 + xC2,k/u (x))
−2
]

> 0; .
u (x) =[

C4 exp (−C3/x) (1− υ)
−1

(1 + C3/x)− 1
]
> 0; u (x) −

x
.
u (x) = −C3C4 exp (−C3/x) (1− υ)

−1
< 0; rk (x) =

− (C2,k/Pmax) exp (−C1,k/Pmax) (1 + C2,kx/Pmax)
−2

< 0;
(a) holds with the help of [11] and due to the fact that
FTFCB (tFC,G) solely depends on PP via Psuc; Pcon,1 is given
in Proposition 2.

.
Psuck (γS, x) in (18) is a piece-wise function

of PP since PS is a piece-wise function of PP. Psuck (γS, x)
is continuous but not differentiable at PP = Pcon,2 that is the
root of the following non-linear equation

exp (−C3/PP) (1− υ)
−1 − 1 = Pmax/ (C4PP) . (19)

In (19), we observe that Pcon,2 is a unique root since the right
hand side (RHS) is monotonically decreasing function from
infinity to zero while the left hand side (LHS) is monotonically

increasing function from -1 to (1− υ)
−1 − 1 > 0, υ ∈ (0, 1]

when PP goes from zero to infinity. As a result, the LHS only
crosses the RHS at one single point and this is also the root
of the equation. From (17) and (18), we prove the statement
of Proposition 2 and close the proof here.

E. Proof of Eq. (10)
The derivation of the CDF of the UB scheme is provided in

this section. Let us begin with the definition of the CDF that
is given by:

FTUB (tUB) = Pr {TUB ≤ tUB} = Pr

{∑G

z=1
uz = i

}
(a)
=
∑tUB

i=G

∑i−G+1

w1=1
· · ·
∑i−

G−2∑
o=1

wo−1

wG−1=1

(∏G−1

z=1
Pr{uz = wz}

)
× Pr

{
uG = i−

∑G−1

z=1
wz

}
, (20)

where (a) holds by considering all combinations of wz; uz ,
z ∈ {1, . . . ,G}, is an independent identically distributed (i.i.d.)
RV corresponding to the maximal number of required clock
cycles for the K SRs to successfully receive the z-th packet.
So,

Pr
{
uz = maxk∈{1,K} {sk} = wz

}(a)
= V (wz) , (21)

where sk is the number of clock cycles required for the k-th SR
to decode one packet; (a) holds due to the fact that sk follows
a geometric distribution whose CDF is given by Fsk (a) =
1 − (1− Psuck (γS))

a, where a is the number of trials; the
probability mass function (PMF) of uz is then computed as
puz

(wz) = V (wz). Finally, substituting (21) into (20) we
obtain (10) and close the proof here.
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