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ABSTRACT

Large datasets of geospatial satellite images are avail-
able online, exhibiting significant variations in both im-
age quality and content. These variations in image qual-
ity stem from the image processing pipeline and im-
age acquisition settings, resulting in subtle differences
within datasets of images acquired with the same satel-
lites. Recent progress in the field of image processing
have considerably enhanced capabilities in noise and ar-
tifacts removal, as well as image super-resolution. Con-
sequently, this opens up possibilities for homogenizing
geospatial image datasets by reducing the intra-dataset
variations in image quality. In this work, we show that
conventional image detection and segmentation neural
networks trained on geospatial data are robust neither
to noise and artefact removal preprocessing, nor to mild
resolution variations.

1. INTRODUCTION

Satellite data and geospatial machine learning offer an
unparalleled source for objective global-scale data. The
past decade has seen a nearly eight-fold increase in the
number of earth observation satellites deployed to orbit.
This increase represents a paradigm shift in the avail-
ability of satellite data and, thus, its potential in down-
stream applications. With imagery now available for
nearly every place on earth daily, researchers can now
rely on satellites for time-series data on natural and man-
made changes. The ability to model earth’s land use and
land cover (LULC) and how it is changing due to human
activities and natural phenomena will have manifold im-
plications on the study of climate change, economic de-
velopment, and anthropology. Further, it would serve as
a valuable tool to improve decision-making in human-

itarian aid and disaster relief efforts [1]. It would also
provide critical insights into various topics such as sus-
tainable development and urban sprawl, water and air
contamination levels, and illegal construction.

The currently available geospatial imaging dataset
shows great extrinsic and intrinsic diversity. As for ex-
trinsic differences, BigEarthNet [2] images are created
from Sentinel2 data, with a resolution of approximately
10m/pixel, while xView [3] has a 30cm/pixel resolution.
Regarding intrinsic diversity, image data can show a
strong signature given the satellite’s orientation, camera
sensitivity, altitude of the satellite, and image process-
ing pipeline. Consequently, training models on satellite
image data are prone to generalization issues on data ac-
quired in a slightly different context [4].

Image processing techniques thus seem necessary for
homogenizing the dataset, but the influence of the pro-
cessing pipeline on the final segmentation or detection
quality is unpredictable. For instance, it has already
been observed that super-resolving geospatial images
strongly hurt the quality of detection models [5, 6, 7].
Similarly, the variability of the image quality within a
given dataset is acknowledged, and some works have
been using restoration models to improve their quality
[8]. However, little is known about the influence on the
resulting segmentation/detection performance. In this
paper, we propose to investigate state-of-the-art models
for image restoration and image super-resolution [9, 10]
and their influence on cornerstone tasks of geospatial
imaging analysis, namely image detection and image
segmentation.



2. PROPOSED APPROACH

Geospatial image datasets can contain both variations
in noise and image processing artefacts [11] as well as
mild variations in resolution. Given networks trained for
image detection and segmentaion on traditional geospa-
tial image datasets, we propose to investigate the impact
of two preprocessing pipelines: artifacts (and noise) re-
moval and super-resolution. The former allows gener-
ating images with the same high quality fixed for each
image, while the latter allows fixing the per-pixel res-
olution of each image during training. We next briefly
detail these two pipelines.

Recent works in blind image restoration (i.e. when no
assumption is made on the type of image degradation,
such as the nature of the noise or of the compression
artefacts) have shown impressive results for natural im-
ages. Such setup applies to geospatial image datasets,
where the image acquisition pipeline is often only par-
tially known. We use the SCUNet neural network [10]
as our artifacts removal pipeline, an architecture that has
proven to be efficient for real image restoration tasks.

A longstanding limitation of super-resolution with
deep neural networks was the restriction to integer up-
sampling factors. Recent works and new architectures
have overcome this bottleneck [12, 13], allowing the
proposal of meaningful super-resolution factors adapted
to each image. In this work, we use the LTE super reso-
lution network [13].

We use the YOLOv5 network [14] for both image de-
tection and image segmentation; this network is trained
on non-preprocessed versions of the datasets of interest.

3. EXPERIMENTAL RESULTS

3.1. Image segmentation after restoration

We show the influence of the noise and artifacts prepro-
cessing with SCUNet neural network for image segmen-
tation task in Figure 1. We notice that overall, the pre-
processing tends to degrade the performance of the net-
work. The roof class is less well detected (notice how-
ever that false positives also disappear), while the masks
of cars are better recovered after the preprocessing step.
This experiment suggests that the segmentation results
strongly rely on statistical features, such as noise and
artifacts that may not be visible to the naked eye. We
however underline that preprocessing pipelines may be

(a) No preprocessing (b) Noise and artefacts removal

Fig. 1: Influence of noise and artifacts removal on the
segmentation results. (a) shows segmentation masks
when no preprocessing is performed on the input image;
(a) shows segmentation masks when noise and artifacts
removal is performed on the input image.

prone to errors, and in the particular example of Fig-
ure 1, the image restoration network over-smooths the
image to the point of removing some visible tiles from
the roof and replacing it with a uniform surface.

3.2. Image super resolution pipelines

We next propose to briefly investigate the performance
of super-resolution methods for geospatial images on
the BigEarthNet [2], DOTA[15] and xView [3] datasets.
Since no groundtruth is available, we generate down-
sampled images with bicubic interpolation that will
serve as our observations, with factors 1.5, 2 and 3. We
next apply different super-resolution pipelines (namely
bicubic interpolation, and LTE with SwinIR and RDN
backbones) for these downsampled images and compute
the PSNR between the recovered image and the original
(groundtruth) image. Because geospatial images may
suffer from strong artefacts, we also propose to add an
additional artifacts removal step before performing su-
per resolution. Metrics are given in Table 1. Overall,
LTE with the RDN backbone performs best, with notice-
able gains when an artifacts removal step is added prior
to the SR network for DOTAv2.0 and BigEarthNet-S2.
We notice that non-preprocessed LTE tend to perform
poorly on the low quality image dataset BigEarthNet-
S2, where bicubic interpolation works best.

3.3. Image detection after preprocessing

We next investigate the impact of variations in the res-
olution of the geospatial images on the image detection



(a) No preprocessing (b) Noise and artefacts removal (c) Super-resolved

Fig. 2: Experimental evidence of the influence of image restoration tools on the quality of Yolov5 object detection
on the xView dataset. (a) shows results of image detection for a non-preprocessed image. (b) shows the result of
Yolov5 on the same image, but that was preprocessed with SCUnet [10]. (c) Shows the results of Yolov5 on the same
image, but super-resolved with a factor 1.6 with LTE [13]. Notice the different bounding boxes detected in the three
cases.

Method
BigEarthNet-S2 DOTAv2.0 xView
×1.5 ×2 ×3 ×1.5 ×2 ×3 ×1.5 ×2 ×3

Bicubic 25.3 23.3 20.4 28.7 26.0 25.4 35.5 33.4 29.5
LTE-SWINIR 26.4 20.2 17.4 28.4 28.2 26.1 36.3 38.0 32.1

LTE-RDN 26.4 22.8 17.5 29.3 28.3 25.9 37.5 38.1 34.4
SCUNet + Bicubic 25.0 23.3 20.5 28.0 25.7 25.4 33.7 32.4 29.2

SCUNet + LTE-SWINIR 26.3 20.9 19.8 28.2 28.2 26.4 34.4 35.1 31.9
SCUNet + LTE-RDN 26.3 23.5 19.8 29.1 28.1 26.7 35.1 35.1 34.0

Table 1: Comparison of pure SR (top) and preprocessed
SR (bottom). Best results are indicated in red, second
best in blue.

pipeline. Visual results on the xView dataset are pre-
sented in Figure 2, and metrics on the full dataset are
shown in Table 2. As a first observation, one notices that
the building detections in the case of non-preprocessed
and preprocessed images are fairly similar. On the op-
posite, a clear loss in performance for the building class
is visible when processing a super-resolved image.

Metrics on the xView dataset are shown in Table 2.
We notice a clear loss in performance when performing
either preprocessing or super resolution with factor 1.6.
Notice that the decrease in performance varies among
classes; for instance, the “Car” and “Aircraft” classes
are rather robust to preprocessing. Similarly, the resolu-
tion variation does not impact equally the performance
among classes.

Further experiments have been performed on fol-
lowing datasets DOTA[15], Houston UAV[16], OSCD

Class Recall AP

w/o pre. w pre. SR w/o pre. w pre. SR

Aircraft 0.263 0.285 0.208 0.212 0.208 0.145
Car 0.183 0.179 0.109 0.152 0.148 0.068
Truck 0.073 0.081 0.041 0.020 0.019 0.009
Train 0.186 0.133 0.070 0.109 0.073 0.029
Ship/Boat 0.319 0.272 0.197 0.163 0.139 0.069
Eng. Vehicle 0.144 0.126 0.048 0.068 0.060 0.016
Building 0.127 0.112 0.088 0.085 0.067 0.054
Mean (all classes) - - - 0.096 0.082 0.044

Table 2: Metrics on the xView validation set in the three
cases. Notice the substantial decrease of the mean AP
metric as one progressively moves from no preprocess-
ing (first and fourth column) to noise and artefact re-
moval (second and fifth) to super-resolved (third and
sixth). We report top-level hierarchy by grouping se-
mantically similar objects to avoid clutter.

BiDate[17], OSCD MultiDate[18], SeeDroneSeaV2[19]
and QFabric[20]. These datasets and experiments’ out-
puts are available in the GeoEngine platform [21, 22].

4. CONCLUSION

In this paper, we have shown that applying state-of-
the-art restoration models for artifact removal and im-
age super-resolution within the imaging pipeline can
strongly perturb the predictions despite a very mild in-
fluence on the naked eye. While image restoration may
improve some of the segmentation masks for some spe-



cific classes, it leads to a drop in performance overall.
Preprocessing geospatial image datasets with image en-
hancement networks may reduce the dependency of neu-
ral networks for downstream tasks to spurious noise and
artifacts.
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