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Abstract—Stock price prediction with machine learning
is an oft-studied area where numerous unsolved problems
still abound owing to the high complexity and volatility that
technical-factors and sentiment-analysis models are trying to
capture. Nearly all areas of machine learning (ML) have been
tested as solutions to generate a truly accurate predictive
model. The accuracy of most models hovers around 50%,
highlighting the need for further increases in precision, data
handling, forecasting, and ultimately prediction.

In this paper we present the result of our work on high-
frequency (every fifteen minutes) stock-price prediction using
technical data with a number of exogenous variables. These
variables are carefully chosen to reflect the conventional wis-
dom in a traditional stock analysis on historical trend, general
stock market condition, and interest rate movement. Several
simple machine learning (ML) algorithms were developed to
test the premise that with the appropriate variables, even
a simple ML model could produce reasonable prediction of
stock prices. Therefore, the originality of our approach is
a rational selection of relevant and useful features and also
on-the-fly model re-training taking advantage of the human
time scale of inference (price prediction) and moderate size
of the models. Moreover we do not mix any trading strategy
with our stock-price prediction experiments, to ensure that
conclusions are not context-dependent.

Systems that integrate and test sentiment and technical
analysis are considered the best candidates for an eventual
generalized trading algorithm that can be applied to any
stock, future, or traded commodity. However, much work
remains to be done in applying natural language processing
and the choice of text sources to find the most effective
mixture of sentiment and technical analysis. Work on this
area will be included in the next phase of our research project
and here we have summarized some of the most relevant
existing works in this direction.

Index Terms—Support Vector Regression, Multilevel Per-
ceptron, Random Forest, XGBoost, Machine Learning, Stock
Price Predictions, Algorithmic Trading.
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I. INTRODUCTION

A profitable stock trading algorithm will benefit from
a forecasting system that can produce accurate short-term
forecasts. Based on this premise, we propose this research
project to leverage our previous experience in building
short-term forecasting models using machine learning
(ML) algorithms [1]–[16].

The Algorithmic Trading World is a dynamic area in-
volving forecasting competition that aims to encourage the
development of new models to predict the stock market’s
short-term response following large trades.

We contemplate our central idea, “If I know the past
price, could I anticipate the future value?”

To confirm our approach, we use stock price data,
in fifteen minutes intervals, for Tesla stocks, extracted
from the stock market for two years. We explore, clean,
normalize, and build initial forecast models with training
and testing datasets, then check our models’ accuracy and
efficiency.

Data Analysts are expected to use Machine Learning
methodology to create forecasting models to predict the
stock market behaviour based on specific indicators like
SP500, stock behaviour, and seasonality.

The following sections provide a short survey of the
most relevant literature, then the technical details of our
approach (feature engineering, error measures, models, ex-
perimental comparisons), our conclusions about predictive
accuracy and ideas for future work.

II. EXISTING WORK

There exists an incredibly large body of research papers
on algorithmic trading including testing and results of
various ML models using neural networks (NN), random
forest (RF), support vector regression (SVR), XGBoost,
and long short-term memory (LSTM) algorithms. Here we
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briefly recall the ones that are most relevant and closest to
our problem definition: stock-price prediction (independent
from, but of course applicable to, trading performance)
using structured technical-, structured company- and un-
structured natural-language sentiment data.

Many models, such as that seen in [17], attempt to match
predictions to real data, but a considerable price and time
discrepancy exist between the predicted values and actual
values. The discrepancy can be off by several hundred
dollars (or any given unit of currency).

Other research groups, like that in [18], tested many
neural networks (NN) and ML models to see which is
the best for a given data set. They used back propagation
NN, radial basis function NN, general regression NN,
SVR, and Least Squares-SVR. The testing data was weekly
adjusted close price of three individual stocks: Bank of
China, Vanke A, and Kweichou Moutai with mean square
error (MSE) and mean absolute percentage error (MAPE)
as criteria. Though the authors gave largely inconclusive
results, it was noted that back propagation had the best
results, at least among the tested models, with an MAPE
under 5%.

In 2018, Chen and He [19] investigated the reliability
of deep learning methods based on a 6-layer convolutional
neural network (CNN) at predicting prices on the Chinese
stock market. They set the time scale to be a year and
input to the opening price, high price, low price, closing
price, and the volume for historical stock data sets from
the Chinese stock market. The results obtained showed
an accuracy of about 73%. Results at this level begin to
approach a usable state, but still require fine-tuning to be
considered truly reliable and predictive.

Many works have experimented, with success, on stock
price predictions with financial news. In [20], the authors
examined the relationship between measured sentiment
from some media messages about a company and its stock
price. The authors used natural language processing (NLP)
to perform sentiment analysis on messages from Twitter,
called tweets. This research was performed with a shorter
duration than what was originally planned and has a notice-
ably small sample size, but it still highlights the effect of
sentiment on market performance as a determining factor
to be leveraged for profit.

Weng, Lu, Lang, Megahed, and Martinez [21] sought
to predict short-term (1 day or 1 to 10 days) stock value
using a rich hybrid data set from many available online
sources, including Google search engine results, published
news, technical stock indicators, historical stock values
and Wikipedia article information. Among the reviewed
models, its performance is the best we have observed.

Attempting to tackle the problem of developing a predic-
tive model with integrated hybrid technical and sentiment
analysis, Li, Wu, and Wang [22] use NLP for sentiment
analysis and an LSTM model for technical analysis in
the prediction of Hong Kong stock prices. The hybrid

technique is found to outperform baseline models (SVR
and multiple kernel learning) as well as those that use
either technical or sentiment data as input. However, the
overall accuracy remains low with most results coming at
sub 50%.

Qiu and team [23] introduce a wavelet transform, similar
to Fourier transforms, to their LSTM model to denoise the
volatile data set and separate useful data signal from the
noise with the goal of overcoming long-term dependence
issues. The performance of the WLSTM+Attention model
was excellent in terms of error (MSE, MAE, and RMSE)
compared to LSTM along with a gated recurrent unit
(GRU). With the addition of sentiment analysis, these
techniques are likely to perform very well in stock price
prediction.

Patent applications [24] and [25] have the same objec-
tives and methods close to ours. The first one performs
stock-price variation prediction from structured data (mix
of technical and company data) combined with sentiment
information from news- and social media. No mention
is made of the combination of stock-value changes to
produce stock prices. The second one presents a tech-
nique for stock-price prediction using sentiment anal-
ysis, several types of neural nets (CNN, LSTM with
multi-channel attention, etc.) and some correlation and
dimension-reduction steps blended into a complex process.
The sentiment analysis obtains its input from probabilistic
web crawling and its results appear to be binary (positive/
negative). By comparison with this choice on input data,
fixed and less unreliable sources of natural-language in-
formation like social media could produce either better
predictions or at least context-independent conclusions
about public sentiment.

Patent [26] describes stock-values prediction using
LSTM neural nets trained with both market data and
“mood” data. The mood (“emotion” a.k.a. sentiment here)
data comes from a news server on which text mining is
applied to produce mood scores in the range [1-ÿ, 1+ÿ]
with ÿ ranging from 1% to 30%.

We have surveyed dozens of other references but they
are not listed here for lack of space. Our work’s originality
compared to all the above is to use feature engineering, on-
the-fly training and an objective comparison of several ML
engines under verifiable conditions.

III. METHODOLOGY

The overall approach in the model building process is
depicted in Figure 1.

To produce forecasts every fifteen minute during a trad-
ing day, a stock price forecast model should use historical
data up until the time period just before the forecasting
period. The performance of the model developed would
then be evaluated interval by interval over the testing
period chosen by the researcher. For instance, suppose a
forecasting model is created using data over two years
and assessed using a testing data set of six months. In this

 



Fig. 1. Model Building Process

case, the model will be trained and re-trained using the
“rolling” data set (dropping data from one fifteen minute
interval at the “beginning” interval of the time series and
adding data on the “most recent” fifteen minute interval).
Forecasts from the model for the next fifteen minute would
then be generated and compared to the actuals roughly two
thousands four hundred (4 months times 20 trading days
each month times 30 trading period each day) times.

From a computational standpoint, this could be demand-
ing if we were to produce forecasts every fifteen minutes
for the entire stock universe in a sizable stock market.
Therefore, the mean testing time is tracked as part of the
evaluation metric. Furthermore, we also develop models
and use them to produce forecasts over a longer period
(one day or five days). We will discuss Further the training
and evaluation process in detail below.

A. Dataset Description

To build the model, we collect data, in fifteen minute
interval, numerical data on Tesla’s stock price as well
as those for other exogenous variables that could have a
material impact. These variables (features) are described
in the following:

1) Numerical Features:
• Price of Five-year treasury bond
• Price of Ten-year treasury bond
• Value of Dow Jones Index
• Value of Nasdaq Index
• Value of S&P 500 Index
• Price of Facebook Stock
• Price of Alphabet(Google) Stock
• Price of Disney Stock
• Price of Tesla Stock; Target Variable
To capture the seasonal pattern and other calendar ef-

fects on stock prices, we created several indicator features
for each fifteen minute interval:

2) One-Up Features:
• Year (3 one-up variables for 2020, 2021, and 2022)
• Months of the year (12 one-up variables)
• Day of the month (31 one-up variables)
• Week day (5 one-up variables for Monday to Friday)
• Hours of the day (6 one-up variables for hours 9 to

16)

• Minute Segment of the hour (4 one-up variable for
minute segment 0,15,30, and 45)

• Whether the time period is in Monday morning (1
one-up variable)

• Whether the time period is in Friday afternoon (1
one-up variable)

• Whether the time period is in a ”Pre-holiday” after-
noon (1 one-up variable)

• Whether the time period is in a ”post-holiday” morn-
ing (1 one-up variable)

For the purpose of this research, the data set for training
and testing was created for the period of June 2020 to May
2022.

B. Feature Engineering

Once the data is collected, the min-max normalization
process (refer to Equation 1) is applied to all numerical
variables.

Xnormalized =
X −Xmin

Xmax −Xmin
(1)

As well, even though it is trivial, it is worth pointing
out that previous period’s value of the numerical variables
(except the price of the Tesla stock) are used in the
modelling process.

C. Performance Evaluation

In this research, we considered several performance
metrics for evaluating a model’s performance. Specifically,
we used the conventional performance metric, Root mean
square error (RMSE), Mean Absolute Percentage Error
(MAPE), as well as the Mean Absolute Error (MAE),
which are quite common in estimation or forecasting
models [14].

1) Root Mean Square Error: The root means square
error (RMSE) is a popular metric for measuring the
predictive model’s performance and comparing different
predictive models. It can be calculated as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(Yi − Ŷi) (2)

In this project, the unit of the RMSE is in dollar.
2) Mean Absolute Percentage Error: The mean abso-

lute percentage error (MAPE) metric measures the average
absolute error percentage between the predicted and the
actual value. Equation 3 shows the calculation of the
MAPE.

MAPE =
1

n

n∑
i=1

|Yi − Ŷi|
|Yi|

(3)

Note that results for the MAPE are in percentage

 



TABLE I
RESULT OF THE SVR MODELS

Model RMSE MAPE MAE MTT
SVR
Train 60 days
Predict 5 days

121.569 11.9 91.157 0.204

SVR
Train 60 days
Predict 1 day

114.050 11.0 84.307 0.163

SVR
Train 60 days
Predict 15 minutes

110.421 10.4 80.034 0.179

3) Mean Absolute Error: The mean absolute error
(MAE) metric measures the average absolute error be-
tween the predicted and the actual value. Equation 4 shows
the calculation of the MAE.

MAE =
1

n

n∑
i=1

|Yi − Ŷi| (4)

the unit of the RMSE is in dollar.
As stated above, as part of the performance evaluation,

we also track the time taken to perform each training and
testing circle. The average of these times over the entire
testing data set is calculated as the Mean Testing Time
(MTT).

IV. RESULTS

In this section, results produced by four machine learn-
ing models: Support Vector Regression (SVR), multilayer
Preceptor (MJLP), Random Forest (RF), and Extreme
Gradient Boosting (XGBoost) will be presented. Note that
these algorithms are rather basic in terms of structure and
application. Choosing these simple algorithms allows us to
focus on the importance of the features used in the model.
They are also used often in the development of forecasting
models for price of financial assets. Joiner et al. (reference)

A. Support Vector Regression Models

We use a basic SVR algorithm with “rbf” as the kernel.
In addition, we use a rolling 60 days testing data and
the resulting model is used to predict prices in three
different ways: predict prices at the end of all fifteen
minute intervals in the next five days, predict prices for
all fifteen minute intervals in the next day, and predict
prices the price at the end of the next fifteen minute .
Intuitively, the prediction for the last scenario should be
most accurate. This is indeed the case. The comparison
between the actuals and predicted for all three scenarios
is depicted in Figures 2–4.

Results of the SVR models are summarized in Table 1.

B. Multilayer Perceptron Models

A multilayer perceptron (MLP) is a feedforward artifi-
cial neural network that generates a set of outputs from a
set of inputs. An MLP is characterized by several layers
of input nodes connected as a directed graph between
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the input and output layers. MLP uses backpropogation
for training the network. A MLP model could be quite
complicated in structure. For this project, the MLP models
built have very simple structure with the following hyper-
parameters: neurons = 100, activation function = relu, input
dimension = 73, and optimizer = Adam. The comparison
between the actuals and predicted for all three scenarios
is depicted in Figures 5–7.

Results of the MLP models are summarized in Table 2.

C. Random Forest Models

Random forest (RF) is a Supervised Machine Learning
algorithm that is used widely in Classification and Regres-
sion problems. It builds decision trees on different samples

TABLE II
RESULT OF MLP MODELS

Model RMSE MAPE MAE MTT
MLP
Train 60 days
Predict 5 days

172.100 22.5 141.005 0.275

MLP
Train 60 days
Predict 1 day

106.448 11.4 77.306 0.317

MLP
Train 60 days
Predict 15 minutes

54.919 5.5 40.049 0.249
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and takes their majority vote for classification and average
in case of regression. For this project, the RF models
built have very simple structure with the following hyper-
parameters: number of estimators = 100 and maximum
depth = 100. The comparison between the actuals and
predicted for all three scenarios is depicted in Figures 8–
10.

D. Extreme Gradient Boosting Models

Extreme Gradient Booting (XGBoost) is a popular
and efficient open-source implementation of the gradient
boosted trees algorithm. Gradient boosting is a supervised
learning algorithm, which attempts to accurately predict
a target variable by combining the estimates of a set of

TABLE III
RESULT OF RF MODELS

Model RMSE MAPE MAE MTT
RF
Train 60 days
Predict 5 days

65.598 5.9 45.649 1.278

RF
Train 60 days
Predict 1 day

39.958 3.7 27.417 1.150

RF
Train 60 days
Predict 15 minutes

13.788 1.0 7.132 1.138
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simpler, weaker models. For this project, the RF models
built have very simple structure with the following hyper-
parameters: n of estimators = 100, maximum depth = 100,
learning rate = 0.1, objective = reg:squarederror, and alpha
= 10s. The comparison between the actuals and predicted
for all three scenarios is depicted in Figures 11–13.

E. Models Comparison

Observations on the above would lead us to the follow-
ing conclusions:

1) Models XGBoost and Random Forest have an ex-
cellent performance to predict a future stock value.

2) Consistent with our intuition, accuracy increases if
the duration for prediction is shorter. For example,

TABLE IV
RESULT OF XGBOOST MODELS

Model RMSE MAPE MAE MTT
XGB
Train 60 days
Predict 5 days

64.677 5.9 45.796 1.589

XGB
Train 60 days
Predict 1 day

39.649 3.7 27.676 1.550

XGB
Train 60 days
Predict 15 minutes

12.389 0.9 6.727 1.536
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predictions are more accurate in general if the trained
model is used to generate predictions for the next
days comparing to those for the next five days

3) Creating a prediction with any of these models takes
less than 2 seconds by projection.

4) It is possible to predict the whole week of stock in 15
minutes in less than 3 minutes using Google Colab.

In summary, we have learned how a careful choice of input
variables and a rational comparison of basic ML engines
can produce higher and somehow explainable prediction
quality than has been previously published. On-the-fly
training is possible at our time scale, even with non-
optimized implementations so this counter-intuitive aspect
of our approach could also be novel.

V. FUTURE WORK

The research will follow two defined paths. Building on
the work presented here, fine-tuning some of the models
and building more sophisticated machine learning models
such as Long Short Term Memory (LSTM) models would
be a natural extension. Adding other exogenous variables
(features) such as short-term interest rate indicators (for
example 2 years treasury bond prices), inflation related
indicators (for example the price of gold) and sentiment
data from social media and/or news reports would be
another. Other possible and minor refinement would be the
consideration of impact of dividend and other shareholder
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related events. We will also investigate the possible use of
parallel or distributed computing on training time relative
to the frequency of our data collection and stock-price
predictions, and also the size of our models.

VI. CONCLUSIONS

In this paper, we presented results on forecasting the
price of Tesla stocks using a historical price time series
as well as several exogenous variables (features) that are
considered relevant from a stock analysis standpoint. Four
simple machine learning algorithms: support vector regres-
sion, multilevel perceptron, random forest, and XGBoost,
were implemented to validate the appropriateness and
accuracy of using these features for forecasting of stock
prices. The outcome of this experiment confirms that this
approach has merit even with machine learning models
with simple structure. Future research would therefore fo-
cus on the inclusion of other relevant economic variables,
such as inflation and short term interest rate, as well
as sentiment data from social media and financial news
sources. As well, the implementation of more sophisticated
machine learning algorithms such as Long Short Term
Memory would also be explored.
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