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A new perspective on the tensor product of

semi-lattices

Eric Buffenoir

Abstract. We adopt a new perspective on the tensor product of arbitrary semi-

lattices. Our basic construction exploits a description of semi-lattices in terms of

bi-extensional Chu spaces associated to a target space defined to be the ”boolean

domain”. The comparison between our tensor products and the canonical ten-

sor product, introduced by G.A. Fraser, is made in the distributive case and in

the general case. Some properties of our tensor products are also given. Latest

update: March 2024.

Mathematics Subject Classification. 18C50, 18B35.

Keywords. Categorical semantics of formal languages / Preorders, orders, do-

mains and lattices (viewed as categories).

1. Inf semi-lattices and States/Effects Chu spaces

The set B := {Y,N,⊥} will be equipped with the following poset structure :

∀u,v ∈B, (u ≤ v) :⇔ (u =⊥ or u = v). (1.1)

(B,≤) is also an Inf semi-lattice which infima will be denoted
∧

. We have

∀x,y ∈B, x∧ y =

ß
x if x = y

⊥ if x 6= y
(1.2)

We will also introduce a commutative monoid law denoted • and defined by

∀x ∈B, x•Y = x, x•N = N, ⊥•⊥=⊥. (1.3)

This product law verifies the following properties

∀x ∈B,∀B ⊆B x•
∧

B =
∧

b∈B(x• b), (1.4)

∀x ∈B,∀C ⊆Chain B x•
∨

C =
∨

c∈C(x• c). (1.5)

(B,≤) will be also equipped with the following involution map :

⊥ :=⊥ Y := N N := Y. (1.6)

(B,≤) will be called the boolean domain.
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1.1. States/Effects Chu spaces

We will say that a triple (S,E,εS) is a States/Effects Chu space iff

• the set S, called space of states, is a down-complete Inf semi-lattice (i.e. ∀S ⊆

S the infimum (
dS

S) exists in S), which admits a bottom element denoted

⊥
S

;

• the set E, called space of effects, is a down-complete Inf semi-lattice (i.e. ∀E ⊆

E the infimum (
dE

E) exists in E);

• εS is a map from E to BS, called evaluation map, and satisfying

∀l ∈ E,∀S ⊆S, εSl (
lS

S) =
∧

σ∈S
εSl (σ), (1.7)

∀σ ∈S,∀E ⊆ E, εSdE
E
(σ) =

∧
l∈E

εSl (σ), (1.8)

and

∀l, l′ ∈ E, (∀σ ∈S, εSl (σ) = εSl′ (σ))⇔ ( l = l′ ), (1.9)

∀σ ,σ ′ ∈S, (∀l ∈ E, εSl (σ) = εSl (σ ′))⇔ (σ = σ ′ ). (1.10)

The partial order on S (resp. on E) will be denoted by ⊑
S

(resp. ⊑
E

).

We will say that the space of states admits a description in terms of pure states

iff we have moreover

• the set of complely meet-irreducible elements of S, denoted S
pure

and called

set of pure states, is equal to the set of maximal elements Max(S) and it is a

generating set for S, i.e.

∀σ ∈S, σ =
l

S
σ

S
, where σ

S
:= (S

pure

∩ (↑
S
σ)) and S

pure

= Max(S). (1.11)

We will introduce the following notations :

∀l ∈ E,∃ l ∈ E | ∀σ ∈S,εS
l
(σ) = εSl (σ), (1.12)

∃YE ∈ E | ∀σ ∈S,εSYE
(σ) = Y, (1.13)

∃⊥E ∈ E | ∀σ ∈S,εS⊥E
(σ) =⊥. (1.14)

Here and in the following, ”ΣΣ′S means that Σ and Σ′ have a common upper-bound

in S, and ¬”ΣΣ′S means they have none. We will also adopt the following nota-

tions : ↑
S

Σ for the upper subset {σ ∈S | σ ⊒
S

Σ}, and σ ‖
S

σ ′ for (σ 6⊑
S

σ ′ and

σ ′ 6⊑
S

σ ).

Now, we intend to describe a natural States/Effects Chu space defined once is

given the space of states S.

The natural space of effects, denoted ES is defined to be

ES := {l
(σ ,σ ′)

| σ ,σ ′ ∈S, ¬‘σσ ′
S

}∪{l
(σ ,·)

| σ ∈S }∪{l
(·,σ)

| σ ∈S }∪{ l
(·,·)

} (1.15)
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as a set, with the following Inf semi-lattice law

l
(σ1 ,σ

′
1
)
⊓

ES
l
(σ2,σ

′
2
)

=





l
(σ1⊔Sσ2,σ

′
1
⊔
S

σ ′
2
)

if ‘σ1σ2
S

and ‘σ ′
1σ ′

2

S

l
( · ,σ ′

1
⊔
S

σ ′
2
)

if ¬‘σ1σ2
S

and ‘σ ′
1σ ′

2

S

l
(σ1⊔S

σ2, · )
if ‘σ1σ2

S
and ¬‘σ ′

1σ ′
2

S

l
(·,·)

if ¬‘σ1σ2
S

and ¬‘σ ′
1σ ′

2

S

(1.16)

This expression is naturally extended to the whole set of effects (i.e. including the

elements of the form l
(σ ,·)

, l
(·,σ)

and l
(·,·)

) as long as we adopt the convention defining

∀σ ∈S, ¬”· σ
S

:= TRUE and ¬ ·̂ ·
S

:= TRUE. (1.17)

Here and in the following, we adopt the following notations

(↑
ES

l) := { l′ ∈ ES | l⊑
ES

l′ } and (↓
ES

l) := { l′ ∈ ES | l⊒
ES

l′ }.(1.18)

The evaluation map εS is defined by

εSl
(σ ,σ ′)

(σ ′′) :=





Y if σ ⊑
S

σ ′′

N if σ ′ ⊑
S

σ ′′

⊥ otherwise

(1.19)

this expression is naturally extended to the whole set of effects by adopting the

following convention

( · ⊑
S

σ) := FALSE. (1.20)

We note that ⊥
ES

= l
(·,·)

and Y
ES

= l
(⊥

S
,·)

.

To conclude, we have obtained a well-defined States/Effects Chu space (S,ES,εS).

Definition 1.1. In the following, we will always consider that E is a subset of the

natural space of effects ES, satisfying

∀σ ∈Sr {⊥
S
},∃σ ′ ∈Sr {⊥

S
} | l(σ ,σ ′) ∈ E, (1.21)

∀L ⊆ E, (
lES

L) ∈ E, (1.22)

∀l ∈ E, l ∈ E, (1.23)

Y
ES

∈ E and ⊥
ES

∈ E. (1.24)

Theorem 1.2. If the space of effects E satisfies the conditions of Definition 1.1, then

(S,E,εS) is a well-defined States/Effects Chu space.

Proof. Trivial. It suffices to check the validity of equation (1.10), which is straight-

forward. The other properties are tautological. �

Let us note the two following theorems that will reveal to be useful in the rest

of this paper.
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Theorem 1.3. Let us consider a map (A : S−→B,σ 7→ aσ ) satisfying

∀σ ,σ ′ ∈S, (σ ⊑
S

σ ′)⇒ (aσ ≤ aσ ′), (1.25)

∀{σi | i ∈ I} ⊆S, adS

i∈i
σi
=

∧
i∈I aσi

, (1.26)

Then, we have

∃! l ∈ ES | ∀σ ∈S, εSl (σ) = aσ . (1.27)

Proof. Straightforward. If {σ | aσ =Y} and {σ | aσ =N} are not empty, it suffices

to define ΣA :=
dS

{σ | aσ =Y}, Σ′
A :=

dS

{σ | aσ =N} and l := l(ΣA,Σ
′
A)

(the case

where some or all of these subsets are empty is treated immediately). �

Theorem 1.4. Let us consider a map (B : E−→B, l 7→ bl) satisfying

∀l, l′ ∈ E, (l⊑
E
l′)⇒ (bl ≤ bl′), (1.28)

∀{li | i ∈ I} ⊆ E, bdE

i∈i
li
=

∧
i∈I bli , (1.29)

∀l ∈ E, b l = bl, (1.30)

bYE
= Y. (1.31)

Then, we have

∃! σ ∈S | ∀l ∈ E, εSl (σ) = bl. (1.32)

Proof. Let us consider lB :=
dE

{ l ∈ E | bl = Y}. Note that lB exists in E be-

cause E is a down-complete Inf semi-lattice and the subset { l ∈ E | bl = Y} con-

tains at least the element YE. Moreover, blB = Y because of the relation (1.29).

Note also that l ⊒
E
lB implies bl = Y because of the relation (1.28), and con-

versely bl = Y implies l ⊒
E
lB due to the definition of lB. Let us now introduce

Σ
lB
=

dS
(εSlB )

−1(Y). For any l such that l⊒
E
lB, we have εSl (Σ

lB
)≥ εSlB (ΣlB

) =Y,

i.e. εSl (Σ
lB
) = Y. We could suppose that lB = l(ΣlB

,Σ′
lB
) for a certain Σ′

lB
∈S. How-

ever, we note that, because of (1.29) and (1.31), we have l(ΣlB
,·) ⊏E

l(ΣlB
,Σ′

lB
) and

bl(ΣlB ,·)
= bl(ΣlB ,Σ′

lB
)⊓E

YE
= bl(ΣlB ,Σ′

lB
)
∧ bYE

= Y which would contradict the def-

inition of lB. Hence, we have to accept that lB = l(ΣlB
,·). Thus, we note that, for

any l(Σ,Σ′), the property l(Σ,Σ′) 6⊒E
lB is then equivalent to the property Σ 6⊒

S
ΣlB .

Then, if l(Σ,Σ′) 6⊒E
lB we cannot have εSl(Σ,Σ′)

(Σ
lB
) = Y. We then conclude that the

property εSl (Σ
lB
) = Y is equivalent to the property l ⊒

E
lB, or in other words

εSl (Σ
lB
) = Y is equivalent to bl = Y. Using (1.30) and (1.12), we deduce that

(εSl (Σ
lB
) = N)⇔ (εS

l
(Σ

lB
) = Y)⇔ (bl = Y) ⇔ (bl = N). As a final conclusion,

we have for any l ∈ E the equality εSl (ΣB) = bl.

The fact that every elements of the form l(σ ,·) must be in E (consequence of (1.21)

(1.22) and (1.24)) allows to deduce the uniqueness character of the state σ . �
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Theorem 1.5.

∀{σi | i ∈ I} ⊆Chain S, ∃σ ∈S | ∀l ∈ E, εSl (σ) =
∨

i∈I εSl (σi), (1.33)

σ =
⊔S

i∈I σi. (1.34)

As a consequence, using Zorn’s Lemma, we deduce that

∀σ ∈S, ∃σ ′ ∈ Max(S) | σ ⊑
S

σ ′. (1.35)

Proof. First of all, we note that {σi | i ∈ I} ⊆Chain S and the monotonicity property

of εS implies that {εSl (σi) | i ∈ I} ⊆Chain B for any l ∈ E and then
∨

i∈I εSl (σi)
exists for any l ∈ E due to the chain-completeness of B.

Using the properties (1.8)(1.12)(1.13) of the map ε and the complete-distributivity

properties satisfied by B, we can check easily that the map l 7→
∨

i∈I εSl (σi) satis-

fies properties (1.28) (1.29) (1.30) (1.31). As a consequence, the property (1.33) is

a direct consequence of Theorem 1.4.

By definition of the poset structure on S, we deduce, from the property (∀l ∈
E, εSl (σ) =

∨
i∈I εSl (σi)), that σ ⊒

S
σi, ∀i ∈ I and (σ ′ ⊒

S
σi, ∀i ∈ I) ⇒ (σ ⊒

S

σ ′). In other words, σ =
⊔S

i∈I
σi. �

Remark 1.6. We now observe that, if S has a description in terms of pure states,

then the natural space of effects ES is such that its subset of meet-irreducible ele-

ments, denoted Irr(ES), is a generating subset for ES.

To check this point, we first note that the space of effects has a bottom element

denoted ⊥
ES

and defined by

∀σ ∈S, ε⊥
ES

(σ) =⊥. (1.36)

Secondly, ES appears to be an algebraic domain.

To prove this point, we firstly observe that ES satisfies the following chain-completeness

property

∀{li | i ∈ I} ⊆Chain ES, ∃l ∈ ES | ∀σ ∈S, εl(σ) =
∨

i∈I εli(σ), (1.37)

l =
⊔ES

i∈I li. (1.38)

This is an immediate consequence of the down-completeness of S.

We secondly observe that ES is atomistic, i.e.

∃AES
⊆ ES |

®
∀l ∈ AES

, ⊥
ES

⊒

ES
l

∀l ∈ ESr {⊥
ES

}, ∃l′ ∈ AES
| l′ ⊑

ES
l

(1.39)

AES
= {l

(Σ,·)
|Σ ∈S

pure

}∪{l
(·,Σ)

|Σ ∈S
pure

} (1.40)

and

∀l ∈ ES, l=
⊔ES{ l′ ∈ AES

| l′ ⊑
ES

l}. (1.41)

Here, we have adopted the notation ∀l ∈ ES,⊥
E

⊒

ES
l ⇔ (⊥

ES
⊏

ES
l and (∀l′ ∈

ES,⊥
ES

⊑
ES

l′ ⊑
ES

l ⇒ (⊥
ES

= l′ or l′ = l))).

The property (1.35) implies directly the second condition of (1.39). The first

condition of (1.39) is easy to check using the expression of the order on effects. The
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property (1.41) is a direct consequence of property (1.11).

Endly, the compacity of atoms is trivial.

The algebraicity of ES follows.

As a conclusion of this analysis, we have the following property :

∀l ∈ ES, l=
lES

l
ES

, where l
ES

= (Irr(ES)∩ (↑
ES
l)). (1.42)

Indeed, from previous results ES is a bounded-complete algebraic domain. The

property (1.42) is then a direct consequence of [4, Theorem I-4.26 p.126].

However, we have to insist on the fact that Irr(ES) is not necessarily equal to

Max(ES) (even when Irr(S) = Max(S)). We have nevertheless always Irr(ES)⊇
Max(ES).
We will conclude by characterizing the elements of Max(ES) :

Max(ES) = { l
(Σ,Σ′)

| (Σ,Σ′) ∈S×2, Σ q⊲⊳
S

Σ′ }∪{Y
ES

}∪{Y
ES

}, (1.43)

where we have introduced the following binary relation, denoted by q⊲⊳
S

and defined

on S by

∀(σ ,σ ′) ∈S×2, σ q⊲⊳
S

σ ′ :⇔

((∀σ ′′
⊏

S
σ ′,‘σσ ′′

S
) and (∀σ ′′

⊏
S

σ ,’σ ′σ ′′
S
) and (¬‘σσ ′

S
)). (1.44)

1.2. Particular spaces of states

Definition 1.7. A space of states will be said to be a simplex space of states (or a

classical space of states) iff

∀σ ∈S,∃! Uσ ⊆S
pure

| σ =
lS

Uσ . (1.45)

We note that Uσ = σ
S

.

Lemma 1.8. If S is a simplex space of states, then for any σ ∈ S there exists a

unique homomorphism ψσ from S toB satisfying ψσ (S
pure

)⊆{Y,N} and ψσ (σ)=
Y. The reciprocal implication is also true.

Proof. Let us assume that S is a simplex space of states. For any σ ∈S, we choose

σ ′ :=
dS

α∈S
pure

rσ
S

α . We then define, for any η ∈ S, ψσ (η) := Y iff σ ⊑
S

η ,

and ψσ (η) := N iff σ ′ ⊑
S

η , and ψσ (η) :=⊥ otherwise. The map ψσ satisfies the

requirements. The unicity of ψσ is clear.

Concerning the reciprocal implication, it suffices to define Uσ := ψ−1
σ (Y)∩S

pure
.

The unicity of Uσ is trivial to check from the unicity of ψσ . �

Definition 1.9. According to [5, definition p.117], an Inf semi-lattice S is said to

be distributive iff

∀σ ,σ1,σ2 ∈S | σ 6= σ1,σ2, (σ1 ⊓S
σ2)⊑S

σ ⇒

∃σ ′
1,σ

′
2 ∈S | (σ1 ⊑S

σ ′
1, σ2 ⊑S

σ ′
2 and σ = σ ′

1 ⊓S
σ ′

2 ). (1.46)

Lemma 1.10. A simplex space of states is necessarily distributive as an Inf semi-

lattice. Conversely, a distributive Inf semi-lattice is also necessarily a simplex space

of states.
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Proof. Let us first assume that S is a simplex. Let us consider σ ,σ1,σ2 ∈S such

that σ 6= σ1,σ2 and (σ1 ⊓S
σ2) ⊑S

σ . We have then σ
S
⊆ (σ1

S
∪ σ2

S
). If we

define σ ′
1 :=

dS
(σ1

S
∩σ

S
) and σ ′

2 :=
dS

(σ2
S
∩σ

S
) we check immediately that

σ1 ⊑S
σ ′

1, σ2 ⊑S
σ ′

2 and σ = σ ′
1 ⊓S

σ ′
2. As a result, S is distributive.

Let us now suppose that S is distributive. Let us imagine that S is not a simplex.

It would exist σ ∈ S and U  σ
S

such that σ =
dS

U . Let us suppose that U

is a minimal subset for inclusion among subsets V satisfying σ =
dS

V . We then

introduce σ3 ∈ σ
S
rU and U1,U2 6= ∅ such that U1 ∩U2 = ∅ and U1 ∪U2 = U ,

we denote σ1 :=
dS

U1 and σ2 :=
dS

U2. We have σ ⊒
S
(σ1 ⊓S

σ2). Because of

the distributivity of S, it would exist σ ′
1 and σ ′

2 such that σ ′
1 ⊒

S
σ1, σ ′

2 ⊒
S

σ2

and σ3 = (σ ′
1 ⊓S

σ ′
2). However, σ3 being meet-irreducible we must have σ3 = σ ′

1

or σ3 = σ ′
2, and then necessarily σ3 ∈ U . We have then obtained the announced

contradiction.The space of states S is then a simplex. �

Lemma 1.11. If S is a non-simplex space of states, then we have

∃σ1,σ2,σ3 ∈S | σ3 ⊒S
(σ1 ⊓S

σ2) and ¬‘σ3σ1

S

and ¬‘σ3σ2

S

and σ1 ‖S
σ2. (1.47)

The reciprocal implication is also true.

Proof. If S does not satisfy (1.45), then there exists a subset U of σ
S

which is

minimal for the inclusion among the subsets of σ
S

satisfying σ =
dS

U , and there

exists σ ′ element of σ
S
rU .

Let us then introduce U1 and U2 such that U1 ∩U2 = ∅ and U1 ∪U2 =U . Now, we

define σ1 :=
dS

U1, σ2 :=
dS

U2 and σ3 := σ ′. They satisfy (1.47).

Conversely, let us assume that the property (1.47) is satisfied. Then, the state σ :=

(σ1 ⊓S
σ2) satisfies σ =

dS
(σ1

S
∪ σ2

S
) and σ =

dS
(σ1

S
∪σ2

S
∪ σ3

S
) with

(σ1
S
∪σ2

S
)∩σ3

S
= ∅ because ¬‘σ1σ3

S
and ¬‘σ2σ3

S
. As a conclusion, S does

not satisfy (1.45). �

Definition 1.12. The space of states S is said to be orthocomplemented iff there

exists a map ⋆ : Sr {⊥
S
}→Sr {⊥

S
} such that

∀σ ∈Sr {⊥
S
}, σ⋆⋆ = σ (1.48)

∀σ1,σ2 ∈Sr {⊥
S
}, σ1 ⊑S

σ2 ⇒ σ⋆
2 ⊑

S
σ⋆

1 (1.49)

∀σ ∈Sr {⊥
S
}, σ q⊲⊳

S
σ⋆, (1.50)

(see (1.44) for the definition of q⊲⊳).

By the way, we note the following fact

Lemma 1.13. A simplex space of states S is always orthocomplemented, as long

as we fix for any σ ∈S : σ⋆ :=
dS

α∈S
pure
rσ

S

α .
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1.3. Reduction of the space of effects

In the rest of this paper, we will adopt the following generic reduction of the space

of effects, as soon as the space of states is orthocomplemented :

Definition 1.14. Let S be a space of states, ES and εS be respectively the natural

space of effects and the evaluation map introduced in previous subsection.

If the space of states S is orthocomplemented, we can define a reduction of the

natural space of effects ES, denoted by ES, as follows :

ES := { l(σ ,σ ′) | σ ,σ ′ ∈Sr {⊥
S
},σ ′ ⊒

S
σ⋆ }∪

{l
(σ ,·)

| σ ∈S }∪{l
(·,σ)

| σ ∈S }∪{ l
(·,·)

} as a set (1.51)

and the Inf semi-lattice structure on ES is induced from that defined on ES, i.e.

defined by (1.16). The evaluation map is the restriction of εS to ES.

Theorem 1.15. According to Theorem 1.2, the reduced space of effects ES is a

well defined space of effects associated to S. In other words, (S,ES,εS) is a well

defined States/Effects Chu space.

Theorem 1.16. The reduced space of effects ES is defined in terms of pure effects :

∀l ∈ ES, l=
lES

l
ES

, where l
ES

= (E
pure

S ∩ (↑
ES

l)) (1.52)

with

E
pure

S = Max(ES) = { l(σ ,σ⋆) | σ ∈Sr {⊥
S
}}∪{Y

ES
}∪{Y

ES
}. (1.53)

Proof. It suffices to exploit the remark 1.6 and to note that

∀σ ,σ ′ ∈S | σ⋆ ⊑
S

σ ′, l(σ ,σ ′) = l(σ ,σ⋆)⊓ES
l(σ ′⋆,σ ′). (1.54)

The set of maximal elements of ES being a generating subset of ES, this subset is

then equal to the set of meet-irreducible elements of ES. �

1.4. Morphisms

We turn the collection of States/Effects Chu spaces into a category by defining the

following morphisms.

Definition 1.17. We will consider the morphisms from a States/Effects Chu space

(SA,EA,ε
SA) to another States/Effects Chu space (SB,EB,ε

SB), i.e. pairs of maps

f : SA →SB and f ∗ : EB → EA satisfying the following properties (see [6])

∀σA ∈SA,∀lB ∈ EB εSB

lB
( f (σA)) = ε

SA

f ∗(lB)
(σA). (1.55)

Remark 1.18. Note that, the eventual surjectivity of f ∗ implies the injectivity of f .

This point uses the property (1.10). Explicitly,

∀σA,σ
′
A ∈SA, f (σA) = f (σ ′

A) ⇔ (∀lB ∈ EB, εSB

lB
( f (σA)) = εSB

lB
( f (σ ′

A)))

⇔ (∀lB ∈ EB, εSB

f ∗(lB)
(σA) = εSB

f ∗(lB)
(σ ′

A))

⇔ (∀l′B ∈ EB, εSB

l′B
(σA) = εSB

l′B
(σ ′

A))

⇔ (σA = σ ′
A ). (1.56)
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In the same way, using the properties (1.9) and the surjectivity of f , we can deduce

the injectivity of f ∗.

The duality property (1.55) suffices to deduce the following properties.

Theorem 1.19. The left-component f of a Chu morphism from (SA,EA,ε
SA) to

(SB,EB,ε
SB) satisfies

∀S ⊆SA, f (
lSA

S) =
lSB

σ∈S
f (σ) (1.57)

∀C⊆Chain SA, f (
⊔SA

C) =
⊔SB

σ∈C
f (σ). (1.58)

As a consequence of (1.58), f is in particular order-preserving

The right-component f ∗ of a Chu morphism from (SA,EA,ε
SA) to (SB,EB,ε

SB)
satisfies

∀E ⊆ EB, f ∗(
l

EB
E) =

lEA

l∈E
f ∗(l) (1.59)

∀C ⊆Chain EB, f ∗(
⊔EB

C) =
⊔EA

l∈C
f ∗(l) (1.60)

∀l ∈ EB, f ∗( l ) = f ∗(l) (1.61)

f ∗(YEB
) =YEA

. (1.62)

In particular, f ∗ is order-preserving.

Proof. All proofs follow the same trick based on the duality relation (1.55) and the

separation property (1.10). For example, for any S ⊆SA and any l ∈ EB, we have,

using (1.55) and (1.8) :

εSB

l ( f (
lSA

S)) = ε
SA

f ∗(l)
(
lSA

S)

=
∧

σ∈S ε
SA

f ∗(l)
(σ)

=
∧

σ∈S εSB

l ( f (σ))

= εSB

l (
lSB

σ∈S f (σ)) (1.63)

We now use the property (1.10) to deduce (1.57). �

Theorem 1.20. For any map f : S−→S′ satisfying ∀{σi | i∈ I}⊆S, f (
dS

i∈i
σi) =

dS′

i∈I f (σi), there exists a unique map f ∗ : E′ −→ E such that

∀l ∈ E, εSf ∗(l)(σ) = εS
′

l ( f (σ)). (1.64)

Proof. Direct consequence of Theorem 1.3. �

As a consequence of this theorem, the couple of maps ( f , f ∗) defining a mor-

phism from (SA,EA,ε
SA) to (SB,EB,ε

SB) can then be reduced to the single data

f . We will then speak shortly of ”the morphism f from the space of states SA to

the space of states SB” rather than ”the morphism from the states/effects Chu space

(SA,EA,ε
SA) to the states/effects Chu space (SB,EB,ε

SB)”.
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Definition 1.21. The space of morphisms from the space of states SA to the space

of states SB will be denoted C(SA,SB). It is the space of maps from SA to SB that

is order-preserving and satisfies the homomorphic property (1.57).

Theorem 1.22. The composition of a morphism ( f , f ∗) from (SA,EA,ε
SA) to (SB,EB,ε

SB)
by another morphism (g,g∗) defined from (SB,EB,ε

SB) to (SC,EC,ε
SC) is given

by (g ◦ f , f ∗ ◦ g∗) defining a valid morphism from (SA,EA,ε
SA) to (SC,EC,ε

SC).

Proof. Using two times the duality property, we obtain

ε
SC

lC
(g ◦ f (σA)) = εSB

g∗(lC)
( f (σA)) = ε

SA

f ∗◦g∗(lC)
(σA). (1.65)

�

Definition 1.23. We define the infimum of two maps f and g satisfying (1.57) (resp.

two maps f ∗ and g∗ satisfying (1.59)) by ∀σ ∈ SA,( f ⊓ g)(σ) := f (σ)⊓
SB

g(σ)

(resp. ∀l ∈ EB,( f ∗ ⊓g∗)(l) := f ∗(l)⊓
EA

g∗(l)).

Theorem 1.24. The infimum of a morphism ( f , f ∗) from (SA,EA,ε
SA) to (SB,EB,ε

SB)
with another morphism (g,g∗) defined from (SA,EA,ε

SA) to (SB,EB,ε
SB) is given

by (g⊓ f , f ∗ ⊓g∗) defining a valid morphism from (SA,EA,ε
SA) to (SB,EB,ε

SB).

Proof. Using the duality property and the homomorphic property, we obtain

εSB

lB
(( f ⊓g)(σA)) = εSB

lB
( f (σA))∧ εSB

lB
(g(σA))

= ε
SA

f ∗(lB)
(σA)∧ ε

SA

g∗(lB)
(σA)

= ε
SA

( f ∗⊓g∗)(lB)
(σA). (1.66)

�

2. A new perspective on the construction of the tensor product of

semi-lattices

2.1. The canonical tensor product construction

Let us first introduce the classical construction of G.A. Fraser for the tensor product

of semi-lattices [2, 3]. As it will be clarified in the next subsection a new proposal

can be made for the tensor product of semi-lattices.

Definition 2.1. Let A,B and C be semi-lattices. A function f : A×B −→ C is a

bi-homomorphism if the functions ga : B −→C defined by ga(b) = f (a,b) and hb :

A −→C defined by hb(a) = f (a,b) are homomorphisms for all a ∈ A and b ∈ B.

Theorem 2.2. [2, Definition 2.2 and Theorem 2.3]

The tensor product SAB :=SA ⊗SB of the two Inf semi-lattices SA and SB is ob-

tained as a solution of the following universal problem : there exists a bi-homomorphism,

denoted ι from SA ×SB to SAB, such that, for any Inf semi-lattice S and any bi-

homomorphism f from SA ×SB to S, there is a unique homomorphism g from SAB

to S with f = g ◦ ι . We denote ι(σ ,σ ′) = σ ⊗σ ′ for any σ ∈SA and σ ′ ∈SB.

The tensor product SAB exists and is unique up to isomorphism, it is built as the
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homomorphic image of the free ⊓ semi-lattice generated by the set SA ×SB under

the congruence relation determined by identifying (σ1 ⊓SA
σ2,σ

′) with (σ1,σ
′)⊓

(σ2,σ
′) for all σ1,σ2 ∈SA,σ

′ ∈SB and identifying (σ ,σ ′
1 ⊓SB

σ ′
2) with (σ ,σ ′

1)⊓

(σ ,σ ′
2) for all σ ∈SA,σ

′
1,σ

′
2 ∈SB.

From now on, SAB is the Inf semi-lattice (the infimum of S ⊆ SAB will be denotedd SAB S) generated by the elements σA ⊗σB with σA ∈ SA,σB ∈ SB and subject to

the conditions

®
(σA ⊓SA

σ ′
A)⊗σB = (σA ⊗σB)⊓SAB

(σ ′
A ⊗σB),

σA ⊗ (σB ⊓SB
σ ′

B) = (σA ⊗σB)⊓SAB
(σA ⊗σ ′

B).
(2.1)

Definition 2.3. The space SAB =SA⊗SB is turned into a partially ordered set with

the following binary relation

∀σAB,σ
′
AB ∈ SAB, (σAB ⊑

SAB
σ ′

AB ) :⇔ (σAB ⊓SAB
σ ′

AB = σAB ). (2.2)

Definition 2.4. A non-empty subset R of SA ×SB is called a bi-filter of SA ×SB

iff

∀σA,σ1,A,σ2,A ∈SA,∀σB,σ1,B,σ2,B ∈SB,

((σ1,A,σ1,B)≤ (σ2,A,σ2,B) and (σ1,A,σ1,B) ∈R) ⇒ (σ2,A,σ2,B) ∈R, (2.3)

(σ1,A,σB),(σ2,A,σB) ∈R ⇒ (σ1,A ⊓SA
σ2,A,σB) ∈R, (2.4)

(σA,σ1,B),(σA,σ2,B) ∈R ⇒ (σA,σ1,B ⊓SB
σ2,B) ∈R. (2.5)

Definition 2.5. If {(σ1,A,σ1,B), · · · ,(σn,A,σn,B)} is a non-empty finite subset of

SA×SB, then the intersection of all bi-filters ofSA×SB which contain (σ1,A,σ1,B),
· · · , (σn,A,σn,B) is a bi-filter, which we denote by F{(σ1,A,σ1,B), · · · ,(σn,A,σn,B)}.

Lemma 2.6. If F is a filter of SAB = SA ⊗SB then the set α(F) := {(σA,σB) ∈
SA ×SB | σA ⊗σB ∈ F } is a bi-filter of SA ×SB.

Lemma 2.7. [3, Lemma 1] Let us choose σA,σ1,A, · · · ,σn,A ∈SA and σB,σ1,B, · · · ,σn,B ∈
SB. Then,

(σA,σB) ∈ F{(σ1,A,σ1,B), · · · ,(σn,A,σn,B)} ⇔
Äl SAB

1≤i≤n σi,A ⊗σi,B

ä
⊑

SAB
σA ⊗σB. (2.6)

Lemma 2.8. [3, Theorem 1]

Let us choose σA,σ1,A, · · · ,σn,A ∈SA and σB,σ1,B, · · · ,σn,B ∈SB. Then,

Äl SAB

1≤i≤n σi,A ⊗σi,B

ä
⊑

SAB
σA ⊗σB ⇔

( there exists a n−ary lattice polynomial p | σA ⊒
SA

p(σ1,A, · · · ,σn,A)

and σB ⊒
SB

p∗(σ1,B, · · · ,σn,B)). (2.7)

where p∗ denotes the lattice polynomial obtained from p by dualizing the lattice

operations.
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2.2. The maximal tensor product

Let us now consider a radically different approach of tensor product, exploiting the

notion of States/Effects Chu spaces. From now on, (SA,EA,ε
SA) and (SB,EB,ε

SB)
are States/Effects Chu spaces.

Definition 2.9. We will denote by qSAB (or equivalently by SA q⊗SB) the set of maps

Φ from EA ×EB to E⊥
∼=B satisfying

∀{li,A | i ∈ I} ⊆ EA,∀lB ∈ EB, Φ(
l

EA
i∈I li,A, lB) =

∧
i∈I Φ(li,A, lB) (2.8)

∀{l j,B | j ∈ J} ⊆ EB,∀lA ∈ EA, Φ(lA,
l

EB
j∈J l j,B) =

∧
j∈J Φ(lA, l j,B), (2.9)

and

∀lA ∈ EA Φ(lA,YEB
) = Φ(lA,YEB

), (2.10)

∀lB ∈ EB, Φ(YEA
, lB) = Φ(YEA

, lB), (2.11)

Φ(YEA
,YEB

) = Y. (2.12)

qSAB is called the maximal tensor product of SA and SB.

Theorem 2.10. qSAB is equipped with the pointwise partial order. It is a down-

complete Inf semi-lattice with

∀{Φi | i ∈ I} ⊆ qSAB,∀(lA, lB) ∈ EA ×EB, (
l qSAB

i∈I Φi)(lA, lB) :=
∧

i∈I Φi(lA, lB). (2.13)

Theorem 2.11. The following maps are homomorphisms

η : qSAB −→ E∗
A λ : qSAB −→ E∗

B

Φ 7→ Φ(·,YEB
) Φ 7→ Φ(YEA

, ·)
(2.14)

with

E∗ := {ψ ∈ C(E,B) | ∀l ∈ E, ψ( l ) = ψ(l) and ψ(YE) = Y}. (2.15)

Moreover, we have, for any space of states S, the following isomorphism :

E∗ ∼=S (2.16)

Proof. Let Φ be an element of qSAB.

The map ψ fromEA to B defined by ψ(lA) :=Φ(lA,YEB
) is an element of C(EA,B)

because of relation (2.8). We have ∀l ∈ E, ψ( l ) = ψ(l) because of relation (2.10)

and ψ(YE) = Y because of relation (2.12). As a result, ψ is an element of E∗
A.

In the same way, the map ψ ′ from EB to B defined by ψ ′(lB) := Φ(YEB
, lB) is an

element of E∗
B because of relations (2.9)(2.11) and (2.12).

Secondly, we note the following isomorphism of Inf semi-lattices :

ρ : S
∼=

−→ E∗

σ 7→ ρ(σ) | ρ(σ)(l) := εSl (σ), ∀l ∈ E.
(2.17)

Indeed, for any σ ∈ S, we can define a map ϕ from E to B by ϕ(l) := εSl (σ).

Using the properties (1.12)(1.8)(1.13) of εS, we deduce that ϕ ∈ E∗.

Reciprocally, using Theorem 1.4, we know that

∀ϕ ∈ E∗, ∃! σ ∈S | ∀l ∈ E, εSl (σ) = ϕ(l). (2.18)



A new perspective on the tensor product of semi-lattices 13

The bijective character of the map ρ is then established. We have also trivially, for

any {σi | i ∈ I} ⊆S the homomorphic property ρ(
d

S
i∈Iσi) =

d
i∈Iρ(σi) due to the

property (1.7). �

Theorem 2.12. The inclusion of pure tensors in qSAB is realized as follows :

ι
qSAB : SA ×SB →֒ qSAB

(σA,σB) 7→ ι
qSAB(σA,σB) | ∀(lA, lB) ∈ EA ×EB,

ι
qSAB(σA,σB)(lA, lB) := ε

SA

lA
(σA)• εSB

lB
(σB) ∈B.

(2.19)

Proof. The properties (2.8) and (2.9) are direct consequences of the properties (1.8)

and (1.4). The properties (2.10) (2.11) (2.12) and (2.58) are direct consequences

of the properties (1.12) (1.13) (1.3). As a conclusion, ι
qSAB(σA,σB) ∈ qSAB for any

(σA,σB) in SA ×SB.

Let us now consider (σA,σB) and (σ ′
A,σ

′
B) in SA ×SB such that ι

qSAB(σA,σB) =

ι
qSAB(σ ′

A,σ
′
B). We choose first of all lA := l(σA,·) and lB := l(σB,·). We have

ι
qSAB(σA,σB)(lA, lB) = Y•Y = Y (2.20)

and then must have ε
SA

lA
(σ ′

A) =Y and εSB

lB
(σ ′

B) =Y, i.e. σA ⊑
SA

σ ′
A and σB ⊑

SB
σ ′

B.

Choosing now lA := l(σ ′
A,·)

and lB := l(σ ′
B,·)

, we justify also σA ⊒
SA

σ ′
A and σB ⊒

SB

σ ′
B. The map ι

qSAB is then injective. �

Theorem 2.13. We have the following relations

∀{σi,A | i ∈ I} ⊆SA,∀σB ∈SB, ι
qSAB(

lSA

i∈I σi,A,σB) =
l qSAB

i∈I ι
qSAB(σi,A,σB), (2.21)

∀{σi,B | i ∈ I} ⊆SB,∀σA ∈SA, ι
qSAB(σA,

lSA

i∈I σi,B) =
l qSAB

i∈I ι
qSAB(σA,σi,B). (2.22)

Proof. This is a direct consequence of properties (1.7) and (1.4). More explicitly,

∀(lA, lB) ∈ EA ×EB, ι
qSAB(

lSA

i∈I σi,A,σB)(lA, lB) = ε
SA

lA
(
lSA

i∈I σi,A)• εSB

lB
(σB)

= (
∧

i∈I ε
SA

lA
(σi,A))• εSB

lB
(σB)

=
∧

i∈I (ε
SA

lA
(σi,A)• εSB

lB
(σB))

=
∧

i∈I ι
qSAB(σi,A,σB)(lA, lB)

= (
l qSAB

i∈I ι
qSAB(σi,A,σB))(lA, lB). (2.23)

In other words, ι
qSAB(

dSA

i∈I σi,A,σB) =
d qSAB

i∈I ι
qSAB(σi,A,σB). �

Definition 2.14. We define S̃AB to be the sub Inf semi-lattice of qSAB generated by

the elements ι
qSAB(σA,σB) for any (σA,σB) ∈SA ×SB.

S̃AB will be equivalently denoted SA⊗̃SB and called the minimal tensor product of

SA and SB
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2.3. The minimal tensor product

In the following, the set P(SA ×SB) will be equipped with the Inf semi-lattice

structure ∪.

Definition 2.15. P(SA ×SB) is equipped with a congruence relation denoted ≈
and defined between any two elements {(σi,A,σi,B) | i∈ I } and {(σ ′

j,A,σ
′
j,B) | j ∈ J }

of P(SA ×SB) by

({(σi,A,σi,B) | i ∈ I } ≈ {(σ ′
j,A,σ

′
j,B) | j ∈ J }) :⇔

(∀lA ∈ EA,∀lB ∈ EB,
∧

i∈I ε
SA

lA
(σi,A)• ε SB

lB
(σi,B) =

∧
j∈J ε

SA

lA
(σ ′

j,A)• ε SB

lB
(σ ′

j,B)). (2.24)

The congruence class associated with U ⊆SA ×SB will be denoted U≈.

Definition 2.16. We introduce the following injective Inf semi-lattice homomor-

phism

Ω : P(SA ×SB)/≈ →֒ qSAB

{(σi,A,σi,B) | i ∈ I }≈ 7→ Ω({(σi,A,σi,B) | i ∈ I }≈) | ∀lA ∈ EA,∀lB ∈ EB,

Ω({(σi,A,σi,B) | i ∈ I }≈)(lA, lB) :=
∧

i∈I ε
SA

lA
(σi,A)• ε SB

lB
(σi,B). (2.25)

We note that S̃AB is the image of Ω in qSAB.

If we adopt the following notation

∀σ̃ ∈ S̃AB, 〈σ̃〉 := Max{U ∈ P(SA ×SB) | Ω(U≈)⊒
S̃AB

σ̃ }

= {(σA,σB) | Ω({(σA,σB)}≈)⊒
S̃AB

σ̃ }, (2.26)

we note the following Galois connection

∀σ̃ ∈ S̃AB,∀U ∈ P(SA ×SB), 〈σ̃〉 ⊇U ⇔ σ̃ ⊑
S̃AB

Ω(U≈). (2.27)

Indeed, let us fix U := {(σi,A,σi,B) | i ∈ I } and σ̃ ∈ S̃AB. We have

〈σ̃〉 ⊇U ⇔ ∀i ∈ I,Ω({(σi,A,σi,B)}≈)⊒
S̃AB

σ̃

⇔ ∀i ∈ I,∀lA ∈ EA,∀lB ∈ EB, σ̃(lA, lB)≤ ε
SA

lA
(σi,A)• ε SB

lB
(σi,B)

⇔ ∀lA ∈ EA,∀lB ∈ EB, σ̃(lA, lB)≤
∧

i∈I ε
SA

lA
(σi,A)• ε SB

lB
(σi,B)

⇔ σ̃ ⊑
S̃AB

Ω(U≈). (2.28)

As a consequence of this Galois relation, we obtain that

Theorem 2.17. S̃AB is a down-complete Inf semi-lattice with

∀{Ui | i ∈ I } ⊆ P(SA ×SB),
l S̃AB

i∈I Ω((Ui)≈) = Ω((
⋃

i∈I Ui)≈). (2.29)

We will adopt the notation
d S̃AB

i∈I σi,A⊗̃σi,B := Ω({(σi,A,σi,B) | i ∈ I }≈) for any

{(σi,A,σi,B) | i ∈ I } in P(SA ×SB).
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Theorem 2.18. We have the following relations

∀{σi,A | i ∈ I} ⊆SA,∀σB ∈SB, (
lSA

i∈I σi,A)⊗̃σB =
l S̃AB

i∈I (σi,A⊗̃σB), (2.30)

∀{σi,B | i ∈ I} ⊆SB,∀σA ∈SA, σA⊗̃(
l

SB

i∈I σi,B) =
l S̃AB

i∈I (σA⊗̃σi,B). (2.31)

Proof. Rewriting of Theorem 2.13. �

Theorem 2.19. The following maps are homomorphisms

η : S̃AB −→ SA λ : S̃AB −→ SBd S̃AB

i∈I σi,A⊗̃σi,B 7→
dSA

i∈I σi,A
d S̃AB

i∈I σi,A⊗̃σi,B 7→
dSB

i∈I σi,B

(2.32)

We can obviously clarify the poset structure on S̃AB.

Lemma 2.20.

(
l S̃AB

i∈I σi,A⊗̃σi,B ⊑
S̃AB

l S̃AB

j∈Jσ ′
j,A⊗̃σ ′

j,B ) ⇔

(∀lA ∈ EA,∀lB ∈ EB,
∧

i∈I ε SA

lA
(σi,A)• ε SB

lB
(σi,B)≤

∧
j∈J ε SA

lA
(σ ′

j,A)• ε SB

lB
(σ ′

j,B)). (2.33)

This poset structure can be ”explicited” according to following lemma ad-

dressing the word problem in S̃AB.

Lemma 2.21.Ål S̃AB

i∈I σi,A⊗̃σi,B ⊑
S̃AB

σA⊗̃σB

ã

⇔
Ä
(
l

SA
k∈I σk,A) ⊑

SA
σA and (

l
SB
m∈I σm,B) ⊑

SB
σB and

Ä
∀∅ K  I, (

l
SA
k∈K σk,A) ⊑

SA
σA or (

l
SB
m∈I−K σm,B) ⊑

SB
σB

ää
(2.34)

⇔
(
∃K ,K ′ ⊆ 2I with K ∪K

′ = 2I,K ∩K
′ =∅,{∅} ∈ K

′, I ∈ K |

(
⊔

SA

K∈K

l
SA

k∈K σk,A) ⊑
SA

σA and (
⊔

SA

K′∈K ′

l
SB

m∈I−K′ σm,B) ⊑
SB

σB

ä
. (2.35)

Proof. The inequality
d S̃AB

i∈I σi,A⊗̃σi,B ⊑
S̃AB

σA⊗̃σB is equivalent to

∀lA ∈ EA,∀lB ∈ EB,
Ä∧

i∈I ε
SA

lA
(σi,A)• ε SB

lB
(σi,B)

ä
≤ ε

SA

lA
(σA)• ε SB

lB
(σB). (2.36)

We intent to choose a pertinent set of effects lA ∈ EA and lB ∈ EB to reformulate this

inequality.

Let us firstly choose lB =Y
EB

. Using (1.3), we obtain

ε
SA

lA
(
lSA

i∈I σi,A)≤ ε
SA

lA
(σA),∀lA ∈ EA, (2.37)

which leads immediately (using (1.10))
lSA

i∈I σi,A ⊑
SA

σA. (2.38)

Choosing lA =Y
EA

, we obtain along the same line

lSB

i∈I σi,B ⊑
SB

σB. (2.39)
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Let us now consider∅ K  I and let us choose lA and lB according to

ε
SA

lA
(σ) := N,∀σ ⊒

SA

lSA

k∈K σk,A and ε
SA

lA
(σ) := ⊥, elsewhere, (2.40)

ε SB

lB
(σ) := N,∀σ ⊒

SB

lSB

m∈I−K σm,B and ε SB

lB
(σ) := ⊥, elsewhere. (2.41)

We deduce, from the assumption (2.36), that, for this ∅ K  I, we have

(
lSA

k∈K σk,A ⊑
SA

σA) or (
l

SB

m∈I−K σm,B ⊑
SB

σB). (2.42)

We let the reader check that we have obtained the whole set of independent inequal-

ities reformulating the property (2.36). �

Theorem 2.22. If SA and SB admit ⊥
SA

and ⊥
SB

respectively as bottom elements,

then S̃AB admits a bottom element explicitly given by ⊥
S̃AB

=⊥
SA

⊗̃⊥
SB

.

Proof. Trivial using the expansion (2.34). �

2.4. Canonical vs. minimal tensor product

Definition 2.23. We denote by S̃
f in
AB the sub-poset of S̃AB defined as follows :

S̃
f in
AB := {Ω(U≈) |U finite subset of SA ×SB}. (2.43)

It is also a sub- Inf semi-lattice of S̃AB.

Theorem 2.24. We have the following obvious property relating the partial orders

of S̃
f in
AB and SAB. For any {(σi,A,σi,B) | i ∈ I} ⊆ f in SA ×SB,

(
l SAB

i∈I σi,A ⊗σi,B)⊑SAB
σ ′

A ⊗σ ′
B ⇒ (

l S̃AB

i∈I σi,A⊗̃σi,B)⊑
S̃AB

σ ′
A⊗̃σ ′

B. (2.44)

We denote

F̃{(σi,A,σi,B) | i ∈ I} := {(σ ′
A,σ

′
B) | (

l S̃AB

i∈I σi,A⊗̃σi,B)⊑
S̃AB

σ ′
A⊗̃σ ′

B}

= 〈
l S̃AB

i∈I σi,A⊗̃σi,B〉. (2.45)

Proof. First of all, it is clear that F̃{(σi,A,σi,B) | i ∈ I} is a bi-filter.

Secondly, it is easy to check that (σk,A,σk,B) ∈ F̃{(σi,A,σi,B) | i ∈ I} for any k ∈ I.

Indeed, for any K ⊆ I, if k ∈ K we have (
dSA

l∈K σl,A) ⊑
SA

σk,A and if k /∈ K we have

(
dSB

m∈I−K σm,B) ⊑
SB

σk,B.

As a conclusion, and by definition of F{(σi,A,σi,B) | i ∈ I} as the intersection of all

bi-filters containing (σi,A,σi,B) for any i ∈ I, we have then F̃{(σi,A,σi,B) | i ∈ I} ⊇
F{(σi,A,σi,B) | i ∈ I}.

We now use Lemma 2.7 to obtain the announced result. �

Theorem 2.25. If SA or SB are distributive (i.e. simplex), then S̃
f in
AB and SAB are

isomorphic posets.
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Proof. We now suppose that SA or SB is distributive and we intent to prove that

F{(σi,A,σi,B) | i ∈ I}= F̃{(σi,A,σi,B) | i ∈ I} for any {(σi,A,σi,B) | i ∈ I} ⊆ f in SA ×
SB.

Let us prove the following fact : every bi-filter F which contains (σk,A,σk,B) for any

k ∈ I contains also F̃{(σi,A,σi,B) | i ∈ I}. In fact, we can show that, for any bi-filter

F we have

(∀k ∈ I, (σk,A,σk,B) ∈ F)⇒

(
⊔

SA

K∈K

l
SA

k∈K σk,A,
⊔

SA

K′∈K ′

l
SB

m∈I−K′ σm,B) ∈ F,

∀K ,K ′ ⊆ 2I,K ∪K
′ = 2I,K ∩K

′ =∅,{∅} ∈ K
′, I ∈ K . (2.46)

The first step towards (2.46) is obtained by checking that ∀K ,K ′ ⊆ 2I,K ∪
K ′ = 2I,K ∩K ′ =∅,{∅} ∈ K ′, I ∈ K ,

(
⊔S

K′∈K ′

lS

m∈I−K′ σm)⊒S
(
lS

K∈K

⊔S

k∈K σk) (2.47)

for any distributive S and any collection of elements of S denoted σk for k ∈ I for

which these two sides of inequality exist. To check this fact, we have to note that,

using [1, Lemma 8 p. 50], we have first of all

(
lS

K∈K

⊔S

k∈K σk) =
⊔S

®lS

K∈K πK(A) | A ∈ ∏
K∈K

K

´
, (2.48)

where πK denotes the projection of the component indexed by K in the cardinal

product ∏K∈K K. Moreover, for any A ∈ ∏K∈K K, there exists L ∈ K
′ such that⋃

{πK(A) | K ∈ K } ⊇ (I r L) and then (
dS

K∈K
πK(A)) ⊑S

(
dS

m∈I−L σm) ⊑S

(
⊔S

K′∈K ′

dS

m∈I−K′ σm). As a result, we obtain the property (2.47).

The second step towards (2.46) consists in showing that

(∀k ∈ I, (σk,A,σk,B) ∈ F) ⇒ (
⊔

SA

K∈K

l
SA
k∈K σk,A,

l
SB

K∈K

⊔
SB
k∈K σk,B) ∈ F (2.49)

for any K ⊆ 2I . This intermediary result is obtained by induction on the complexity

of the polynomial (
⊔SA

K∈K

dSA
k∈K σk,A) by using the following elementary result

∀σA,σ
′
A ∈SA,σB,σ

′
B ∈SB,

(
(σA,σB),(σ

′
A,σ

′
B) ∈ F

)
⇒®

(σA ⊔SA
σ ′

A,σB ⊓SB
σ ′

B) ∈ F

(σA ⊓SA
σ ′

A,σB ⊔SB
σ ′

B) ∈ F

trivially deduced using the bi-filter character of F , i.e. properties (2.3)(2.4)(2.5).

As a final conclusion, using the explicit definition of F{(σi,A,σi,B) | i ∈ I}
as the intersection of all bi-ideals containing (σk,A,σk,B) for any k ∈ I, we obtain

F̃{(σi,A,σi,B) | i ∈ I}= F{(σi,A,σi,B) | i ∈ I}.

S̃
f in
AB and SAB are then isomorphic posets. �
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Remark 2.26. We note that the distributivity property is a key condition to obtain

previous isomorphism between S̃
f in
AB and SAB. Indeed, let us consider that SA and SB

are both defined as the Inf semi-lattice associated to the following Hasse diagram

S
(1)

3 . According to (2.34), we have (⊥
SA

,⊥
SB

) ∈ F̃{(σ1,σ1),(σ2,σ2),(σ3,σ3)}.

However, we have obviously (⊥
SA

,⊥
SB

) /∈ F{(σ1,σ1),(σ2,σ2),(σ3,σ3)}.

2.5. Properties of the minimal tensor product

Let us now consider that SA and SB have a description in terms of pure states. We

intend to prove that S̃AB inherits a description in terms of pure states.

Theorem 2.27.

S̃
pure

AB = {σA⊗̃σB | σA ∈S
pure

A ,σB ∈S
pure

B }= Max(S̃AB) (2.50)

Proof. First of all, it is a trivial fact that the completely meet-irreducible elements

of S̃AB are necessarily pure tensors of S̃AB, i.e. elements of the form σA⊗̃σB.

Let us then consider σA⊗̃σB a completely meet-irreducible element of S̃AB and let

us assume that σA =
dSA

i∈I σi,A for σi,A ∈SA for any i ∈ I. We have then (σA⊗̃σB) =

((
dSA

i∈I σi,A)⊗̃σB)=
d S̃AB

i∈I (σi,A⊗̃σB). On another part, σA⊗̃σB being completely meet-

irreducible in S̃AB, there exists k ∈ I such that σA⊗̃σB = σk,A⊗̃σB, i.e, σA = σk,A.

As a conclusion, σA is completely meet-irreducible. In the same way, σB is com-

pletely meet-irreducible. As a first result, pure states of S̃AB are necessarily of the

form σA⊗̃σB with σA ∈S
pure

A ,σB ∈S
pure

B .

Conversely, let us consider σA a pure state of SA and σB a pure state of SB, and let

us suppose that (
d S̃AB

i∈I σi,A⊗̃σi,B) = (σA⊗̃σB) with σi,A ∈SA and σi,B ∈SB for any

i ∈ I. We now exploit the two conditions (
dSA

k∈I σk,A) = σA and (
dSB

m∈I σm,B) = σB

derived from the expansion (2.34). From σA ∈ Max(SA) and σB ∈ Max(SB), we

deduce that σi,A = σA and σ j,B = σB for any i, j ∈ I. As a second result, we have

then obtained that the state (σA⊗̃σB), with σA a pure state of SA and σB a pure state

of SB, is completely meet-irreducible.

From the expansion (2.34), we deduce also immediately that (σA⊗̃σB) ∈ Max(S̃AB)
as long as σA ∈ Max(SA) and σB ∈ Max(SB). �

Theorem 2.28.

∀σ ∈ S̃AB, σ =
l S̃AB

σ
S̃AB

, where σ
S̃AB

= (S̃
pure

AB ∩ (↑
S̃AB

σ)). (2.51)

Proof. Let us fix σ ∈ S̃AB.

We note that σ ⊑
S̃AB

σ ′ for any σ ′ ∈ (S̃
pure

AB ∩ (↑
S̃ABσ)) and then σ ⊑

S̃AB

d S̃AB σ
S̃AB

.

Secondly, denoting σ := (
d S̃AB

i∈I σi,A⊗̃σi,B), we note immediately that, for any σA ∈

S
pure
A and σB ∈S

pure
B , if σA ⊒

SA
σi,A and σB ⊒

SB
σi,B, then (σA⊗̃σB)⊒SAB

σ , i.e.

(σA⊗̃σB) ∈ σ
S̃AB

. As a consequence, we have

(
l S̃AB

i∈I

l S̃AB

σA∈S
pure
A

| σA⊒SA
σi,A

l S̃AB

σB∈S
pure
B | σB⊒SB

σi,B
σA⊗̃σB)⊒

S̃AB

l S̃AB
σ

S̃AB

. (2.52)
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Endly, using Theorem 2.18,we have

σ =
l S̃AB

i∈I σi,A⊗̃σi,B =
l S̃AB

i∈I (
l S̃AB

σA∈S
pure
A | σA⊒SA

σi,A
σA)⊗̃(

l S̃AB

σB∈S
pure
B | σB⊒SB

σi,B
σB)

=
l S̃AB

i∈I

l S̃AB

σA∈S
pure
A | σA⊒SA

σi,A

l S̃AB

σB∈S
pure
B | σB⊒SB

σi,B
σA⊗̃σB. (2.53)

As a final conclusion, we obtain

σ = (
l S̃AB

i∈I

l S̃AB

σA∈S
pure
A | σA⊒SA

σi,A

l S̃AB

σB∈S
pure
B | σB⊒SB

σi,B
σA⊗̃σB) =

l S̃AB
σ

S̃AB

. (2.54)

�

Theorem 2.29. Let σ̃AB and σ̃ ′
AB be two elements of S̃AB having a common upper-

bound. Then the supremum of {σ̃AB, σ̃
′
AB} exists in S̃AB and its expression is given

by

σ̃AB ⊔
S̃AB

σ̃ ′
AB =

l S̃AB

σ̃∈(σ̃AB
S̃AB

∩ σ̃ ′
AB

S̃AB

) σ̃ (2.55)

Proof. As long as σ̃AB and σ̃ ′
AB have a common upper-bound, σ̃AB ∩ σ̃ ′

AB is not

empty. Secondly, it is clear that σ̃AB = (
d S̃AB

σ̃∈σ̃AB
σ̃) ⊑

S̃AB

d S̃AB

σ̃∈σ̃AB∩σ̃ ′
AB

σ̃ and σ̃ ′
AB =

(
d S̃AB

σ̃∈σ̃ ′
AB

σ̃) ⊑
S̃AB

d S̃AB

σ̃∈σ̃AB∩σ̃ ′
AB

σ̃ . Then, if we suppose there exists σ̃ ′′
AB such that

σ̃AB, σ̃
′
AB ⊑

S̃AB
σ̃ ′′

AB we can use Theorem 2.28 to obtain the decomposition σ̃ ′′
AB =

(
d S̃AB

σ̃∈σ̃ ′′
AB

σ̃) with necessarily ∀σ̃ ∈ σ̃ ′′
AB, σ̃AB ⊑

S̃AB
σ̃ and σ̃ ′

AB ⊑
S̃AB

σ̃ , i.e. σ̃ ∈ σ̃AB∩

σ̃ ′
AB, and then (

d S̃AB

σ̃∈σ̃AB∩σ̃ ′
AB

σ̃)⊑
S̃AB

σ̃ ′′
AB. �

Theorem 2.30. If SA and SB are distributive (i.e. simplex), then S̃AB is also dis-

tributive (i.e. a simplex).

Note, using Theorem 2.25, that, in this situation, we have also S̃
f in
AB = SAB.

In that case, the explicit expression for the supremum of two elements in S̃
f in
AB is given

by

(
l S̃AB

i∈I σi,A⊗̃σi,B)⊔
S̃AB

(
l S̃AB

j∈Jσ ′
j,A⊗̃σ ′

j,B) =

=
l S̃AB

i∈I, j∈J (σi,A ⊔SA
σ ′

j,A)⊗̃(σi,B ⊔SB
σ ′

j,B). (2.56)

Proof. Using Theorem 2.25, we note that, as soon as SA or SB is distributive, we

have S̃AB = SAB as Inf semi-lattices. We are then reduced to prove the distributivity

of SAB. This theorem is then a direct consequence of [3, Theorem 3].

�

Theorem 2.31. Let us consider σ1,A and σ2,A two distinct elements of SA , and σ1,B

and σ2,B two distinct elements of SB. We have then

(Φ ⊐
S̃AB

(σ1,A⊗̃σ1,B ⊓
S̃AB

σ2,A⊗̃σ2,B) and Φ ∈ Max(S̃AB))⇒

Φ ∈ {σ1,A⊗̃σ1,B , σ2,A⊗̃σ2,B }. (2.57)
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Proof. Direct consequence of the expansion (2.34) with Theorem 2.27. �

2.6. From maximal to regular tensor product

In the present subsection we will assume the following supplementary condition

satisfied by an element Φ ∈ qSAB :

Φ(YEA
,YEB

) = N. (2.58)

We note that an element Φ ∈ S̃AB satisfies necessarily this condition.

Lemma 2.32. For any Φ ∈ qSAB, we have

∀lB ∈ EB, Φ(YEA
, lB) = N (2.59)

∀lA ∈ EA, Φ(lA,YEB
) = N. (2.60)

Proof. Using (2.10) (2.11) and (2.12), we deduce for any Φ ∈ qSAB the following

equations

Φ(YEA
,YEB

) = N (2.61)

Φ(YEA
,YEB

) = N (2.62)

Using (2.61)(2.62) (2.12)(2.58) and (2.8)(2.9), we deduce for any Φ ∈ qSAB the

following equations

Φ(YEA
,⊥EB

) = N (2.63)

Φ(⊥EB
,YEA

) = N (2.64)

Φ(YEA
,⊥EB

) =⊥ (2.65)

Φ(⊥EB
,YEA

) =⊥. (2.66)

We have also, using (2.63) (2.65) and (2.8), for any Φ ∈ qSAB the following

equation

Φ(⊥EA
,⊥EB

) =⊥. (2.67)

From (2.63) and (2.9), we deduce that, for any lB ∈ EB we have Φ(YEA
, lB)∧

Φ(YEA
, lB) = N and then Φ(YEA

, lB) = N. Here we have used the obvious property

lB⊓EB
lB =⊥EB

satisfied by any lB ∈EB. In the same way, using (2.64) and (2.8), we

obtain the symmetric property. As a result of our investigations of the consequences

of (2.63) and (2.64), we have obtained for any Φ ∈ qSAB the equations (2.59) and

(2.60). �

Let us now investigate the consequences of (2.59) and (2.60).

Lemma 2.33. Let us consider any Φ in qSAB and any lA ∈ EA. We are necessarily in

one of the following three cases

(1)




Φ(lA,YEB
) = N, Φ(lA,YEB

) = Y,
∀lB ∈ EB, Φ(lA, lB) = N,

∀lB, l
′
B ∈ EB | lB ⊓EB

l′B =⊥EB
, (Φ(lA, lB) , Φ(lA, l

′
B)) /∈ {(N,N),(Y,Y)}.

(2.68)
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(2)




Φ(lA,YEB
) = Y, Φ(lA,YEB

) = N,

∀lB ∈ EB, Φ(lA, lB) = N,
∀lB, l

′
B ∈ EB | lB ⊓EB

l′B =⊥EB
, (Φ(lA, lB) , Φ(lA, l

′
B)) /∈ {(N,N),(Y,Y)}.

(2.69)

(3)




Φ(lA,YEB
) =⊥, Φ(lA,YEB

) =⊥,
∀lB, l

′
B ∈ EB | lB ⊓EB

l′B =⊥EB
, (Φ(lA, lB) , Φ(lA, l

′
B)) /∈ {(N,N),(Y,Y)},

∀lB, l
′
B ∈ EB | lB ⊓EB

l′B =⊥EB
, (Φ(lA, lB) , Φ(lA, l

′
B)) /∈ {(N,N),(Y,Y)}.

(2.70)

Proof. The distinction between the three cases is directly inherited from (2.10).

Let us consider the first case : Φ(lA,YEB
) = N and Φ(lA,YEB

) = Y. Using

Φ(lA,YEB
) = N and (2.60) and (2.9), we obtain Φ(lA,⊥EB

) = N and then, ∀lB ∈

EB,Φ(lA, lB) = N. Secondly, using Φ(lA,YEB
) = Y and (2.60) and (2.9), we obtain

Φ(lA,⊥EB
) =⊥, which means that for any lB, l

′
B ∈ EB such that lB ⊓EB

l′B =⊥EB
we

have Φ(lA, lB)∧Φ(lA, l
′
B) =⊥.

The second case (Φ(lA,YEB
) = Y and Φ(lA,YEB

) = N) is treated exactly in

the same way as the first case.

Let us conclude with the third case : Φ(lA,YEB
) =⊥ and Φ(lA,YEB

) =⊥. Us-

ing (2.60) and (2.9), we obtain Φ(lA,⊥EB
) =⊥ and Φ(lA,⊥EB

) = ⊥, which means

that, for any lB, l
′
B ∈ EB such that lB ⊓EB

l′B =⊥EB
we have Φ(lA, lB)∧Φ(lA, l

′
B) =⊥

and Φ(lA, lB)∧Φ(lA, l
′
B) =⊥. This concludes the proof. �

If we restrict ourselves to the elements of S̃AB, the conditions are in fact more

severe.

Lemma 2.34. Let us now fix Φ∈ S̃AB and lA ∈EA, and let us suppose that Φ(lA,YEB
)=

Y. Then, for any lB ∈ EB, we have

(Φ(lA, lB) , Φ(lA, lB)) ∈ {(Y,N),(N,Y),(⊥,⊥)}. (2.71)

Proof. Let us consider that Φ =
d qSAB

i∈I ι
qSAB(σi,A,σi,B) =

d S̃AB

i∈I σi,A⊗̃σi,B.

We have then Y=Φ(lA,YEB
)=

∧
i∈Iε

SA

lA
(σi,A)•εSB

YEB
(σi,B)=

∧
i∈Iε

SA

lA
(σi,A)•Y=

∧
i∈Iε

SA

lA
(σi,A) = ε

SA

lA
(
dSA

i∈I σi,A). As a consequence, we obtain ε
SA

lA
(σi,A) = Y for

any i ∈ I. As a result, we obtain Φ(lA, lB) =
∧

i∈Iε
SA

lA
(σi,A) • εSB

lB
(σi,B) =

∧
i∈IY •

εSB
lB

(σi,B) =
∧

i∈Iε
SB
lB

(σi,B) = εSB
lB

(
dSB

i∈I σi,B). We now observe that Φ(lA, lB) =

εSB

lB
(
dSB

i∈I σi,B) = εSB

lB
(
dSB

i∈I σi,B) = Φ(lA, lB). This concludes the proof. �

Lemma 2.35. Let us now fix Φ∈ S̃AB and lA ∈EA, and let us suppose that Φ(lA,YEB
)=

⊥. Then, for any lB, l
′
B ∈ EB such that lB ⊓EB

l′B =⊥EB
, we have

(Φ(lA, lB) , Φ(lA, l
′
B)) ∈ {(⊥,N),(N,⊥),(⊥,⊥)}. (2.72)
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Proof. Let us consider that Φ =
d qSAB

i∈I ι
qSAB(σi,A,σi,B) =

d S̃AB

i∈I σi,A⊗̃σi,B.

As it has been clarified in the third case of Lemma 2.33, we have then necessarily

(Φ(lA, lB) , Φ(lA, l
′
B)) /∈ {(N,N),(Y,Y)}. Let us suppose that Φ(lA, lB) = Y. Due to

the expression (1.3), we have then necessarily ε
SA

lA
(σi,A) = Y and εSB

lB
(σi,B) = Y

for any i ∈ I and then, in particular, Y =
∧

i∈Iε
SA

lA
(σi,A) =

∧
i∈Iε

SA

lA
(σi,A) •Y =

∧
i∈Iε

SA

lA
(σi,A)•εSB

YEB
(σi,B) =Φ(lA,YEB

) =⊥, which is contradictory. As a conclu-

sion, we cannot have Φ(lA, lB) = Y. In the same way, we cannot have Φ(lA, l
′
B) = Y.

This concludes the proof. �

Definition 2.36. We define the regular tensor product SA⊗̂SB as follows

SA⊗̂SB ⊆ SA q⊗SB (2.73)

∀Φ ∈SA⊗̂SB we require

∀lA ∈ EA,∀lB ∈ EB, Φ(lA,YEB
) = Φ(YEA

, lB) = N, (2.74)

∀lA ∈ EA, Φ(lA,YEB
) = Y ⇒ ∀lB ∈ EB,

(Φ(lA, lB) , Φ(lA, lB)) ∈ {(Y,N),(N,Y),(⊥,⊥)}, (2.75)

∀lB ∈ EB, Φ(YEA
, lB) = Y ⇒ ∀lA ∈ EA,

(Φ(lA, lB) , Φ(lA, lB)) ∈ {(Y,N),(N,Y),(⊥,⊥)}, (2.76)

∀lA ∈ EA, Φ(lA,YEB
) =⊥ ⇒ ∀lB, l

′
B ∈ EB | lB ⊓EB

l′B =⊥
EB
,

(Φ(lA, lB) , Φ(lA, l
′
B)) ∈ {(⊥,N),(N,⊥),(⊥,⊥)},(2.77)

∀lB ∈ EB, Φ(YEA
, lB) =⊥ ⇒ ∀lA, l

′
A ∈ EA | lA ⊓EA

l′A =⊥
EA
,

(Φ(lA, lB) , Φ(l′A, lB)) ∈ {(⊥,N),(N,⊥),(⊥,⊥)}.(2.78)

Lemma 2.37. SA⊗̂SB is a sub Inf semi-lattice of the maximal tensor product

SA q⊗SB satisfying SA⊗̃SB ⊆SA⊗̂SB.

Proof. Trivial. �

2.7. Regular vs. minimal tensor product

After having defined the regular tensor product, we intent to show that SA⊗̂SB is

free from the spurious states present in SA q⊗SB. To be precise, we intent to show

that SA⊗̂SB is identical to SA⊗̃SB and then to SA⊗SB (due to Theorem 2.25) as

soon as SA or SB is a simplex (i.e. is distributive).

Theorem 2.38.

(SA or SB simplex) ⇒ SA⊗̂SB =SA⊗̃SB =SA⊗SB. (2.79)

Proof. In the following, SA will be chosen to be equal to B. The general case,

where SA is given as a generic simplex space of states, follows the same line of

proof.

We recall that E
pure

B is simply given by {Y
EB

,Y
EB

, l
(Y,N)

, l
(Y,N)

} and we will denote

by u the pure effect l
(Y,N)

.

We will consider an element Φ in SA⊗̂SB and we will assume that this element is

maximal in SA⊗̂SB.
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To begin, we note that, due to this maximality condition, we must necessarily have

Φ(u,YEB
) ∈ {Y,N}. Indeed, let us suppose that Φ(u,YEB

) = ⊥ and let us exhibit

a contradiction.

Let us define the element of SA⊗̂SB denoted Ψ in terms of the following

decomposition by pure effects (see Theorem 1.16)

Ψ(lA, lB) :=
∧

l′A∈ lA EA

∧
l′B∈ lB EB

Ψ(l′A, l
′
B) (2.80)

with

Ψ(Y
EB

,Y
EB
) := Y (2.81)

Ψ(Y
EB

, lB) := N (2.82)

∀lA ∈S
pure

A , Ψ(lA,YEB
) := N (2.83)

Ψ(u,Y
EB
) := Y (2.84)

Ψ(u,Y
EB
) := N (2.85)

∀lB ∈S
pure

B , Ψ(u, lB) := Y if Φ(u, lB) = N (2.86)

∀lB ∈S
pure

B , Ψ(u, lB) := N if Φ(u, lB) = N (2.87)

∀lB ∈S
pure

B , Ψ(u, lB) :=⊥ if Φ(u, lB) = Φ(u, lB) =⊥ (2.88)

∀lB ∈S
pure

B , Ψ(u, lB) := N (2.89)

∀lB ∈S
pure

B , Ψ(Y
EB

, lB) := Y if Φ(u, lB) = N (2.90)

∀lB ∈S
pure

B , Ψ(Y
EB

, lB) := N if Φ(u, lB) = N (2.91)

∀lB ∈S
pure

B , Ψ(Y
EB

, lB) := Ψ(Y
EB

, lB) :=⊥ if Φ(u, lB) = Φ(u, lB) =⊥. (2.92)

We remark immediately that

Ψ ⊐
SA⊗̂SB

Φ. (2.93)

We have then obtained a contradiction as long as Φ was assumed to be maximal. As

a conclusion, we have then obtained Φ(u,YEB
) ∈ {Y,N}.

Let us then consider that

Φ(u,YEB
) = Y. (2.94)

From (2.94) and using property (2.10), we have then immediately

Φ(u,YEB
) = N. (2.95)

and then, using (2.74) and (2.9)

Φ(u,⊥EB
) = N. (2.96)

and then, using once again (2.9)

∀lB ∈ EB, Φ(u, lB) = Φ(u, lB) = N. (2.97)

From requirement (2.75), we obtain

∀lB ∈ EB, (Φ(u, lB) , Φ(u, lB)) ∈ {(Y,N),(N,Y),(⊥,⊥)}. (2.98)
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From this result, we note that the map lB 7→ Φ(u, lB) satisfies the requirements of

Theorem 1.4, i.e.

∀{li,B | i ∈ I} ⊆ EB, Φ(u,
lEB

i∈i
li,B) =

∧
i∈I Φ(u, li,B), (2.99)

∀lB ∈ EB, Φ(u, lB ) = Φ(u, lB), (2.100)

Φ(u,YE) = Y. (2.101)

Then, we have

∃! σu ∈SB | ∀lB ∈ EB, εSB

lB
(σu) = Φ(u, lB). (2.102)

By the way, using the same theorem, we note also obviously that

∃! σ
YEB

∈SB | ∀lB ∈ EB, εSB

lB
(σ

YEB

) = Φ(YEB
, lB). (2.103)

Let us now prove that σ
YEB

= σu.

In (2.98), we distinguish three cases. In the case where

(Φ(u, lB) , Φ(u, lB)) = (Y,N) (2.104)

we deduce, using (2.97), that

(Φ(⊥, lB) , Φ(⊥, lB)) = (⊥,N). (2.105)

Using (2.8), we first deduce that (Φ(YEB
, lB) , Φ(YEB

, lB)) = (N,N). Now, using

(2.11),we conclude that

(Φ(YEB
, lB) , Φ(YEB

, lB)) = (Y,N). (2.106)

Reciprocally, if (Φ(YEB
, lB) , Φ(YEB

, lB)) = (Y,N), we deduce, using (2.74) and

(2.8) that

(Φ(⊥, lB) , Φ(⊥, lB)) = (⊥,N). (2.107)

Using (2.8), we first deduce that (Φ(u, lB) , Φ(u, lB))= (N,N). Now, using Φ(YEB
, lB)=

Y and requirement (2.76), we deduce that

(Φ(u, lB) , Φ(u, lB)) ∈ {(Y,N),(N,Y),(⊥,⊥)}. (2.108)

However, from (2.96) and Φ(u, lB) = N, we deduce, using (2.9), that Φ(u, lB) = N,

and then, from (2.108), necessarily Φ(u, lB) = Y. As a conclusion, we have obtained

the equivalence between (Φ(u, lB) , Φ(u, lB))= (Y,N) and (Φ(YEB
, lB) , Φ(YEB

, lB))=
(Y,N).
In the same way, we obtain that (Φ(YEB

, lB) , Φ(YEB
, lB)) = (N,Y) is equivalent

to (Φ(u, lB) , Φ(u, lB)) = (N,Y). And obviously the only remaining case is obtained,

i.e. (Φ(YEB
, lB) , Φ(YEB

, lB))= (⊥,⊥) is equivalent to (Φ(u, lB) , Φ(u, lB))= (⊥,⊥).

As a conclusion, we have obtained (Φ(YEB
, lB) , Φ(YEB

, lB))= (Φ(u, lB) , Φ(u, lB))
for any lB ∈ EB, i.e.

∀lB ∈ EB, εSB

lB
(σ

YEB

) = εSB

lB
(σu). (2.109)

In other words,

σ
YEB

= σu. (2.110)
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It is clear that, as long as Φ is chosen to be maximal, σu must be a maximal state.

We can then summarize previous results :

Φ(u,YEB
) = Y ⇒ ∃!σ ∈S

pure

B | ∀lB ∈ EB,





Φ(YEB
, lB) = εBYEB

(Y)• εSB

lB
(σ)

Φ(u, lB) = εBu (Y)• εSB

lB
(σ)

Φ(u, lB) = εBu (Y)• εSB

lB
(σ)

Φ(YEB
, lB) = εB

YEB

(Y)• εSB

lB
(σ)

(2.111)

Following an analogous way, we obtain

Φ(u,YEB
) = N ⇒ ∃!σ ∈S

pure

B | ∀lB ∈ EB,





Φ(YEB
, lB) = εBYEB

(N)• εSB

lB
(σ)

Φ(u, lB) = εBu (N)• εSB

lB
(σ)

Φ(u, lB) = εBu (N)• εSB

lB
(σ)

Φ(YEB
, lB) = εB

YEB

(N)• εSB

lB
(σ)

(2.112)

As a final conclusion, as long as Φ is maximal, Φ is necessarily a maximal element

in B⊗̃SB (see Theorem 2.27). Then, we obtain the final conclusion :

B⊗̂SB = B⊗̃SB. (2.113)

The equality B⊗SB =B⊗̃SB had already been obtained in Theorem 2.25. �

Theorem 2.39. (SA,EA,ε
SA) and (SB,EB,ε

SB) are states-effects Chu spaces

where SA and SB are chosen to be non-simplex orthocomplemented spaces of states

and where EA and EB are chosen respectively to be the reduced effects spaces ESA

and ESB
. The tensor products SA q⊗SB and SA⊗̃SB are defined respectively ac-

cording to subsection 2.2 and subsection 2.3 and the regular tensor productSA⊗̂SB

is defined according to subsection 2.6 with these choices. As a result, we have

SA⊗̃SB  SA⊗̂SB. (2.114)

Proof. SA being a non-simplex orthocomplemented space of states, there exists

a pair of states α1,α2 in SA such that α⋆
1 6⊑

SA
α2 and α1 6⊑

SA
α2. Indeed, if it

was wrong that such a pair exist, we could, for any α , define a morphism ψα

defined by ∀σ ∈ SA, ψα(σ) := ε
SA

l(α,α⋆ )
(σ), which would satisfy ψα(α) = Y and

ψα(S
pure

A ) ⊆ {Y,N} In other words, this would impose SA to be a simplex (this

result is a consequence of Lemma 1.8), which is false by assumption. Let us then fix

such a pair (α1,α2). Let us consider the subset Iα1
of α1

SA

defined by Iα1
:= {α ∈

α1
SA

| α⋆ ⊑
SA

α2}. We have necessarily Iα1
 α1

SA

, because Iα1
= α1

SA

would

imply α⋆
1 = (

dSA Iα1
)⋆ ⊑

SA
α2 which is false by assumption. Then, we can always

choose σ1 ∈ (α1
SA

r Iα1
) ⊆S

pure

A and σ2 ∈ α2
SA

⊆ S
pure

A such that σ⋆
1 6⊑

SA
σ2 and

σ1 6= σ2. We note that σ⋆
1 is an atom of SA. Analogously, we can choose a pair of

states τ1,τ2 in S
pure

B such that τ⋆1 6⊑
SB

τ2 and τ1 6= τ2. We note also that τ⋆1 is an atom

of SB.
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It is now rather easy to check that the following supremum exists in qSAB

Σ := (σ1⊗̃τ1 ⊓
S̃AB

σ2⊗̃τ2)⊔qSAB

(σ⋆
1 ⊗̃⊥

SB
⊓

S̃AB

⊥
SA

⊗̃τ⋆1 ) (2.115)

the explicit expression is indeed simply given in terms of the following decomposi-

tion by pure effects (see Theorem 1.16) :

Σ(lA, lB) :=
∧

l′A∈ lA EA

∧
l′B∈ lB EB

Σ(l′A, l
′
B) (2.116)





Σ(YEA
,YEB

) = Y

Σ(YEA
, lB) = Σ(lA,YEB

) = N, ∀lA ∈ E
pure

A ,∀lB ∈ E
pure

B ,

Σ(YEA
, lB) = Σ(lA,YEB

) =⊥, ∀lA ∈ E
pure

A ,∀lB ∈ E
pure

B ,
Σ(l(σ1,σ

⋆
1 )
, l(τ1,τ

⋆
1 )
) = N

Σ(l(σ⋆
1 ,σ1), l(τ⋆2 ,τ2)) = N

Σ(l(σ⋆
2 ,σ2), l(τ⋆1 ,τ1)) = N

Σ(lA, lB) =⊥ for any other pair (lA, lB) ∈ E
pure

A ×E
pure

B .

(2.117)

Using (2.34), σ⋆
1 6⊑

SA
σ1, σ⋆

1 6⊑
SA

σ2, σ1 6= σ2, τ⋆1 6⊑
SB

τ1, τ⋆1 6⊑
SB

τ2 and τ1 6= τ2,

we deduce

(σ⋆
1 ⊗̃⊥

SB
⊓

S̃AB
⊥

SA
⊗̃τ⋆1 ) 6⊑

S̃AB
σ1⊗̃τ1, (2.118)

(σ⋆
1 ⊗̃⊥

SB
⊓

S̃AB

⊥
SA

⊗̃τ⋆1 ) 6⊑
S̃AB

σ2⊗̃τ2, (2.119)

and (σ1⊗̃τ1 ⊓
S̃AB

σ2⊗̃τ2)
S̃AB

= {σ1⊗̃τ1 , σ2⊗̃τ2 } (because of Theorem 2.31).

As a consequence, we conclude that

Σ ∈ SA⊗̂SBrSA⊗̃SB. (2.120)

�

Remark 2.40. For the same reasons, we note that Σ is not an element of the canoni-

cal tensor product SA⊗SB either. This is a strong argument in favor of the adoption

of SA⊗̂SB as the fundamental tensor product of generic SA and SB.

2.8. Channels of the bipartite experiments

Let us consider a channel ( f , f ∗) from a States/Effects Chu space (SA1
,EA1

,εSA1 )

to another States/Effects Chu space (SA2
,EA2

,εSA2 ). Let us also consider a channel

(g,g∗) from the Chu space (SB1
,EB1

,εSB1 ) to the Chu space (SB2
,EB2

,εSB2 ).

We define the channel (( f ⊗̂g),( f ⊗̂g)∗) from the States/Effects Chu space

(ŜA1B1
, ÊA1B1

,ε ŜA1B1 ) to the States/Effects Chu space (ŜA2B2
, ÊA2B2

,ε ŜA2B2 ) by

(( f ⊗̂g)(Σ))(lA, lB) := Σ( f ∗(lA),g
∗(lB)) (2.121)

We define the channel (( f ⊗̃g),( f ⊗̃g)∗) from the States/Effects Chu space

(S̃A1B1
, ẼA1B1

,ε S̃A1B1 ) to the States/Effects Chu space (S̃A2B2
, ẼA2B2

,ε S̃A2B2 ) by

( f ⊗̃g)(
l S̃A1B1

i∈I σi,A1
⊗̃σi,B1

) :=
l S̃A2B2

i∈I f (σi,A1
)⊗̃g(σi,B1

). (2.122)
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3. Conclusion

The study of the tensor product of semi-lattices is an old story which has debuted by

G.A.Fraser’s proposal [2][3]. Although this construction is particularly interesting

for its universal nature, it is disappointing in many respects.

In the present paper, we are interested by Inf semi-lattices with a bottom element.

These spaces are called ”spaces of states”. We plug any of these spaces of states

as the carrier space of a bi-extensional Chu space. This Chu space is associated to

a target space given by the three elements boolean Inf semi-lattice denoted B and

defined in our preamble. The co-carrier of this Chu space is called ”space of ef-

fects”. After a general introduction of these elements (section 1), we proceed to the

description of our tensor products constructions and to the analysis of their prop-

erties (Section 2). Hence, we naturally define the tensor product of two spaces of

states as the set of bimorphic maps defined from the cartesian product of the asso-

ciated spaces of effects to the target space B. By defining on the target space B a

commutative monoid law, which is distributive with respect to the conjunction law,

we show that the pure tensors can be embedded into this tensor product space. This

construction leads to the definition of two extreme tensor products called minimal

and maximal tensor products (subsections 2.3 and 2.2). After having explored the

properties of the minimal tensor product (subsection 2.5), and in particular analized

its relation with canonical tensor product, we proceed to a careful analysis of the

maximal tensor product and we are led to define a regularized tensor product in

subsection 2.6. The subsection 2.7 is dedicated to the study of this regular tensor

product. In particular, it is proved that the regular tensor product of two spaces of

states is equal to their canonical (and minimal) tensor product as soon as one of these

spaces of states is distributive. It is also proved that, when both spaces of states are

non-distributive, the regular tensor product is strictly larger than the minimal tensor

product and is different from the canonical tensor product. This is a strong argument

for the adoption of our regular tensor product as the fundamental tensor product of

a pair of Inf semi-lattices with bottom element.
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