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#### Abstract

Galaxies selected at $170 \mu \mathrm{~m}$ by the Infrared Space Observatory (ISO) Far-IR BACKground (FIRBACK) survey represent the brightest $\sim 10$ per cent of the cosmic infrared background. Examining their nature in detail is therefore crucial for constraining models of galaxy evolution. Here, we combine Spitzer archival data with previous near-infrared (near-IR), far-IR, and submillimetre (submm) observations of a representative sample of 22 FIRBACK galaxies spanning three orders of magnitude in IR luminosity. We fit a flexible, multicomponent, empirical SED model of star-forming galaxies designed to model the entire $\sim 1-1000 \mu \mathrm{~m}$ wavelength range. The fits are performed with a Markov Chain Monte Carlo (MCMC) approach, allowing for meaningful uncertainties to be derived. This approach also highlights degeneracies such as between $T_{\mathrm{d}}$ and $\beta$, which we discuss in detail. From these fits and standard relations we derive: $L_{\mathrm{IR}}, L_{\mathrm{PAH}}$, star formation rate (SFR), $\tau_{V}, M_{*}, M_{\text {dust }}, T_{\mathrm{d}}$, and $\beta$. We look at a variety of correlations between these and combinations thereof in order to examine the physical nature of these galaxies. Our conclusions are supplemented by morphological examination of the sources, and comparison with local samples. We find the bulk of our sample to be consistent with fairly standard size and mass disc galaxies with somewhat enhanced star formation relative to local spirals, but likely not bona fide starbursts. A few higher-z luminous infrared galaxies (LIGs) and ultraluminous infrared galaxies (ULIGs) are also present, but contrary to expectation, they are weak mid-IR emitters and overall are consistent with star formation over an extended cold region rather than concentrated in the nuclear regions. We discuss the implications of this study for understanding populations detected at other wavelengths, such as the bright $850-\mu \mathrm{m}$ Submillimetre Common-User Bolometer Array (SCUBA) sources or the faint Spitzer $24-\mu \mathrm{m}$ sources.
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## 1 INTRODUCTION

Understanding the full-infrared (full-IR) spectral energy distribution (SED) of galaxies is essential for a complete picture of star formation in the Universe. Measurements of the cosmic background radiation allow us to infer that about half the energy ever generated by stars was reprocessed by dust into the IR (see Hauser \& Dwek 2001, for a review). This emission is increasingly important at higher redshifts where the star formation density of the Universe is larger than today. Modelling the contribution of different galaxy populations to the cosmic infrared background (CIB) requires detailed knowledge of the SEDs of star-forming galaxies. The variation in SED shapes is

[^0]a key uncertainty when comparing populations selected at different wavelengths or testing galaxy-evolution models.

In this paper, we discuss the full-IR SED $(\sim 1-1000 \mu \mathrm{~m})$, which roughly spans the wavelengths between stellar and synchrotrondominated emission. Traditionally, studying this entire range at once has been difficult, since mid-IR ( $<60 \mu \mathrm{~m}$ ) observations could not reach much beyond the local Universe, ${ }^{1}$ while submillimetre (submm) observations also only exist for very local, IRbright, galaxies (e.g. Dunne \& Eales 2001), or else the blank-sky Submillimetre Common-User Bolometer Array (SCUBA) sources which peak at $z \sim 2-3$ (Chapman et al. 2005). The latter typically

[^1]have only one or two other wavelength detections in addition to the SCUBA $(850-\mu \mathrm{m})$ one, which makes their interpretation particularly dependent on the SED model assumed (see Blain et al. 2002, for a review). Due to these past observational limitations, we still do not know (beyond some generalized trends) the full range of galaxy SED shapes, how exactly they are related to the underlying physical conditions in the galaxy, and therefore how they may vary across cosmic time as the galaxies evolve.

With the advent of the Spitzer Space Telescope (Werner et al. 2004), we can for the first time observe the mid-IR properties of large numbers of sources over a cosmologically significant extent in redshift (e.g. Lonsdale et al. 2003). Spitzer covers the range $3-160 \mu \mathrm{~m}$. The obvious next step towards characterizing the fullIR SEDs of galaxies is therefore to link Spitzer observations with longer-wavelength samples, especially including submm observations. In this regard, the quality and quantity of the available submm data are the limiting factors.

The sample discussed here is selected from the $170-\mu \mathrm{m}$ FarIR BACKground (FIRBACK) ELAIS-N1 catalogue (Puget et al. 1999; Dole et al. 2001). The selection is based on an existing radio detection, which we followed up with both deep near-IR and submm observations (Scott et al. 2000; Sajina et al. 2003, hereafter S03). We find that in terms of the mid-IR properties, the sample selection is largely unbiased with respect to the FIRBACK population as a whole. Our previous studies suggest that the sample consists primarily of $z<0.3$ ordinary, spiral-like galaxies, rich in cold ( $T<40 \mathrm{~K}$ ) dust, with $\sim 1 / 6$ of the sample consisting of ultraluminous infrared galaxies (ULIGs) at $z \sim 0.5-1$. Spectroscopic followup of this and related subsamples support these findings (Chapman et al. 2002; Patris et al. 2003; Dennefeld et al. 2005, hereafter D05). The higher-z fraction therefore represents a bridge population between the local Universe and distant, dusty star formers such as the SCUBA blank-sky sources. In general, the importance of FIRBACK galaxies is that they represent the brightest galaxies at $170 \mu \mathrm{~m}$, contributing $\sim 10$ per cent to the CIB and selected at a wavelength near the peak of the CIB spectrum (see Lagache, Puget \& Dole 2005).

We use archival Spitzer observations of the ELAIS-N1 field in order to extend the known SEDs of the above sample into the midIR wavelength range. We fit these SEDs with a phenomenological model motivated by different physical origins for the emission. These fits allow us to discuss the physical characteristics of our galaxies as well as trends within the sample. Details of the fitting procedure and some related issues are included in a set of appendices.

Throughout this paper, we assume a flat Universe with $H_{0}=$ $75 \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}, \Omega_{\mathrm{M}}=0.3$, and $\Omega_{\Lambda}=0.7$.

## 2 DATA

The galaxies we focus on come from a subsample of FIRBACK sources with radio detections which were observed with SCUBA. The full sample of 30 targets was first presented in S03 where details of the sample selection as well as the near-IR $(K)$ and submm observations and data reduction are given. In particular, in S03, we addressed the question of whether or not the radio detection requirement introduces a bias and found that apart from potential hyperluminous infrared galaxies (HyLIGs) ( $\left.L_{\mathrm{IR}}>10^{13} \mathrm{~L}_{\odot}\right)$ at $z$ $\sim 1.5$, and spurious sources, the radio detection does not bias us with respect to the FIRBACK catalogue as a whole. Here, we additionally use Spitzer archival observations of the ELAIS-N1 field obtained as part of the Spitzer Wide-area IR Extragalactic Survey (SWIRE, Lonsdale et al. 2003). We focus on sources with unique
identifications in the SWIRE data (see Section 2.2), which leaves us with a sample of 22 sources (see Table 1).

### 2.1 Treatment of Spitzer data

The basic data reduction and calibration is already performed on the individual frames obtained from the Spitzer archive. We use the Starlink software package CCDPACK to rescale, align and co-add the observations into common mosaic images for each of the four Infrared Array Camera (IRAC; Fazio et al. 2004) bands and the Multiband Photometer for Spitzer (MIPS; Rieke et al. 2004) 24- $\mu \mathrm{m}$ band. Furthermore, the Starlink РНотом and GAIA packages are used to perform aperture photometry on the sources. To ensure that the sky-annuli chosen fairly represent the sky/background, we monitor the sky values obtained for all of these and modify the annular region for any galaxy whose sky value is more than $2 \sigma$ above the average sky. The errors are then computed from the sky variance. We find unambiguous counterparts for nearly all radio/SCUBA sources in S03 (the exceptions being N1-032, and N1-034). Fig. 1 shows examples of their IRAC counterparts.

Since we started on this project, the SWIRE team has released their own catalogues of the field (Surace et al. 2004). These allow us to double check our IRAC and MIPS $24-\mu \mathrm{m}$ photometry, as well as add a $70-\mu \mathrm{m}$ point where available. For N1-004, N1-007, and N1-012 there are no $24-$ or $70-\mu \mathrm{m}$ fluxes due to missing data. In addition to the SWIRE $70-\mu \mathrm{m}$ catalogue, we extract fluxes for three faint sources: N1-040, N1-064, and N1-077. In all cases, the aperture resulting in the maximum flux was used in order to ensure all emission is accounted for. The only remaining source is N1-078 which is near the edge of the image and, thus, a confident flux cannot be obtained.

This is the only source without any data points between 24 and $170 \mu \mathrm{~m}$. For all of N1-004, N1-007, and N1-012, we have ISOCAM $15-\mu \mathrm{m}$ and IRAS $60-\mu \mathrm{m}$ fluxes compensating for the missing MIPS data. For the few cases which have both a $60-\mu \mathrm{m}$ (see D05) and $70-\mu \mathrm{m}$ detection ( $\mathrm{N} 1-001, \mathrm{~N} 1-002$, and N1-016), we find that the $60-\mu \mathrm{m}$ fluxes are somewhat higher than the $70-\mu \mathrm{m}$ ones, contrary to any reasonable SED (given the $S_{70} / S_{170}$ colours); but the difference is within the 20 per cent calibration uncertainty assigned to the $70-\mu \mathrm{m}$ flux. The SWIRE catalogue $70-\mu \mathrm{m}$ flux for $\mathrm{N} 1-001$ ( 198 mJy ) was most discrepant originally; however, it is an extended source and we find that a flux of 233 mJy is more accurate. This 20 per cent difference is the most severe we expect due to aperture effects for this sample. We do not explicitly use the few available $160-\mu \mathrm{m}$ points, but within the uncertainties they are consistent with the Infrared Space Observatory (ISO) $170-\mu \mathrm{m}$ points.

Near-IR $J$-band data for about half of our sample are available from the band-merged European Large Area ISO Survey (ELAIS) catalogue (Rowan-Robinson et al. 2004), while the $K$-band data come from our previous work (S03). To convert to flux densities, we used zero points of 1600 and 670 Jy for the $J$ and $K$ bands, respectively.

The Spitzer fluxes are presented in Table 2 along with the rest of the multiwavelength data used here. A few of the sources have some (or all of) $U, G, R$, ISOCAM $15-\mu \mathrm{m}$, IRAS $60-\mu \mathrm{m}$ and $100-\mu \mathrm{m}$ fluxes, which are given in D05. In this study, these are used primarily for consistency checks.

### 2.2 Possibility of multiple sources

We use the SWIRE ELAIS-N1 catalogue to further investigate the nature of the FIRBACK sources and in particular the relation of
Table 1. Multiwavelength data for our sample. All errors are $1 \sigma$ estimates.

| Source ${ }^{\text {a }}$ | $\begin{aligned} & S_{1.3}{ }^{b} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{aligned} & S_{2.2^{c}} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{aligned} & S_{3.6^{d}} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{gathered} S_{4.5^{d}} \\ (\mathrm{mJy}) \end{gathered}$ | $\begin{aligned} & S_{5.8^{d}} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{gathered} S_{8.0}{ }_{(\mathrm{mJy})} \end{gathered}$ | $\begin{gathered} S_{24}{ }^{d} \\ (\mathrm{mJy}) \end{gathered}$ | $\begin{gathered} S_{70}{ }^{d} \\ (\mathrm{mJy}) \end{gathered}$ | $\begin{aligned} & S_{170^{e}} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{aligned} & S_{450}{ }^{c} \\ & (\mathrm{mJy}) \end{aligned}$ | $\begin{aligned} & S_{850}{ }^{c} \\ & (\mathrm{mJy}) \end{aligned}$ | $\underset{(\mathrm{mJy})}{S_{1.4 \mathrm{GHz}}{ }^{f}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N1-001 | 6.28 | $7.31 \pm 0.54$ | $2.97 \pm 0.32$ | $1.98 \pm 0.26$ | $4.67 \pm 0.4$ | $12.25 \pm 0.66$ | $19.97 \pm 1.71$ | 233 | $597 \pm 72$ | $-3.0 \pm 14.0$ | $6.1 \pm 1.6$ | $0.74 \pm 0.23$ |
| N1-002 | 4.58 | $5.55 \pm 0.41$ | $5.35 \pm 0.43$ | $3.79 \pm 0.37$ | $9.6 \pm 0.59$ | $23.97 \pm 0.92$ | $9.87 \pm 1.21$ | 112 | $544 \pm 69$ | $14.4 \pm 12.4$ | $4.4 \pm 1.1$ | $0.64 \pm 0.04$ |
| N1-004 | 9.16 | $7.31 \pm 0.14$ | $5.38 \pm 0.44$ | $3.79 \pm 0.36$ | $6.05 \pm 0.47$ | $11.42 \pm 0.64$ | - | - | $391 \pm 58$ | $32.5 \pm 7.2$ | $3.6 \pm 1.4$ | $0.88 \pm 0.13$ |
| N1-007 | 4.40 | $3.5 \pm 0.26$ | $3.65 \pm 0.36$ | $2.41 \pm 0.29$ | $4.09 \pm 0.38$ | $11.87 \pm 0.65$ | - |  | $338 \pm 54$ | $23.4 \pm 8.1$ | $4.4 \pm 1.6$ | $1.04 \pm 0.12$ |
| N1-009 | 9.63 | $10.57 \pm 0.2$ | $6.02 \pm 0.46$ | $3.96 \pm 0.37$ | $7.05 \pm 0.5$ | $14.03 \pm 0.7$ | $4.26 \pm 0.8$ | 96 | $313 \pm 52$ | $10.6 \pm 7.6$ | $3.5 \pm 1.5$ | $1.15 \pm 0.11$ |
| N1-012 | 1.75 | $1.84 \pm 0.3$ | $1.15 \pm 0.2$ | $0.75 \pm 0.16$ | $0.81 \pm 0.17$ | $4.24 \pm 0.39$ | - | - | $302 \pm 51$ | $9.2 \pm 10.0$ | $1.5 \pm 1.6$ | $0.31 \pm 0.07$ |
| N1-013 | - | $0.13 \pm 0.01$ | $0.16 \pm 0.07$ | $0.14 \pm 0.07$ | $0.18 \pm 0.08$ | $0.44 \pm 0.12$ | $2.21 \pm 0.58$ | 83 | $294 \pm 51$ | $18.8 \pm 9.9$ | $0.0 \pm 1.5$ | $0.52 \pm 0.15$ |
| N1-015 | 0.36 | $0.80 \pm 0.06$ | $0.57 \pm 0.14$ | $0.53 \pm 0.14$ | $0.37 \pm 0.11$ | $2.05 \pm 0.27$ | $3.16 \pm 0.68$ | 49 | $294 \pm 51$ | $-3.4 \pm 7.7$ | $1.4 \pm 1.6$ | $0.52 \pm 0.07$ |
| N1-016 | 2.71 | $3.5 \pm 0.26$ | $1.78 \pm 0.25$ | $1.41 \pm 0.22$ | $1.61 \pm 0.24$ | $7.6 \pm 0.52$ | $6.81 \pm 1$ | 160 | $289 \pm 50$ | $34.8 \pm 16.7$ | $1.5 \pm 1.2$ | $1.55 \pm 0.13$ |
| N1-024 | 1.14 | $1.39 \pm 0.03$ | $1.16 \pm 0.2$ | $0.77 \pm 0.16$ | $0.9 \pm 0.18$ | $5.4 \pm 0.44$ | $4.38 \pm 0.81$ | 108 | $266 \pm 49$ | $32.3 \pm 7.5$ | $2.9 \pm 1.3$ | $0.75 \pm 0.02$ |
| N1-029 | 1.10 | $1.27 \pm 0.09$ | $1.24 \pm 0.21$ | $0.88 \pm 0.18$ | $0.75 \pm 0.16$ | $4.25 \pm 0.39$ | $4.3 \pm 0.8$ | 72 | $229 \pm 46$ | $20.0 \pm 14.2$ | $0.5 \pm 1.7$ | $0.69 \pm 0.05$ |
| N1-031 | 1.93 | $2.65 \pm 0.19$ | $1.45 \pm 0.22$ | $0.91 \pm 0.18$ | $1.44 \pm 0.23$ | $3.53 \pm 0.35$ | $5.41 \pm 0.9$ | 62 | $225 \pm 46$ | $9.2 \pm 13.2$ | $1.9 \pm 1.1$ | $0.43 \pm 0.06$ |
| N1-039 | - | $0.32 \pm 0.05$ | $0.28 \pm 0.1$ | $0.25 \pm 0.09$ | $0.19 \pm 0.08$ | $0.8 \pm 0.17$ | $1.3 \pm 0.44$ | 44 | $205 \pm 44$ | $10.9 \pm 86.8$ | $-0.1 \pm 2.3$ | $0.58 \pm 0.07$ |
| N1-040 | - | $0.01 \pm 0.01$ | $0.08 \pm 0.05$ | $0.07 \pm 0.05$ | $0.06 \pm 0.05$ | $0.05 \pm 0.04$ | $0.69 \pm 0.32$ | 26 | $205 \pm 44$ | $29.2 \pm 20.5$ | $5.4 \pm 1.1$ | $0.33 \pm 0.03$ |
| N1-041 | 0.38 | $0.88 \pm 0.06$ | $0.66 \pm 0.15$ | $0.5 \pm 0.13$ | $0.58 \pm 0.14$ | $4.14 \pm 0.38$ | $3.89 \pm 0.76$ | 75 | $204 \pm 44$ | $20.4 \pm 156.7$ | $-0.1 \pm 2.5$ | $0.76 \pm 0.06$ |
| N1-045 | 1.39 | $1.16 \pm 0.02$ | $1.01 \pm 0.19$ | $0.66 \pm 0.15$ | $0.69 \pm 0.16$ | $3.29 \pm 0.34$ | $2.23 \pm 0.58$ | 64 | $198 \pm 44$ | $15.3 \pm 8.3$ | $3.0 \pm 1.4$ | $0.43 \pm 0.06$ |
| N1-064 | - | $0.03 \pm 0.01$ | $0.15 \pm 0.07$ | $0.11 \pm 0.06$ | $0.12 \pm 0.07$ | $0.09 \pm 0.06$ | $1.38 \pm 0.46$ | 14 | $166 \pm 42$ | $35.2 \pm 13.9$ | $5.1 \pm 1.2$ | $0.23 \pm 0.04$ |
| N1-068 | 0.31 | $0.51 \pm 0.04$ | $0.31 \pm 0.1$ | $0.31 \pm 0.11$ | $0.28 \pm 0.1$ | $1.98 \pm 0.26$ | $3.96 \pm 0.76$ | 62 | $165 \pm 42$ | $15.1 \pm 7.6$ | $2.2 \pm 1.4$ | $0.44 \pm 0.05$ |
| N1-077 | 0.31 | $0.42 \pm 0.07$ | $0.37 \pm 0.11$ | $0.29 \pm 0.1$ | $0.23 \pm 0.09$ | $1.4 \pm 0.22$ | $1.29 \pm 0.44$ | 42 | $159 \pm 41$ | $5.9 \pm 7.3$ | $1.1 \pm 1.3$ | $0.40 \pm 0.10$ |
| N1-078 | - | $0.04 \pm 0.01$ | $0.13 \pm 0.07$ | $0.1 \pm 0.06$ | $0.09 \pm 0.06$ | $0.13 \pm 0.07$ | $0.6 \pm 0.3$ | - | $158 \pm 41$ | $35.2 \pm 8.7$ | $5.7 \pm 1.3$ | $0.24 \pm 0.04$ |
| N1-083 | - | $0.46 \pm 0.08$ | $0.31 \pm 0.1$ | $0.25 \pm 0.09$ | $0.18 \pm 0.08$ | $0.68 \pm 0.16$ | $1.21 \pm 0.43$ | 43 | $150 \pm 41$ | $16.2 \pm 16.0$ | $0.7 \pm 1.2$ | $0.55 \pm 0.03$ |
| N1-101 | 0.38 | $0.55 \pm 0.09$ | $0.58 \pm 0.14$ | $0.38 \pm 0.12$ | $0.46 \pm 0.13$ | $2.34 \pm 0.29$ | $2.66 \pm 0.63$ | 46 | $136 \pm 40$ | $19.8 \pm 7.5$ | $0.9 \pm 1.5$ | $0.39 \pm 0.05$ |

[^2]Table 2. Derived properties for our sample. Errors are marginalized 68 per cent confidence limits.

| Source | $z^{a}$ | $R_{\text {eff }}^{b}$ <br> $(\mathrm{kpc})$ | $T_{\mathrm{d}}$ <br> $(\mathrm{K})$ |  | $\log M_{\mathrm{d}}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | $\tau_{V}$ | $\log M_{*}$ <br> $\left(\mathrm{M}_{\odot}\right)$ | $\log L_{3-1000}$ <br> $\left(\mathrm{~L}_{\odot}\right)$ | $\log L_{\mathrm{PAH}^{c}}$ <br> $\left(\mathrm{~L}_{\odot}\right)$ | $\mathrm{SFR}^{d}$ <br> $\left(\mathrm{M}_{\odot} \mathrm{yr}^{-1}\right)$ |
| :--- | :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{N} 1-001$ | 0.030 | 4.41 | $25.2 \pm 4.7$ | $1.9 \pm 0.5$ | $7.10 \pm 0.22$ | $1.0 \pm 10.2$ | $9.44 \pm 0.09$ | $10.06 \pm 0.06$ | $9.07 \pm 0.21$ | $1.72 \pm 0.29$ |
| $\mathrm{~N} 1-002$ | 0.064 | 9.55 | $21.9 \pm 6.1$ | $2.1 \pm 0.6$ | $7.62 \pm 0.24$ | $5.4 \pm 5.6$ | $10.47 \pm 0.16$ | $10.62 \pm 0.06$ | $10.15 \pm 0.20$ | $5.3 \pm 1.1$ |
| $\mathrm{~N} 1-004$ | 0.064 | 14.29 | $23.0 \pm 5.6$ | $2.1 \pm 0.5$ | $7.56 \pm 0.19$ | $3.3 \pm 3.5$ | $10.43 \pm 0.13$ | $10.60 \pm 0.08$ | $9.71 \pm 0.24$ | $5.7 \pm 1.2$ |
| $\mathrm{~N} 1-007$ | 0.061 | 6.10 | $24.1 \pm 7.1$ | $1.4 \pm 0.7$ | $7.50 \pm 0.23$ | $5.4 \pm 5.0$ | $10.25 \pm 0.18$ | $10.42 \pm 0.11$ | $9.71 \pm 0.21$ | $3.6 \pm 1.0$ |
| N1-009 | 0.053 | 5.56 | $23.3 \pm 6.6$ | $2.1 \pm 0.6$ | $7.18 \pm 0.32$ | $2.7 \pm 2.4$ | $10.32 \pm 0.13$ | $10.22 \pm 0.08$ | $9.61 \pm 0.18$ | $2.02 \pm 0.47$ |
| N1-012 | 0.066 | 6.88 | $27.4 \pm 8.3$ | $1.7 \pm 0.6$ | $7.35 \pm 0.37$ | $2.3 \pm 1.7$ | $9.65 \pm 0.11$ | $10.44 \pm 0.13$ | $9.26 \pm 0.25$ | $4.2 \pm 1.4$ |
| N1-013 | $(0.46)$ | 18.63 | $32.5 \pm 11.6$ | $2.0 \pm 0.8$ | $8.73 \pm 0.34$ | $7.8 \pm 4.1$ | $10.79 \pm 0.16$ | $12.11 \pm 0.11$ | $10.64 \pm 0.23$ | $210 \pm 55$ |
| N1-015 | 0.234 | 12.37 | $23.7 \pm 5.1$ | $2.1 \pm 0.5$ | $8.50 \pm 0.37$ | $2.9 \pm 1.6$ | $10.56 \pm 0.16$ | $11.39 \pm 0.12$ | $10.40 \pm 0.25$ | $36 \pm 13$ |
| N1-016 | 0.092 | 6.10 | $31.8 \pm 8.0$ | $1.6 \pm 0.6$ | $7.44 \pm 0.35$ | $1.7 \pm 8.0$ | $10.25 \pm 0.15$ | $10.86 \pm 0.08$ | $10.29 \pm 0.26$ | $11.0 \pm 1.9$ |
| N1-024 | 0.086 | 5.44 | $24.2 \pm 7.9$ | $1.8 \pm 0.7$ | $7.73 \pm 0.23$ | $3.2 \pm 2.7$ | $9.95 \pm 0.16$ | $10.60 \pm 0.09$ | $9.76 \pm 0.20$ | $6.1 \pm 1.6$ |
| N1-029 | 0.144 | 9.75 | $26.6 \pm 16.9$ | $2.0 \pm 0.8$ | $7.88 \pm 0.59$ | $3.5 \pm 2.7$ | $10.40 \pm 0.14$ | $10.93 \pm 0.12$ | $10.09 \pm 0.23$ | $12.2 \pm 4.5$ |
| N1-031 | 0.063 | 4.29 | $21.9 \pm 15.5$ | $2.4 \pm 0.8$ | $7.22 \pm 0.52$ | $2.1 \pm 2.0$ | $9.81 \pm 0.12$ | $10.16 \pm 0.13$ | $9.20 \pm 0.25$ | $2.07 \pm 0.69$ |
| N1-039 | 0.269 | 14.21 | $24.5 \pm 9.4$ | $2.5 \pm 0.6$ | $8.44 \pm 0.70$ | $7.2 \pm 5.3$ | $10.53 \pm 0.22$ | $11.37 \pm 0.16$ | $10.21 \pm 0.24$ | $35 \pm 13$ |
| N1-040 | 0.450 | 26.34 | $26.5 \pm 7.9$ | $1.8 \pm 0.7$ | $9.10 \pm 0.21$ | $15.6 \pm 7.4$ | $10.42 \pm 0.34$ | $11.83 \pm 0.13$ | $9.85 \pm 0.41$ | $104 \pm 33$ |
| N1-041 | 0.120 | 7.85 | $24.7 \pm 12.2$ | $2.3 \pm 0.7$ | $7.82 \pm 0.77$ | $4.7 \pm 2.5$ | $10.01 \pm 0.14$ | $10.77 \pm 0.14$ | $9.93 \pm 0.23$ | $8.2 \pm 3.0$ |
| N1-045 | $(0.18)$ | 15.74 | $28.1 \pm 14.6$ | $1.1 \pm 0.8$ | $8.08 \pm 0.57$ | $2.6 \pm 2.0$ | $10.53 \pm 0.16$ | $11.08 \pm 0.13$ | $10.23 \pm 0.16$ | $17.4 \pm 6.0$ |
| N1-064 | 0.910 | 17.54 | $31.1 \pm 6.3$ | $1.8 \pm 0.7$ | $9.32 \pm 0.21$ | $29 \pm 30$ | $11.47 \pm 0.25$ | $12.45 \pm 0.13$ | $11.73 \pm 0.39$ | $410 \pm 130$ |
| N1-068 | $(0.16)$ | 9.69 | $26.7 \pm 20.3$ | $2.1 \pm 0.8$ | $7.83 \pm 0.75$ | $3.4 \pm 2.0$ | $9.99 \pm 0.15$ | $10.93 \pm 0.14$ | $9.88 \pm 0.20$ | $13.0 \pm 4.4$ |
| N1-077 | $(0.20)$ | 11.60 | $27.1 \pm 14.5$ | $2.0 \pm 0.7$ | $7.91 \pm 0.65$ | $3.3 \pm 2.3$ | $10.17 \pm 0.15$ | $10.92 \pm 0.15$ | $10.06 \pm 0.21$ | $12.0 \pm 4.6$ |
| N1-078 | $(0.91)$ | 16.33 | $69.8 \pm 15.0$ | $1.1 \pm 0.5$ | $9.16 \pm 0.25$ | $27 \pm 30$ | $11.49 \pm 0.26$ | $12.90 \pm 0.22$ | $11.59 \pm 0.38$ | $1360 \pm 570$ |
| N1-083 | $(0.31)$ | 14.17 | $30.8 \pm 18.3$ | $2.0 \pm 0.7$ | $8.21 \pm 0.58$ | $4.8 \pm 4.2$ | $10.65 \pm 0.23$ | $11.40 \pm 0.16$ | $10.34 \pm 0.19$ | $35 \pm 15$ |
| N1-101 | 0.060 | 6.16 | $24.6 \pm 17.8$ | $2.1 \pm 0.8$ | $7.07 \pm 0.75$ | $4.9 \pm 3.3$ | $9.36 \pm 0.18$ | $9.89 \pm 0.14$ | $9.01 \pm 0.19$ | $1.07 \pm 0.44$ |

${ }^{a}$ Spectroscopic redshifts from D05 and Chapman et al. (2002) (N1-040 and N1-064); photometric redshifts given in brackets (see Appendix B).
${ }^{b}$ The observed half-light radius at $8 \mu \mathrm{~m}$ converted to physical distance.
${ }^{c}$ The integral under our full PAH template.
${ }^{d}$ As per Kennicutt (1998a). For consistency $L_{8-1000}$ was used here.
${ }^{e}$ Quality flag: $1=$ good; $2=\chi_{\text {red }}^{2}>2 ; 3=\tau_{V}$ poorly fit (see Section A.1).


Figure 1. IRAC $3.6-\mu \mathrm{m}$ images for bright galaxies in our sample. Note the prevalence of disc-like morphologies with bright nuclei (N1-004 is a spectroscopically confirmed weak AGN). The boxes here are approximately $1.4 \operatorname{arcmin}$ wide. For comparison, $I S O$ 's $170-\mu \mathrm{m}$ beam is $\sim 90 \operatorname{arcsec}$.
our radio-selected sources to the full sample. The $90-\operatorname{arcsec} I S O$ beam means that the chance of multiple sources contributing to the $170-\mu \mathrm{m}$ flux is not expected to be negligible. We perform a simple test of this effect by taking every $24-\mu \mathrm{m}$ source within a 45 arcsec radius of the $I S O$ position. We then add all these fluxes and compare with the single brightest source within the centroid. The results are presented in Fig. 2, where we see that indeed nearly


Figure 2. Quantitative study of the potential effect of multiple sources within the $I S O$ beam at $170 \mu \mathrm{~m}$. These histograms show the distribution of flux differences at $24 \mu \mathrm{~m}$ between using just the brightest $24-\mu \mathrm{m}$ source within the $I S O$ beam versus using all sources within a 45 -arcsec-error circle [i.e. $100\left(1-S_{24, \max } / \sum S_{24}\right)$ ]. The solid line is for all FIRBACK sources, while the dashed line is for the sources in the $>4 \sigma$ catalogue. The dotted line is for our subsample of 30 radio-selected sources.
half of all sources regardless of whether the full or $4 \sigma$ catalogue is used are not well described by assigning a single counterpart. This is a useful qualitative test, although it is unlikely to be correct in detail, because of complications such as foreground asymptotic giant branch (AGB) stars, or combinations such as a bright local galaxy near a somewhat higher- $z$ Luminous Infrared Galaxy (LIG)/ULIG (where the latter might still contribute the bulk of the $170-\mu \mathrm{m}$ flux). Nevertheless, it is evident that nearly half of the $170-\mu \mathrm{m}$-selected sources have two or three roughly equivalent mid-IR counterparts. Considering the position of the counterparts within the beam does not appear to affect this significantly. This fraction drops slightly for our radio-selected sample, although it is still significant. This general conclusion is in agreement with the results of Dennefeld et al. (2005) who found $28 / 56$ sources in the $4 \sigma$ catalogue to have firm, unique identifications. Here, we add that this fraction is unlikely to change significantly for the $3 \sigma$ catalogue. We also find similar results for our FIRBACK subsample of 30 targets, with 28 per cent having fainter $24-\mu \mathrm{m}$ sources in the $I S O$ beam contributing $>30$ per cent of the flux of the brightest source (dotted line in Fig. 2).

Because of strong ambiguities, we remove eight FIRBACK sources from our subsample. We leave two ambiguous sources (N1-015 and N1-039) because they have $z_{\text {spec }} \sim 0.2-0.3$ and this test is inconclusive for higher-z sources. This leaves 22 sources for which the correct counterpart is reasonably secure, with other possible counterparts contributing a probable amount to the $170-\mu \mathrm{m}$ flux which is of the order of the flux uncertainties or less. Since the beamsize at the other wavelengths is so much better than at $170 \mu \mathrm{~m}$, the effects of multiple source contributors to the other fluxes are negligible. The effects of multiple contributors are already partially included in the $170-\mu$ m uncertainties, which contain confusion noise (see Lagache \& Puget 2000). Therefore, after removing the eight $I S O$ sources which have the most ambiguous identifications at $24 \mu \mathrm{~m}$, we are confident that the effects of multiple counterparts are not significant. We concentrate on this new subsample of 22 sources in the rest of this paper.

## 3 SED MODEL

### 3.1 Interpreting the observed SEDs

The observed SED of a galaxy depends on the properties of the stellar populations (e.g. ages and metallicities), the dust model (e.g. composition, size distributions), and the relative geometry of the two. The full range of possible combinations of all these is such that, fully accounting for all possible processes is to date not possible. Radiative transfer models where stars form inside giant molecular clouds and gradually disperse into the diffuse medium exist (Silva et al. 1998; Popescu et al. 2000; Efstathiou \& Rowan-Robinson 2003), but tend either to have too many free parameters, or not cover the full range in SEDs observed. Self-consistent models of the stars and dust (i.e. energy absorbed equals energy emitted) have been done on local galaxies (Galliano et al. 2003); however, require exceptionally well-sampled SEDs from the ultraviolet (UV) to the submm. We choose a modelling approach (see Section 3.2) that is data-driven: that is, our model is no more complicated than our data allow us to fit, yet is flexible enough to describe the full range of SEDs observed in the sample. Such a simple phenomenological model has the effect of smoothing over the underlying messiness of galaxy SEDs, while providing us with best-fitting parameters (such as opacity and dust temperature); those values are some 'characteristic' or 'average' values of an underlying distribution. The approach is therefore well suited to broad-band data, such as presented for our sample in
the previous section, which is, in essence, spatially integrated over the entire galaxy, including its quiescent (i.e. cirrus) and potentially active (i.e. starburst) environments.

The main limitation in interpreting our results in terms of the physical nature of our galaxies is due to the fact that, as discussed in the previous section, the available optical/UV data ( $U, G$, and $R$ ) for our sample are quite scarce and, thus, here we only discuss the spectral properties of our galaxies longward of and including the near-IR $(\sim 2 \mu \mathrm{~m})$, which automatically precludes us from directly discussing young stars. Thus, our restriction of fitting only the $\gtrsim 2 \mu \mathrm{~m}$ spectra means that: (i) we cannot balance the energy absorbed in the optical/UV with the energy re-emitted in the IR, (ii) we cannot explicitly discuss either the star formation history or age distribution of the stellar populations of our galaxies, and (iii) we cannot constrain multiple optical depths (e.g. molecular cloud and cirrus). These limitations are largely addressed post-fitting, that is, in the interpretation of the best-fitting model parameters and how they are used to infer underlying physical characteristics. For example, we confine our stellar model to an old stellar population template (see Section 3.2), but when deriving stellar mass, we use mass-to-light ratios which include the effect of young stars on the $K$ band (Section 4.3). We know that young stars form inside dense molecular clouds and later disperse into the diffuse 'disc' environment. Thus, the characteristic optical depth absorbing the young stars' power is likely not the optical depth we derive in the near-IR which is dominated by the older stellar populations. We address this in Section 5.2, where the dust masses are derived both from emission (predominantly young stars) and absorption (predominantly old stars in our case).
With the above philosophy in mind, we proceed with the model procedure outlined below.

### 3.2 Details of model procedure

As discussed above, our modelling approach is driven by the desire to have a phenomenological model which fits known nearby galaxy SEDs robustly and yet has the flexibility (i.e. number of phenomenological parameters only slightly less than the number of data points we are trying to fit) which allows us to fit a wide range of SED types, and in addition we want to be able to extract physical parameters with meaningful uncertainties (in particular such that degeneracies between parameters can be highlighted). With these goals clearly in mind, our choice of detailed SED model is dependent on the quality and wavelength coverage of the data, while the statistical approach we use is the Markov Chain Monte Carlo (MCMC) method.
We model the SED as a sum of stellar emission, polycyclic aromatic hydrocarbon (PAH) emission, power-law emission, and thermal greybody emission. This is based on the mid-IR model used in Sajina, Lacy \& Scott (2005).
The stellar emission is accounted for by a 10-Gyr-old, solar metallicity, Salpeter initial mass function (Salpeter IMF), single stellar population (SSP) spectral template generated with the PEGASE v2.0 spectral synthesis code (Fioc et al. 1997). The specific stellar model used here is not important, being merely a stand-in for 'old stars'. For any population older than about 1 Gyr , the near-IR spectrum looks essentially the same (through a couple of broad-band filters), the differences being in the shorter wavelengths. Since our sources are largely $z \sim 0$, with a tail extending up to $z \sim 1$, this can be thought of as: all of our sources include some stars that are as old as the Universe at the observed epoch.
We use the neutral PAH emission template of $\mathrm{Li} \&$ Draine (2001). The only modification we make is the addition of the newly


Figure 3. An example of the SED model used here. This includes a greybody (dotted line), a warm power law (short-dashed line), PAH emission (longdashed line), and unextincted stellar emission (dot-dashed line) with $\mathrm{e}^{-\tau_{\nu}}$ extinction applied. The thick solid line is the total.
discovered $17-\mu \mathrm{m}$ feature (Smith et al. 2004). Our broad-band data do not allow us to investigate the probable variations in relative PAH feature strength, and therefore any reasonable PAH template can be used here, with the understanding that it is only an approximiation for any given galaxy. A power law, $f_{v} \propto v^{-\alpha}$, is a proxy for the warm, small grain emission (roughly $<60 \mu \mathrm{~m}$ ). This is cut-off as $\exp \left(-0.17 \times 10^{14} \mathrm{~Hz} / v\right)$ in order not to interfere with the farIR/submm wavelength emission, which is described by a thermal, $f_{v} \propto v^{3+\beta}[\exp (h v / k T)-1]^{-1}$, component. Since we typically only have the $24-\mu \mathrm{m}$ point to constrain this component, we fix $\alpha$ at 3.0, which smoothly connects this to the greybody component. Extinction, parametrized by $\tau_{V}$, is applied using the $R_{V}=3.1$ Milky Way type extinction curve of Draine (2003). This includes the $9.7 \mu \mathrm{~m} \mathrm{Si}$ absorption feature, which thus becomes noticeable in this model at high opacities. We consider only a screen geometry, that is, $I_{v}=$ $I_{0} \exp \left(-\tau_{v}\right)$. Fig. 3 shows the above phenomenological break-up of the SED. We solve for the best-fitting model, and the associated uncertainties in the parameters via MCMC. Details of the fitting procedure and error analysis are given in Appendix A.

This model is complicated by the lack of spectroscopic redshifts for about $1 / 3$ of the sample. We discuss our approach to determining photometric redshifts for these sources in Appendix B.

## 4 FIT RESULTS

The quantitative conclusions of our model fitting are presented in Table 2, where the errors represent marginalized 68 per cent confidence limits. A quality flag is also given to indicate whether or not problems exist with the fit. Below we discuss both the general aspects of the fitted SEDs, and details of the parameters presented in Table 2.

### 4.1 General trends in the SEDs

Fig. 4 shows the data overlaid with the best-fitting SED model for sources ranging between $z \sim 0$ (top row) and $z \sim 1$ (bottom row). As expected, there is a greater range in SED shapes than accounted for by the data uncertainties. However, there are natural groupings, for example, one can easily distinguish ULIGs (e.g. N1-064, N1-078)
from LIGs (N1-015, N1-039) and from normal galaxies (e.g. N1-002, N1-009). The grey-shading in Fig. 4 gives a sense of the uncertainty of the SED fits. Without prior assumptions on the shape of the SED (s.a. by using templates) as in this case, if we do not have constraints on both sides of the thermal peak (e.g. N1-078), a wide range of SED shapes and consequently temperatures, luminosities etc. are acceptable.

In Fig. 5, we address the question of what is the 'typical' nor$\mathrm{mal} /$ cold galaxy spectrum based on our model fits. In order to minimize redshift bias, we construct a composite spectrum from all sources with redshifts below 0.1 , and for which $24-\mu \mathrm{m}$ data are available. To minimize luminosity effects, we also normalize the spectra at $4.5 \mu \mathrm{~m}$ (which point resulted in the least amount of scatter across the SED) and effectively is a normalization in stellar mass. This procedure is consistent with results for $I S O$ Key Project normal galaxies, where the stellar plus PAH SEDs were found to be fairly constant (Lu et al. 2003). Comparing the results with a number of common SED models, we find that our sample is best described by fairly cold spectra with low mid-IR/far-IR ratios. In Fig. 4, we see that the LIGs (i.e. presumably starbursts) also have fairly cold spectra, unlike that of the 'prototypical' starburst M82 (this was already noted in D05).

Even more surprisingly, this cold trend does not appear to reverse for the highest-luminosity sources including ULIGs. It must be noted, however, that it is not clear how common are such SEDs for ULIGs in general as we only have two spectroscopic ULIGs in our sample and our far-IR selection likely biases us towards colder sources. In Fig. 6, we show the best-fitting SEDs for the two spectroscopically confirmed $z \sim 0.5-1.0$ sources (Chapman et al. 2002). The dotted line is an Arp220 template (Silva et al. 1998) at the appropriate redshift. In both cases, the submm data are well fitted by the Arp220 template, but the mid-IR data differ by an order of magnitude. Our photometric highest-z source (N1-78) shows similar trends. Note that the PAH features in the best-fitting N1-064 spectrum are not constrained by any data point and therefore a model with no PAH emission is quite acceptable as well (see the spread in Fig. 4). Despite it being poorly constrained for the few highest-z sources, we find clear evidence for prominent PAH emission for nearly all sources in our sample, regardless of redshift (and hence luminosity).

The weak mid-IR continua, and strong PAH emission of our sources suggest that they are star formation rather than active galactic nucleus (AGN) dominated (see e.g. Sajina et al. 2005).

### 4.2 Luminosity and star formation rate (SFR)

In Table 2, we present both the total IR power output of our sources ( $L_{3-1000}$ ), as well as the luminosity due to PAH emission alone.

The overall luminosities we derive are typically a few $\times 10^{10} \mathrm{~L} \odot$ for our lower-z targets, consistent with roughly $L^{*}$ galaxies. $L_{\text {PAH }}$ is obtained by integrating under the PAH component alone. We find the $L_{\text {PAH }} / L_{\text {IR }}$ fraction to be typically $5-15$ per cent. This is consistent with the results for the $I S O$ Key Project galaxies (Dale et al. 2001).

Since such well-sampled SEDs are rare, to obtain the overall IR luminosity, extrapolations from the mid-IR are common. However, the coldness of our sources means that, if such sources are the norm, prior relations might not be applicable. In Fig. 7, we compare our results on the mid-IR/total-IR relation with previous, IRAS-based, results (e.g. Takeuchi et al. 2005). The solid line is the best fit for our sample, which is
$\log L_{24}=(1.13 \pm 0.05) \log L_{\mathrm{IR}}-(2.5 \pm 0.5)$.


Figure 4. The SED fits for our sample, where we show both the data and best-fitting model together with an uncertainty band. Note that the least well-defined SED is that of N1-078, which is the only source without data in the range $24-170 \mu \mathrm{~m}$. The sources are ordered so that redshift increases from the top to bottom panel. Note the characteristic increase in the dust-to-star emission ratio as one goes to higher-redshift (and hence more-luminous) sources.

Our rest-frame $24-\mu$ m fluxes are below those expected from the IRAS relation by $\sim 0.4$ dex. Although we have too few sources at the high- $L$ end to claim this conclusively, it appears that the relation drops even further for these sources. More likely, however, this is just an indication of the underlying scatter in the relationship due to variations in the SED shape.

This discrepancy with the earlier relation is most likely a selection bias. The sample used for the $I R A S$ relation is flux limited to all four IRAS bands, leading to a bias towards sources with stronger warm continuum, unlike our $170-\mu \mathrm{m}$ selection where the bias is towards the presence of cold dust instead. We return to this point in Section 5.1.

About 70 per cent of the sample have $\log \left(L / \mathrm{L}_{\odot}\right)<11$, while the remaining 30 per cent have $\log \left(L / L_{\odot}\right)>11$. This can be thought of as the break-up between fairly quiescent and more actively starforming galaxies (we address the mode of star formation of our galaxies in detail in Section 5.3). The total IR luminosity is well known to trace the current SFR of a galaxy (see e.g. Kennicutt 1998b; Kewley et al. 2002). We use the Kennicutt relation here which is
$\frac{\mathrm{SFR}}{\mathrm{M}_{\odot} \mathrm{yr}^{-1}}=\left(1.8 \times 10^{-10}\right) \frac{L_{8-1000}}{\mathrm{~L}_{\odot}}$.

Note the slightly different definition of $L_{\text {IR }}$, which is accounted for here (i.e. $8-1000 \mu \mathrm{~m}$ rather than $3-1000 \mu \mathrm{~m}$ ). Typically, our galaxies have SFR of $\sim 5 \mathrm{M}_{\odot} \mathrm{yr}^{-1}$, which is slightly enhanced with respect to local quiescent spirals. As expected, the SFRs rise to a few hundred $\mathrm{M}_{\odot} \mathrm{yr}^{-1}$ for our few ULIGs.

### 4.3 Stellar mass and dust obscuration

As part of our SED model fitting, we estimate the $k$-corrected, and dust-corrected near-IR stellar emission. The near-IR is preferred for deriving stellar mass as it is fairly robust against both uncertainties in the dust obscuration level (a factor of $\sim 10$ less so than in the optical), and to the details of the stellar population and star formation history (SFH) (being largely sensitive to the red giant population only). Without sufficient optical coverage, we cannot properly account for the possible contribution of young stars. We merely calculate the unextincted, rest frame $L_{K}$, and convert this to stellar mass by assuming an appropriate $K$-band mass-to-light ratio, $\gamma_{K}$. Despite its relative insensitivity to young stars, the near-IR mass-to-light ratio does increase as the fraction of young/massive stars in the galaxy increases. In addition, a degeneracy exists in that a more-massive and dustier galaxy can appear similar to a less-massive and less-obscured


Figure 5. The shaded region represents the range of spectra, where we have included all sources with $z<0.1$ and which have $24-\mu \mathrm{m}$ data (except N1-009, which has an unusually strong stellar component, for our sample). All SEDs are normalized at $4.5 \mu \mathrm{~m}$, which is a neutral point between pure stellar and PAH emission. The shaded region should be regarded as a composite spectrum, representative of the 'cold' FIRBACK sources. For comparison, we overlay a number of templates (see legend).


Figure 6. The best-fitting SEDs for the two spectroscopically confirmed higher-z sources. The IRAS upper limits are also shown, although they are not included in the fit. The dotted line shows the appropriately redshifted Arp220 template (Silva et al. 1998). The Spitzer fluxes suggest cooler and less-luminous sources than previously assumed.


Figure 7. The $24-\mu \mathrm{m}$ luminosity versus total IR luminosity. Note that within the uncertainties we find no difference between the IRAS $25-\mu \mathrm{m}$ luminosity and the MIPS $24-\mu \mathrm{m}$ luminosity. See Section 4.2 for details.


Figure 8. The best-fitting values (black dots) for $T_{\mathrm{d}}$ and $\beta$. The solid line is the Dupac et al. (2003) relation (see Appendix C). For comparison, the greyscale points show the $\chi_{\min }^{2}+3$ region for N1-024. The error bars represent the average 68 per cent uncertainties on individual sources (note that it is driven by the least-constrained sources, while the grey points give a better sense of the scatter in well-constrained sources). The outlier near 70 K is N1-078, for which no data exist between 24 and $170 \mu \mathrm{~m}$.
one. The significance of this effect grows for sources without $J$-band data or with poor near-IR signal-to-noise ratio (S/N), both of which are more common for the higher-z sources. However, since the optical depth is a free parameter in our model, it is already accounted for in the resulting Markov chains. The uncertainty in mass-to-light ratio, however, is not included. The additional uncertainty on the stellar mass is: $\mathrm{d} \log M_{*}=\mathrm{d} \log \gamma$. A mean value of $\gamma_{K}=0.6$ was found by Bell \& de Jong (2001) for their sample of spiral galaxies, while Gil de Paz et al. (2000) found $\gamma_{K}$ to be $\sim 0.92$ for their sample of starburst and H II galaxies. Bell \& de Jong (2001) consider a wide range of reasonable population models, finding $\mathrm{d} \log \gamma_{K} \sim 0.2 \mathrm{dex}$ (although this is smaller if the $B-K$ colour is known, due to the effect of the young stars). The SFRs derived for our sources in the previous section suggest enhanced star formation activity compared
with normal spirals. Therefore, the Gil de Paz et al. value of $\gamma_{K}=0.92$ is likely more appropriate for our sample, while we assume the Bell \& de Jong uncertainty (from the unknown SFHs) of 0.2 . Adding this in quadrature to the MCMC-derived errors suggests that more realistic uncertainties here are about twice the quoted ones.
With the above set of assumptions, we find $\left\langle M_{\text {star }}\right\rangle \sim 1.4$ $\times 10^{10} \mathrm{M}_{\odot},{ }^{2}$ with the $\log \left(L / \mathrm{L}_{\odot}\right)<11$ sources and those with $\log (L / \mathrm{L} \odot)>11$ differing by $\sim 0.6$ dex. Note, however, that from the above discussion we expect that somewhat higher values for $\gamma$ are appropriate for the more-luminous (higher-SFR) galaxies, and vice versa for the lower-luminosity ones. Taking this into account, the observed difference in mass may be even larger in reality.

For most sources, we find modest levels of dust extinction $(0<$ $\tau_{V}<5$, peaking at $\sim 3$ ) for most sources. This assumes a screen geometry, and would increase in a uniform mixture of dust and stars. The amount of extinction generally increases for $z \gtrsim 0.3$ sources, with N1-040 requiring the greatest optical depth, consistent with its near-IR faintness (note, however, that the mean-likelihood and MCMC approaches disagree on the optical depths of the high-z sources - see Appendix A).

The values of $\tau_{V}$ we find for the bulk of the FIRBACK N1 galaxies, is consistent with the average $\tau_{V} \sim 3$ found from the $\mathrm{H} \alpha / \mathrm{H} \beta$ ratio of the FIRBACK-South galaxies (Patris et al. 2003). This means that, typically, the optical depths to which the light of old and young stars is subjected do not differ dramatically when integrated across the galaxy (see also Section 5.2).

### 4.4 Dust properties: $\boldsymbol{T} \boldsymbol{-} \boldsymbol{\beta}$ relation and dust mass

The single greybody approach we take (see Section 3.2) in modelling the dust emission of these galaxies, although in common use and the only one possible when just a few data points are available, is clearly an approximation (see also Dunne \& Eales 2001; Blain, Barnard \& Chapman 2003). More realistically, a distribution of dust grain characteristics, such as optical properties and geometry, results in a distribution of effective temperatures and values of $\beta$. In addition, degeneracies arise in fitting this model due to the functional form and spectral sampling (see Appendix C for further discussion).
For our sample, values of $T_{\mathrm{d}} \simeq 20-30 \mathrm{~K}$ and high values of $\beta(\simeq 2)$ are most representative (see Fig. 8). These are in good agreement with the typical far-IR temperatures ( $\sim 22 \mathrm{~K}$ ) of local spiral and irregular galaxies (Stickel et al. 2000; Contursi et al. 2001), as well as theoretical expectations which place the big grain emission (dominating the thermal peak of normal galaxies) of a standard interstellar medium at $T_{\mathrm{d}} \sim 15-30 \mathrm{~K}$ with $\beta \sim 2$ (Draine \& Lee 1984). Our estimates are also consistent with, but somewhat cooler than, the values found by Taylor et al. (2005) for the FIRBACK galaxies in ELAIS-N2.

The cold dust mass is estimated in the usual way: $M_{\mathrm{d}}=$ $S_{850}{ }^{*} D_{L}^{2}\left[(1+z) \kappa B\left(T, v_{\mathrm{e}}\right)\right]^{-1}$ (e.g. Farrah et al. 2002), where $B(T$, $\left.\nu_{e}\right)$ is the Planck function for the given temperature, at the emission frequency, and the dust absorption coefficient $\kappa$ parametrizes the unknown grain properties. We assume the value of $\kappa=0.077$ $\pm 0.02 \mathrm{~m}^{2} \mathrm{~kg}^{-1}$, as advocated by James et al. (2003), although there are arguments for a value up to three times higher (Dasyra et al. 2005). We return to the effect of increasing $\kappa$ in Section 5.2. We find $M_{\mathrm{d}} \sim 10^{7}-10^{8} \mathrm{M}_{\odot}$, which is comparable with the masses found for the SCUBA Local Universe Galaxies Survey (SLUGS) galaxies
${ }^{2}$ For comparison, typical $M^{*}$ values are $\sim 3 \times 10{ }^{10} \mathrm{M}_{\odot}$.
(Dunne \& Eales 2001). As expected, the higher-z, more-luminous galaxies have higher dust masses, typically $\sim 10^{8}-10^{9} \mathrm{M}_{\odot}$.

### 4.5 Size and morphology

The closest galaxies in our sample appear disc-like by visual inspection of the IRAC images (see Fig. 1). In addition, we would like to determine the typical sizes of our sample, and whether there is a noticeable morphological difference as a function of IR activity (i.e. $L_{\mathrm{IR}}$ ). Fortunately, all 22 sources considered here are at least mildly resolved by IRAC (diffraction limit $\sim 2$ arcsec at $8 \mu \mathrm{~m}$ ). The effective radii given in Table 2 are the $8-\mu \mathrm{m}$ half-light radii converted to physical distance (note there is no noticeable difference here if we used any other IRAC band). We find that, typically, $R_{\text {eff }} \sim 5-10 \mathrm{kpc}$, although a tail of the sample extends to larger radii. These sizes are consistent with those of large spirals.

## 5 ANALYSIS

In this section, we use the results of the previous section in attempting to arrive at a consistent picture of the physical properties of our sources. We particularly focus on three related questions. Why are all our galaxies, including the ULIGs, colder than expected? Can we say something about the spatial distribution of the star formation activity - that is, is there indication of centrally concentrated starbursts surrounded by older stellar haloes, or is the star formation by contrast distributed throughout the galaxy? And finally, is the typical FIRBACK galaxy actually starbursting?

### 5.1 Why cold LIGs and ULIGs?

Both our general inspection of the SEDs and the derived dust temperatures for our sample suggest that fairly cold spectra with weak (compared with IRAS galaxies) mid-IR emission describe our entire sample, despite three orders of magnitude variation in bolometric luminosity. This can be seen directly by examining the $L-T_{\mathrm{d}}$ relation (see Blain et al. 2003). This relation is of particular significance to far-IR/submm selected samples, as, in principle, it can reveal something of the nature of the sources based on only a few spectral points (enough, for example, for a single greybody fit), because it is simply a relation between the location of the far-IR peak and its overall strength. In Fig. 9, we compare the location of our sample in the $L-T_{\mathrm{d}}$ plane with other IR-selected samples, namely the SCUBA-selected high-z sources (Chapman et al. 2005) and the bright $I R A S$-selected galaxies (Dunne \& Eales 2001). We overplot empirical relations appropriate for merging and quiescent galaxies (Barnard 2002). These can be understood intuitively by recalling that ideally, $L \propto R^{2} T^{4}$. This leads to luminosity increasing with temperature if the size is kept constant, or conversely to a more concentrated starburst being hotter than a galaxy of the same luminosity but with more spread-out star formation (as in throughout the full disc). With a few exceptions, our sample is consistent (within the uncertainties, and given the different selection from that of IRAS galaxies) with the relation for quiescent galaxies (for further discussion of the relation, see Chapman et al. 2003), and consistent with our size results in Section 4.5.
The above discussion, taken a step further, suggests that our cold ULIGs might show extended star formation activity, rather than the usual nuclear-concentration seen in the late stages of major mergers (Veilleux, Kim \& Sanders 2002). Such a scenario has in particular been proposed for some SCUBA galaxies (Efstathiou \& RowanRobinson 2003; Kaviani, Haehnelt \& Kauffmann 2003). Locally,


Figure 9. A comparison of the luminosity-temperature relation for our sample (solid circles) with other IR-selected galaxies including IRAS-bright galaxies (Dunne \& Eales 2001) (crosses), and SCUBA-selected galaxies (Chapman et al. 2005) (open squares). The solid and dashed lines represent the loci for merging and quiescent galaxies, respectively (Barnard 2002). Note that our sample is consistent with the expectation for quiescent star formers.
only nuclear starbursts appear capable of reaching the requisite $\mathrm{SFR} / l u m i n o s i t y$. However, at high $z$, where presumably the progenitors are less evolved and more gas rich (i.e. with lower stability thresholds), it is possible that a major merger results in a discwide starburst (or rather many pockets throughout the disc) instead (Mihos 1999). Alternatively, a cause of cold ULIGs might be extreme opacity around a nuclear starburst and/or AGN.

### 5.2 The spatial scales of the old and young stars

In the previous section, we argue that the coldness of our sources, including both LIGs and ULIGs, might be due to star formation spread over an extended cold disc, rather than a nuclear starburst surrounded by an old stellar halo. Here, we apply two independent tests of this scenario.

Our first test is based on the assumption that the IR emission is dominated by power absorbed by the dust from young stars, while the dust responsible for the near-IR opacity traces the old stellar population. The two should match in a disc-wide star formation picture, while there is no reason for a correlation in a nuclear starburst. In Section 4.4, we derived the dust mass based on the far-IR emission of our galaxies. In principle, the optical depth derived in Section 4.3 can also be converted to dust mass, provided the surface area of the optical region is known. We do this using the following equation, adapted from Lisenfeld \& Ferrara (1998) by using $\tau_{B}=1.3 \tau_{V}$ and assuming the geometry is an inclined disc:
$M_{\mathrm{d}}^{\text {opt }}=\left(1.1 \times 10^{5}\right) \tau_{V} R^{2} \cos i$,
where $i$ is the inclination, such that $0^{\circ}$ is face-on and $90^{\circ}$ is edgeon.

In Section 4.5, we presented the effective radii of our sources as derived from the IRAC images. We found no difference between the four IRAC bands and, therefore, it is safe to assume that these radii represent the spatial extent of the old stellar population. In Fig. 10,


Figure 10. Optically derived dust mass (from absorption) compared with IR-derived values (from emission). The solid line is the best fit, while the dashed line is the expected $y=x$ line (for face-on discs). The directions of increasing disc inclination, and $\kappa$ are shown.
we compare this optically derived dust mass and the IR-derived dust masses. The two clearly correlate, as expected. However, the bestfitting slope is 0.86 unlike the expected 1.00 . The arrows define the directions in which either increasing disc inclination or increasing $\kappa$ pushes the points. Note that increasing inclination is equivalent to decreasing the size of the region contributing the bulk of the IR emission (i.e. towards nuclear starburst). Therefore, at the highmass end, the good agreement suggests that the dust (behind the IR emission in particular) is distributed throughout the entire disc rather than being concentrated in the nuclear region (see next section). Somewhat contradictory, the high values of $\tau_{V}$ we find are also fully consistent (but the lower values implied by the likelihood analysis are not - see Appendix A). The two can be reconciled by a more complex geometry.

At the low-mass end, we find consistently higher dust masses than expected from the above formula and the derived optical depths (hence the shallower slope). This may merely indicate that the highest-SFR regions responsible for the dust emission are behind a foreground screen of much less obscured older stars which are responsible for the near-IR emission. Another interpretation, is that our IR-based dust mass is overestimated. Adopting the extreme end of $\kappa$ values in the literature (Dasyra et al. 2005), $\kappa \sim 0.2$, will decrease our estimates by about 0.4 dex , making the two estimates much more consistent. The inclination cannot reconcile them as it only affects the points to the right-hand side of the dashed line (face-on case). This relation should probably not be over interpreted, since both expressions are approximations to much more complex systems and seeking a perfect agreement between them is therefore unrealistic. Within the uncertainties, we are gratified that our two independent estimates of the dust content agree as well as they do.

Given the above uncertainties, and especially if $\kappa$ is underestimated, it is still possible that some of our sources (especially among the higher- $L$ ones) are primarily powered by nuclear starbursts. We can determine the actual sizes of the star-forming/bursting regions in our galaxies by using the well-known relation between gas surface density and SFR surface density (Schmidt 1959). The implied


Figure 11. The Schmidt law, $\Sigma_{\mathrm{SFR}}=\alpha \Sigma_{\text {gas }}^{n}$, where observationally $n=1.4$ (Kennicutt 1998b, solid line). Our galaxies are plotted as the filled circles. The error bars represent their average $1 \sigma$ uncertainties. For comparison, we overplot the Kennicutt spiral galaxy (open triangles), and starburst galaxy (open stars) samples. The inset shows the size distribution for our sample. The slope $=1$ arrow shows the direction of increasing radius, while the horizontal arrow shows the direction of increasing dust-to-gas ratio.
universality of the star formation efficiency has been demonstrated observationally over many orders of magnitude in SFR density (Kennicutt 1998b). The slope of the relation $\mathrm{SFR} \propto \rho^{n}$ is $n=1.4$ (the Kennicutt relation; Kennicutt 1998b). However, the dependence of both quantities on radius is the same (since SFR and gas mass are derived from integrated properties, their respective surface densities are simply $\propto 1 / r^{2}$ ), meaning that a change in the effective radius takes the form of a translation along a line of slope $n=1.0$. Thus, assuming that the efficiency of star formation is indeed universal, any departure from the Kennicutt relation could be attributed to a difference in effective radius.

We estimate the gas mass by assuming the Milky Way gas-to-dust ratio of 100 (Knapp \& Kerr 1974), although the derived values, for external galaxies especially, show a large spread of about an order of magnitude (see e.g. Stickel et al. 2000). With these estimates, in Fig. 11, we overplot our sources on to the original Kennicutt sample of normal spirals, and IR-bright starbursts. Most of our galaxies lie on this relation (within the errors) somewhat above the spirals, consistent with the SFRs found in Section 4.2. This suggests that the bulk of our sample is indeed forming stars throughout their extended disc, although slightly more actively (due to more gas-rich discs) than in local spirals.

The good agreement between our sample and the Kennicutt relation suggests that both the estimated radii and the assumed standard dust-to-gas ratio are approximately correct. The inset in Fig. 11 gives the size distribution of the sample, which is roughly consistent with that of local spiral galaxies (Vertchenko \& Quiroga 1998). An Hubble Space Telescope (HST) based study of the size distributions of slightly higher-redshift ( $z \sim 0.2-1$ ) disc galaxies suggests effective radii in the same range with the peak moving from $\sim 6$ to $\sim 4 \mathrm{kpc}$ as the redshift decreases (Ravindranath et al. 2004).

As a final test, we double check the above conclusions by looking at the relation between $L_{\text {IR }}$ and $T^{4+\beta} R^{2}$ (which should scale with
luminosity, for simple geometries). As expected, we find a good correlation between the two. The linear fit gives
$\log L=(0.9 \pm 0.1) \log \left(T^{4+\beta} R^{2}\right)+(1.5 \pm 1.3)$,
where $L$ is in $\mathrm{L}_{\odot}, T$ is in K , and $R$ is in kpc. There are no obvious outliers (the rms is 0.4 ), again suggesting that, given the cool temperatures derived, the radii inferred from the $8-\mu \mathrm{m}$ images are appropriate (to within a factor of 2 ).

### 5.3 Starbursts? It's about time-scales

In the previous section, we found that the typical FIRBACK galaxy has modest SFR , typically $\sim 5 \mathrm{M}_{\odot} \mathrm{yr}^{-1}$, but this is somewhat enhanced activity compared with local quiescent spiral galaxies. Our investigations so far suggest disc-like star formation, with no indication of mergers, especially for the low-z sample. Now we would like to address the question of whether this enhanced star formation could reasonably be described as a 'starburst'. There is no single absolute definition of a starburst, but some commonly used indicators (Heckman 2005) include: a high intensity of star formation; a high-birthrate parameter (SFR $/\langle\mathrm{SFR}\rangle$ ); or a low ratio of the gas depletion time-scale to the dynamical time-scale. The question is when is 'high' high enough, and when is 'low' low enough. We now discuss each criterion in turn.

The intensity of star formation, was indirectly addressed in Fig. 11. Our sources appear to fall somewhere in-between quiescent spirals and nuclear starbursts (the Kennicutt et al. starburst sample is all nuclear). Here, the highest-z sources (N1-064, and N1-078) are apparently the only unambiguous starbursts. The region occupied by the bulk of our entire galaxies is in fact also the locus of the centres of disc galaxies alone (Kennicutt 1998b). So, is the star formation in our galaxies fairly smoothly distributed across the disc or in a collection of bursting knots sprinkled throughout? Are we diluting our results by assuming a smooth disc here? It appears that the intensity argument is inconclusive when applied to unresolved galaxies except in the most-extreme cases.

The birthrate parameter is slightly misleading, because of its dependence on the epoch of observation (although this is not too severe for our sample). A related quantity, which we examine next, is the specific SFR (see e.g. Gil de Paz et al. 2000), which is equivalent to the birthrate assuming a uniform epoch. The best way to interpret this is through comparison with other samples whose properties are already known, and for this purpose, we use the compilation of Gil de Paz et al. (2000). However, such comparisons should be carried out with some caution, since the samples are selected in very different ways and their quoted SFRs are based on different indicators. The main distinction here is that these other samples are based on the strength of the $\mathrm{H} \alpha$ emission line, while ours are based on the overall IR emission. The two are comparable, but not identical (largely due to the effects of dust extinction on the line strength at the high$L$ end and possible contribution of older stars to the IR emission at low luminosities). Here, we use the empirical relation of Kewley et al. (2002) to convert our IR-based SFRs to $\mathrm{H} \alpha$-based ones. Lastly, we standardize the Gil de Paz et al. SFRs to the Kennicutt relation (Kennicutt 1998a). In Fig. 12, we plot stellar mass versus specific SFR for our sample. For comparison, we overplot the data for local normal spirals, strong $\mathrm{H} \alpha$ emitters, and $\mathrm{H}_{\text {II }}$ dwarfs, taken from Gil de Paz et al. (2000). Fig. 12 suggests that, overall, our sample is somewhat less massive and more active than typical local spiral galaxies. However, the bulk are larger and less star-bursting than the average local $H_{\text {II }}$ dwarf. In fact, they most strongly resemble the comparison sample of $\mathrm{H} \alpha$-selected local star-forming galaxies


Figure 12. Stellar mass versus specific SFR. This compilation of comparison galaxies is from Gil de Paz et al. (2000); however we have converted their SFRs to the standard Kennicutt et al. relation (Kennicutt 1998a) (a difference of -0.87 dex). Shown are: normal spirals (open circles); local $\mathrm{H} \alpha$-selected star-forming galaxies (crosses); dwarf/H iI galaxies (stars). Our FIRBACK sample is shown as the filled circles. Note that for consistency, we have converted our IR-based SFR to $\mathrm{H} \alpha$-based SFR using the Kewley et al. (2002) relation. The arrow shows the direction of increasing $\mathrm{H} \alpha$ luminosity from Gil de Paz et al. (2000). The mass boundary (shown by the vertical line) is the observed boundary in physical properties seen in the Sloan Digital Sky Survey data (Kauffmann et al. 2003).
(Gil de Paz et al. 2000). This is to be expected, as the available spectra of our sources all show prominent emission lines (D05). The two outliers are the two ULIGs N1-064, and N1-078 which are predictably both massive and active.

We finally turn to the ratio of the gas-depletion time-scale ( $\left.\tau_{\text {depl }}\right)$ to the dynamical time-scale ( $\tau_{\mathrm{dyn}}$ ) of a galaxy. Unlike the above two considerations, the starburst criterion is clearer here. If the current rate of SFR is such that, if sustained, the available gas reservoir will be exhausted in a time shorter than the dynamical time, then the source is bursting. The depletion time-scale is simply $M_{\text {gas }} /$ SFR. We find that, typically, $\tau_{\text {depl }} \sim 8 \times 10^{8} \mathrm{yr}$. The dynamical time is defined as $\tau_{\text {dyn }} \sim\left(R / G M_{\text {tot }}\right)^{1 / 2}$. To estimate this, we begin by neglecting the dark matter contribution, and calculate the dynamical time using the gas mass plus the stellar mass. We then note that including any dark matter contribution would only have the effect of decreasing $\tau_{\text {dyn }}$ and, thus, any source that appears quiescent will remain so, regardless of the extra mass (we return to this point below). Using this approach, we find that typically $\tau_{\mathrm{dyn}} \sim 1 \times 10^{8}$ yr. Fig. 13 shows a histogram of $\tau_{\text {depl }} / \tau_{\text {dyn }}$ using estimates both with and without dark matter in $M_{\text {tot }}$. When the dark matter halo mass is included, ${ }^{3}$ the only starbursts in our sample are N1-013, and N1-078 (with N1-064, and N1-077 being borderline). Throughout, we assume our IRAC-based sizes, which we argued are the effective scales of the star formation activity (see Section 5.2). The bulk of our sample, despite their being apparently somewhat more active than local, quiescent spirals, do not appear to be bona fide starbursts.

[^3]

Figure 13. The ratio of gas depletion to dynamical time-scales. The two histograms are for the case where dark matter is not included (solid line) or when it is (dashed line). The shaded region corresponds to the classical definition of a starburst.

## 6 DISCUSSION

In this paper, we have presented a comprehensive study of the full-IR SEDs of a sample of 22 FIRBACK galaxies. Our new multicomponent model together with the MCMC fitting technique have allowed us to test various previous assumptions about FIRBACK galaxies, as well as the spectral templates used to model them and related populations.

We found that our galaxies have cool SEDs (low mid-IR/far-IR ratios), which remains true even for the higher-luminosity sources (LIGs and ULIGs). It is not yet clear how common such sources are, and how much of a concern are they for galaxy-evolution models. However, the Spitzer $24-\mu \mathrm{m}$ number counts (Papovich et al. 2004) already suggest that the existing SED spectra might not be accurate in the mid-IR for the $z \sim 0.5-2.5$ luminous and dusty sources thought to comprise the bulk of the CIB. To correct for this, the necessity for 'downsizing' the mid-IR in their starburst spectra was already pointed out by Lagache et al. (2004).

One of the primary questions we wanted to answer with this study was the nature of the brightest galaxies contributing to the CIB. Initially from the submm data (S03) and later through optical spectroscopy follow-up (D05), it was already known that the bulk of the FIRBACK galaxies are low-z, moderate-luminosity sources, with a small fraction of $z \sim 1$ ULIGs. Beyond that, however, little has been known of their nature, and in particular their masses, sizes, and modes of star formation were poorly constrained. Here, we have addressed these issues from a number of (admittedly not always independent) perspectives and concluded that the bulk of the sample is consistent with $\sim M^{*}$ mass galaxies, which are forming stars somewhat more actively than local spirals, but are likely not actually starbursting according to the usual definition. Their mode of star formation is consistent with slightly enhanced activity in the disc, rather than the nuclear bursts associated with major mergers. Their cool colours also exclude any significant contribution from AGN activity. A study of the ELAIS-N2 FIRBACK galaxies by


Figure 14. Detectability of FIRBACK-like galaxies as a function of redshift, compared with the Spitzer $24-\mu \mathrm{m}$ survey limits for SWIRE (Surace et al. 2004), and GOODS (Chary et al. 2004). The dashed line corresponds to the SED of a typical low-z FIRBACK source (N1-007), while the solid line represents an LIG (N1-015), and the dot-dashed line is a cold ULIG (N1-064). Note that the level of PAH contribution is uncertain in the last case and, therefore, it might not be detectable by SWIRE at $z \sim 2$ as suggested in this figure.

Taylor et al. (2005) used a set of theoretical templates for cirrus (i.e. quiescent), starburst, and AGN galaxies. They conclude that 80 per cent of the FIRBACK sources are starbursts, while 20 per cent are cirrus galaxies. Since we find enhanced star formation, but use more stringent starburst criteria, our conclusions are consistent.

### 6.1 Implications for the faint $\mathbf{2 4}-\mu \mathrm{m}$ sources

Over the past year, Spitzer has revealed large numbers of faint (roughly $\sim 10-1000 \mu \mathrm{Jy}$ ) $24-\mu \mathrm{m}$ sources. There has been much speculation about their nature, with obvious implications for various galaxy-evolution models. In Fig. 14, we evolve the SEDs of an $L^{*}$ galaxy, an LIG and an ULIG from our FIRBACK sample. We compare these with the detectability thresholds of the wide and shallow SWIRE survey (Surace et al. 2004) and the deepest current Spitzer survey, GOODS-North (Chary et al. 2004). The SWIRE sources are expected to be predominantly low $z$, meaning that FIRBACK-like galaxies (at only slightly higher redshifts) make up a significant fraction of them. For the deeper GOODS, FIRBACK analogues are expected to be a large component up to $z \sim 1$, while in the $z \sim 1-2$ range GOODS appears to be dominated by $11<$ $\log (L / \mathrm{L} \odot)<12$ sources, such as the ULIG-tail of our sample, as discussed by Chary et al. (2004). Overall, Fig. 14 suggests that understanding the faint $24-\mu \mathrm{m}$ sources requires taking into account not only M82- or Arp220-type sources, but also the much less luminous and colder FIRBACK sources, especially in the crucial $z \lesssim$ 1.5 regime. This is supported by the fact that while SCUBA-selected sources have close to 100 per cent detectability in the current generation of $24-\mu \mathrm{m}$ surveys (Egami et al. 2004; Frayer et al. 2004; Pope et al. 2006), most of the $24-\mu \mathrm{m}$-selected sources do not have individual SCUBA-counterparts (stacking analyses show them to have individual $850-\mu \mathrm{m}$ flux $\sim 0.5 \mathrm{mJy}$ (Serjeant et al. 2004), which is below the confusion limit of SCUBA.

### 6.2 Implications for the SCUBA galaxies

Fig. 14 indicates that if the SCUBA galaxies are as cold as our ULIGs (and given that their redshifts are typically in the range $z \sim 2-3$ ) then relatively shallow Spitzer surveys (e.g. SWIRE) cannot detect any, but the most-luminous or the most-AGN-dominated ones among


Figure 15. The evolution of two diagnostic colours: $S_{850} / S_{24}$ and $S_{24} / S_{8}$. The solid circles are our FIRBACK sample, while the open circles are SCUBA-selected galaxies from the GOODS-North field (Pope et al. 2006), while the crosses are other SCUBA-selected samples from shallower surveys (Egami et al. 2004; Frayer et al. 2004). The dark-grey region represents $\log L \lesssim 11$, while the light-grey region shows $\log L \gtrsim 11$ (the boundaries should be regarded as fuzzy). The redshift evolution of the SEDs is carried out in steps of 0.5 from $z=0$ to 4 . The SED curves used, from the top to bottom panel, are: N1-064, N1-029 and N1-009, and we have used them to trace the approximate boundaries for redshift evolution, split into four bands as described in the legend. The dashed curve is N1-064 with an additional extinction (see Section 6.2).
them. This has implications for the Spitzer overlap with SCUBA galaxies in wide-field submm surveys, such as SHADES (Mortier et al. 2005), and those being planned with SCUBA2. The difference between the FIRBACK far-IR and blank-sky submm sources is further highlighted in Fig. 15. Here, we show shaded regions to indicate the colours of normal $\log L<11$ galaxies, as distinct from $\log L>11$ ones, indicating their rough redshift evolution. The influence of the PAH feature complex as it traverses the $24-\mu \mathrm{m}$ filter at $z \sim 2$ is evident. It appears that, despite some overlap with our cold ULIG template, the bulk of the SCUBA sources are redder in both colours. As the $24-\mu \mathrm{m}$ flux pulls them in different directions here, this rather suggests that the reddening of one colour drives the overall effect. The $S_{24} / S_{8}$ colour can be reddened by redshift, optical depth, the presence of AGN, or increased PAH strength (at $z \sim 2$ ). Fully addressing the SEDs of SCUBA galaxies is clearly beyond the scope of this paper (see Pope et al. 2006). Here, we merely show one scenario, that is, that increased level of obscuration can account for the SCUBA galaxies' colours. We take our best-fitting N1-064 SED ( $\tau_{V}=5$ ), and subject it to additional extinction to a total of $\tau_{V}=14$. This is shown as the dashed curve in Fig. 15. The most SCUBA galaxies now fall in-between the original and revised N1-064 template; however, we remind that we have not fully explored the parameter space, and this is merely a consistency argument.

The three FIRBACK ULIGs we have studied here are N1-040, N1-064 and N1-078. In Section 5.1, we concluded that these sources are colder, and likely have more extended star formation activity than
typically assumed for ULIGs. This is qualitatively consistent with the cirrus models of Efstathiou \& Rowan-Robinson (2003), which was also claimed as a possible model for the SCUBA galaxies. A small fraction of the SCUBA sources are indeed consistent with the SEDs of these galaxies, redshifted slightly to $z \sim 1-2$. Most SCUBA galaxies, as discussed above, are consistent with the conventional view that they are highly obscured, extreme star formers (possibly including AGN) - the result of major mergers.

It is also worth noting that the use of the proposed $850 \mu$ m-to$24 \mu \mathrm{~m}$ flux ratio as a redshift indicator will at best be highly unreliable, due to the $24-\mu \mathrm{m}$ band traversing the PAH emission and Si absorption features in the mid-IR, as well as because of the range of possible far-IR SEDs. On the whole, the SCUBA galaxies appear to exhibit a large enough range in SED shapes that applying a single model to their mid-IR photometry would be misleading. More comprehensive studies of the multiwavelength properties of larger samples of submm-selected galaxies should help us understand the difference between the sources comprising the submm background and those responsible for the CIB.

## 7 CONCLUSIONS

In this paper, we have combined archival Spitzer observations of the ELAIS-N1 field with prior near-IR, far-IR, and submm data in order to study the full $\sim 1-1000 \mu \mathrm{~m}$ SEDs of the brightest contributors to the CIB at its peak. A novel MCMC fitting technique and a phenomenological SED model are used to make optimal use of the available data. Following are the principal results of our study.
(i) Contrary to expectations, we have demonstrated the existence of vigorously star-forming sources, which nevertheless have low mid-IR/far-IR ratios. Our sample extends over two orders of magnitude in luminosity and includes surprisingly cold ULIGs. This is likely the result of our far-IR selection.
(ii) We discuss some of the issues inherent in interpreting empirical SED models. In particular, conclusions may well be influenced by the spectral sampling. Here, we emphasized how limited spectral sampling and intrinsic model degeneracies might be responsible for the claimed physical $T_{\mathrm{d}}-\beta$ correlation.
(iii) A number of basic parameters for our sample are derived. The typical stellar mass of our galaxies is a few $\times 10^{10} \mathrm{M}_{\odot}$ to a few $\times 10^{11} \mathrm{M} \odot$ for the handful of ULIGs. Dust massses were found to be $10^{7}-10^{8} \mathrm{M}_{\odot}$, where we find general consistency between emissionand absorption-derived values. Typical SFRs are $\sim 5 \mathrm{M}_{\odot} \mathrm{yr}^{-1}$. We look at combinations of the above in order to (1) check for consistency, given the many inherent assumptions, and (2) allow for more meaningful comparisons with local optically selected galaxy samples.
(iv) In the specific SFR versus stellar mass relation, our sample appears to have enhanced SFR with respect to local spirals, but below dwarf $\mathrm{H}_{\text {II }}$ galaxies. The closest match to our galaxies appear to be $\mathrm{H} \alpha$-selected galaxies. This is consistent with the emission-line spectra of our galaxies, where available (D05).
(v) All our galaxies obey the Schmidt-Kennicutt relation. They appear to have enhanced star formation activity with respect to local spirals, but less than nuclear starbursts. The more IR-luminous galaxies in our sample have higher star formation intensity, as expected.
(vi) We looked at the ratio of the gas depletion time-scales to dynamical time-scales for our sample, and found that the FIRBACK galaxies fall short of the traditional starburst definition where the gas is exhausted on time-scales shorter than the dynamical time.
(vii) FIRBACK-like galaxies are potentially a significant component of shallow Spitzer surveys, whose redshift distributions peak at $z \lesssim 0.3$ (e.g. FLS). Our sample does not allow us to address the Universal role of cold ULIGs, although it appears that submm blank-sky surveys might also be sensitive to similarly cold (extended and/or highly obscured) sources.
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## APPENDIX A: MCMC FITTING AND ERROR ESTIMATES

## A1 Description of our MCMC SED-fitting method

We use a MCMC (see e.g. Gamerman 1997) approach in order to sample the posterior parameter distributions, allowing us to find the best solutions as well as the associated errors on the derived parameters. Taking $\boldsymbol{a}$ to be the array of parameter values defining a given model, and $\boldsymbol{y}$ to be the array of data values available, according to Bayes theorem, we have $p(\boldsymbol{a} \mid \boldsymbol{y}) \propto p(\boldsymbol{y} \mid \boldsymbol{a}) p(\boldsymbol{a})$ where $p(\boldsymbol{a} \mid \boldsymbol{y})$ is the posterior probability distribution, $p(\boldsymbol{y} \mid \boldsymbol{a})$ is the likelihood of the data for the given model, and $p(\boldsymbol{a})$ is the prior. Normalizing this (via the global probability of the data) is usually impossible in practice, since it requires knowledge of all possible models. Here, as is often the case, a single model is assumed and what we are interested in is the shape of the distribution $p(\boldsymbol{a} \mid \boldsymbol{y})$, such that the most probable values for the parameters and their errors can be derived. What we really want then, is a measure of the relative probability of a given parameter value compared with some other value. Rearranging Bayes theorem, we have

$$
\begin{equation*}
\frac{p(\boldsymbol{a} \mid \boldsymbol{y})}{p\left(\boldsymbol{a}^{\prime} \mid \boldsymbol{y}\right)}=\frac{p(\boldsymbol{y} \mid \boldsymbol{a})}{p\left(\boldsymbol{y} \mid \boldsymbol{a}^{\prime}\right)} \frac{p(\boldsymbol{a})}{p\left(\boldsymbol{a}^{\prime}\right)} \tag{A1}
\end{equation*}
$$

The ratio of priors is equal to 1 if a flat prior is assumed or is equal to $\mathrm{e}^{a_{i} / a_{i}^{\prime}}$ if a logarithmic prior is chosen instead. Note that equation (A1) can be used to adjust the results of a chain sampled with flat priors to test the effect of other choices of priors ('importance resampling', e.g. Lewis \& Bridle 2002). This is the approach we take when returning to the effect of priors in Section A2. For now, flat priors are assumed for all parameters, and therefore from now on the posterior and likelihood distributions are used synonymously.

In principle, arbitrary shapes of the posterior distribution can be sampled using a simple Monte Carlo approach. However, for multidimensional problems, where the ratio of high-probability volume to total volume is very small, this can quickly become computationally prohibitive. The basic idea behind MCMC is to effectively sample this distribution by building up chains of random guesses of parameter values, where each successive guess is chosen from some much smaller proposal distribution, $q$, around the previous chain link. This move is accepted or rejected according to some criterion, which both pushes the chain towards higher-probability regions, and allows for some random deviation from the straight gradient descent-type path. We follow the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) where all parameters are varied at once, and a guess is accepted according to the criterion: $\alpha_{i+1}=\min \left[u, p_{i+1} q_{i+1} / p_{i} q_{i}\right]$, where the stochastic element is provided by the random number $u \in[0,1]$. For the proposal distribution, we use a multivariate Gaussian, which, being symmetric, leads to $q_{i+1} / q_{i}$ of unity. Note that the exact shape of the proposal distribution is not important, but its effective width strongly affects the efficiency of the MCMC (see below). We assume that the likelihood of a given solution is the usual expression given by
$\log \mathcal{L}=$ constant $-\sum\left(\frac{y_{i}-y_{\text {model }}}{\sigma_{i}}\right)^{2}$,
where the second term is the $\chi^{2}$. The probability ( $p$ ) that the system finds itself in a given state is given by the Boltzman factor, where the 'energy' is $\chi^{2}$, and thus $p_{i+1} / p_{i}$ is $\exp \left(-\Delta \chi^{2} / T\right)$ (this is called the 'odds' of the given solution). The temperature, $T$, has effectively the same function as the width of the proposal distribution, in that it determines how easy it is for the system to jump a particular distance from its current state.

Since brute-force MCMC is a fairly slow procedure, rather than initialize the chain at some random point we begin with some reasonable guess at the best model. Other possibilities would include simulated annealing, such as used in Sajina et al. (2005), or equivalently using variable widths of the proposal distribution, or using any other optimization technique to find the high-probability regions quickly. For our purposes here, starting with a reasonable guess is deemed sufficient since we still explore the full region of physically plausible solutions.

The numerical parameters which need to be set are: the width of the proposal distribution for each parameter (the $q$-width); the temperature; and the overall length of the chain. Too low a $q$-width, will tend to acceptance of too many trials, while too high a value will give some jumps far outside the high-probability regions, resulting in low acceptance rates. Trial-and-error has shown that an acceptance ratio in the range $10-30$ per cent is reasonable (this is supported by empirical studies which show that $\sim 25$ per cent acceptance rate in problems with more than two dimensions minimizes internal correlations in the resulting chain (Roberts et al. 1997). To find the appropriate $q$-width, we make shorter ( 30000 ) runs, where we vary only one parameter at a time. We start with a guess at the $q$-widths for each and incrementally adjust them until the resulting acceptance rates are $50-80$ per cent (which is appropriate for one-dimensional problems). By trial and error, we have found that this leads to acceptance rates in the desired $10-30$ per cent range when all seven parameters are varied simultaneously. This approach works better for our sample than fixing the widths a priori, since the dynamic range for the various parameters is too high. Such optimization of the proposal distributions before the main run speeds up the process, while preserving the ergodicity of the MCMC algorithm (Gelfand \& Sahu 1994). We set $T$ to 0.9 , which results in points $\Delta \chi^{2} \sim 1$ away from the best solution to be accepted with 30 per cent probability. Note, however, that since increasing the temperature increases the acceptance rate as well (preserving the $\Delta \chi^{2} / T$ ratio) and vice versa; in principle, the temperature and $q$-width are degenerate and, therefore, the exact value of the temperature chosen is not crucial as it will be compensated for in the above width adjustment. For the overall length of the chain, we need to find the length which both samples the posterior probability distribution well and at the same time (for practical reasons) is not much longer than what is just needed to accomplish this. We use 600000 iterations, since our experience shows that the posterior probability around the best solution is well sampled by this time.

This procedure still leaves us with little sensitivity to highly disjointed solutions of equal goodness-of-fit, although this is not of concern here as such solutions will most likely converge on to unphyiscal values.

Since we start at a high-probability part of the parameter space, the 'burn-in' period is less well defined than when starting at a random position, and we therefore do not formaly subtract a 'burn-in' part of the chain. However, in deriving the best-fitting parameters and errors below, we apply a cut-off $\Delta \chi^{2}=5$ from the minimum- $\chi^{2}$ solution, which isolates the region of interest, and thus has the same function as the 'burn-in' removal. Fig. A1 shows an example of the resulting chain in various projections.


Figure A1. Here, we demonstrate what the resulting chain looks like after the procedure described. The two extreme-left panels show examples of both uncorrelated and correlated parameters. A thinning factor of 30 has been applied. Throughout, we plot all points with $\chi^{2} \leqslant\left(\chi_{\min }^{2}+5\right)$. The top right-hand panel shows a section of the chain demonstrating the evolution of the PAH amplitude parameter. The bottom middle and right-hand panels show the marginalized distribution for the $\beta$ and $T_{\mathrm{d}}$ parameters (with linear $y$-axes). Note the non-Gaussian shapes.

## A2 Error estimates

As discussed above, the MCMC procedure samples the likelihood surface, which is proportional to the posterior probability distribution of interest. We use flat priors, where negative values are not accepted for any parameter. In addition, upper limits are set for the temperature ( 100 K ), optical depth (30), and $\beta$ (3). The latter is necessary, since for many sources the $\mathrm{S} / \mathrm{N}$ in the submm data is very low, leading to the difference in overall values of $\chi^{2}$ for unphysically large values of $\beta$ to be small, and the chain can get stuck in such regions. Since $\beta$ is believed, both on theoretical and observational grounds, to be in the range $\sim 1-2$ (see Dupac et al. 2003, and references therein), we believe our $0-3$ prior is reasonable. The temperature limit is also necessary because of the above difference in $\mathrm{S} / \mathrm{N}$. The optical depth limit is only relevant for the few sources with higher $\tau$ and faint near-IR/IRAC detections (e.g. N1-040, N1064). These limits are imposed by returning the chain to the vicinity of its initial state in order to avoid getting stuck at the edge. We come back to the effects of the prior below.

The chains obtained above allow for two distinct routes to obtaining the probability distributions for each parameter. The first is the easier straight marginalization of the given parameter over all the others. This is represented by
$p\left(a_{j}\right) \mathrm{d} a_{j}=\int_{i, i \neq j}^{N_{i}} p\left(a_{i}\right) \mathrm{d} a_{i}$,
which in practice is just counting the number of times the chain visits a particular bin of values for the given parameter $a_{j}$. However, since we record the $\chi^{2}$ value for each chain link, we can also directly obtain the likelihood distribution (see equation A2) for the parameter. In practice, a simplified form of this is the mean likelihood distribution (Lewis \& Bridle 2002). The idea is to calculate the average $\chi^{2}$ for each bin and then compare this with the minimum $\chi^{2}$ achieved by


Figure A2. Here, we compare the marginalized (solid curve) and mean likelihood (dot-dashed curve) derived probability distributions for the parameters of interest. The distributions are normalized and the plots scaled to just fit the distributions as shown. The sources here and in the following figures are in the order of increasing $L_{\text {IR }}$. We use the marginalized distribution for our error estimates, where the best-fitting value is given by the solid line (simply the peak of the distribution), and the 68 per cent confidence limits are given by the dotted lines.
the chain as
$p\left(a_{j}\right) \propto \exp \left[-\left(\chi_{j}^{2}-\chi_{\min }^{2}\right)\right]$,
where $\chi_{j}^{2}$ is the mean $\chi^{2}$ in the $j$ th bin.
In Fig. A2, we show the distributions for all parameters obtained using both methods for the whole sample. Note that, since we have applied a $\chi^{2}$ cut (see above), secondary features in the marginalized distributions, such as blended peaks and tails, are still fairly likely. For example, in the case of $\mathrm{N} 1-101, T_{\mathrm{d}} \sim 25 \mathrm{~K}$ is the preferred solution, but $T_{\mathrm{d}} \sim 40 \mathrm{~K}$ is still quite likely. The uneven error bars indicate this. Note that in Table 2, for simplicity, we quote the average error only, but indicate the different error bars in the figures. However, due to its definition, applying a $\chi^{2}$ cut when estimating the mean likelihood tends to flatten the distributions. Therefore, in that case, the most 'peaked' distributions possible are obtained if the whole of the chains are used. This means that parameters poorly constrained by the $\chi^{2}$ are clearly visible in the likelihood curves (e.g. $L_{\text {PAH }}$ for the highest- $z$ sources, N1-064 and N1-078).

The best-fitting values we use are merely the peaks of the above distributions. To obtain the uncertainties on those, we define a desired confidence level and, starting from the peak of the distribution, move to incrementally lower equal probability bins on each side of it until the area covered is equal to the total area times the desired confidence level. Thus, unsymmetric error bars are indicative of asymmetric probability distributions.

In Fig. A2, we see that in general the marginalized and mean likelihood distributions agree reasonably well with each other. However, there are two instances where they disagree substantially. One is for $\beta$, where the likelihood tends towards unphysically high values. The origins of this are discussed in Appendix C. Our imposed prior confines the marginalized distribution to more reasonable values.


Figure A3. The effect of choice of prior on the $\tau_{V}$ probability distribution. Here, we use the chain for N1-041.

We also find significant differences between the two approaches for $\tau_{V}$. Here, we are again clearly affected by our choice of prior. Fig. A3 shows how our uniform prior-based distribution transforms into the mean likelihood distribution by application of the Jeffreys prior (see e.g. Gregory 2005). Note that the offsets in the PAH luminosity and stellar mass values are also due to this difference. For the highest- $z$ sources, N1-064 and N1-078, the marginalized distributions result in essentially unconstrained $\tau_{V}$ (no clear peak in the distributions); thus, the values listed in Table 2 are fairly meaningless. For these two cases, we find the mean-likelihood distribution to be more indicative, in both cases a clear, although fairly broad, peak exists at $\tau_{V} \sim 5$. We discuss the effects of this discrepancy as appropriate.

## APPENDIX B: PHOTOMETRIC REDSHIFTS

The most common approach to photometric redshift estimates is template fitting. Its effectiveness is obviously strongly dependent on the templates used and the data available (see e.g. Massarotti, Iovino \& Buzzoni 2001, for a discussion).

Our multicomponent SED model (described in Section 3.2) effectively represents a large and flexible template library. Therefore, we here describe the results of fitting this model, while keeping the redshift a free parameter. The results we present use the full-IR SED; however, we note that the near-IR and IRAC data are the most constraining in terms of redshift determination. This is particularly true for $z \lesssim 0.3$ where the major PAH features leave the IRAC $8-\mu \mathrm{m}$ band. With sufficiently good $\mathrm{S} / \mathrm{N}$, the approach also works at somewhat higher redshifts due to the $1.6-\mu \mathrm{m}$ stellar peak being probed by the near-IR data (although in our case the IRAC data are not sufficiently sensitive to do this reliably at $z \sim 1$ ). We use model spectra which are generated on a logarithmic grid in wavelength, where $\Delta$ $\log \lambda=0.005$. This leads to a minimum redshift resolution $[\Delta z /(1+$ $z)$ ] of 0.01 , which is adequate for our purposes.

In order to adapt our earlier model fitting to this problem, a few modifications are needed. First, our results in Section 4.4 suggest that $\beta \sim 2$ adequately described the far-IR/submm emission of our galaxies. Therefore, here we fix $\beta=2$. Next, to avoid some clearly unphysical solutions, we restrict the code to the range $-0.1<$ $\log \left(A_{\text {star }} / A_{\text {PAH }}\right)<0.9$. This condition is fully satisfied by all our sources when the spectroscopic redshifts are used (except N1-040, where PAH emission is apparently completely absent), and moreover is required if the rest-frame sources are to agree with our simulated IRAC colour-colour plot in Sajina et al. (2005). Lastly, due to the $T /(1+z)$ degeneracy, the temperature parameter we vary here is $T /(1+z)$. This last step removes the strongest correlation in the resulting chains. However, we find that the results are subject to


Figure B1. The marginalized distributions for the photometric redshift estimates. The best-fitting value is indicated by the solid vertical line. Where spectroscopic redshifts are available, they are indicated by the dashed vertical line. Where spectroscopic redshifts are not available, the best-fitting photometric redshift is indicated in brackets below the name of the source.
additional degeneracies of redshift with other parameters, including: a negative correlation with the stellar amplitude; a positive correlation with the PAH amplitude; and a negative correlation with optical depth. These are clearly not independent.

Fig. B1 shows the marginalized distributions we obtain for photometric redshift fits. Note that the mean likelihood distributions here are poorly constrained, most likely due to the above degeneracies. Overall, the agreement between our MCMC estimates and the spectroscopic redshifts (where available) is quite good. The worst case is N1-040 where the near-IR/IRAC data have very low S/N and, moreover, the source is apparently devoid of PAH emission; thus, the constraint comes entirely from the far-IR/submm which is not very accurate, as can be seen in this case (see also Aretxaga et al. 2005). We have left out N1-064, whose high redshift (0.91) is in a different regime (the PAH features have completely left the IRAC bands) and therefore an accurate redshift cannot be obtained with the above method. N1-078 is also believed to be at $z \sim 1$ (S03) and has an SED very reminiscent of N1-064. Therefore, we will assume it to be at $z=0.91$ as well, although note that the uncertainty is $\sim 0.5$.

Fig. B1 shows that there is a bias in the model towards preferring somewhat higher redshifts compared with the spectroscopic ones. The above degeneracies result in double-peaked distributions (e.g. N1-001, N1-007), and in some cases the 'wrong' peak is preferred (N1-004, N1-031). All of these issues suggest that the model, although working in general, is imperfect at this point. Improvements are needed in minimizing the remaining degeneracies, which must involve including additional constraints. Two obvious steps are the use of the relation between absorption-derived and emissionderived dust mass, as discussed in Section 5.2 (this requires the effective sizes of galaxies), and the use of distance dimming. The latter, for example, effectively excludes the higher-z solution for $\mathrm{N} 1-004$, but not for N1-031. For N1-040, the distance-dimming argument
would in fact support the wrong solution, which was brought about largely by the imposition of 'typical' stars-to-PAH ratios. Therefore, the range in galaxy SED types needs to be known better and accounted for here before these steps can be implemented.

After accounting for all these issues, we find that the average uncertainty of our estimated redshifts is $\langle\Delta[z /(1+z)]\rangle=0.06$.

Thus, in summary, we adopt the following redshifts: N1013(0.46), N1-045(0.18), N1-068(0.16), N1-077(0.20), and N1083(0.31). Based on optical template fitting, Rowan-Robinson et al. (2005) derived the following redshifts: N1-013(0.58), N1045(0.09), N1-068(0.23), N1-077(0.19), and N1-083(0.51). Assuming these are correct, our results on average are uncertain to $\langle\Delta[z /(1$ $+z)]\rangle=0.07$, which is slightly worse than the above-quoted uncertainty as expected when comparing against other photometric redshift estimates. For simplicity, we are going to ignore the uncertainty on the estimates and treat these redshifts as fixed.

## APPENDIX C: THE $\boldsymbol{T}-\boldsymbol{\beta}$ RELATION

A common approach, especially with a limited number of farIR/submm data points, is to fit a greybody function with characteristic temperature and emissivity. Following are three main questions arising from the practice and interpretation of these fits.
(1) What degeneracies are present in the usual formulation, and therefore what are the optimal parameters to fit?
(2) Given that this is only an approximation to the true shape of the SED, what effect does the spectral sampling (such as due to redshift) have on the results obtained?
(3) How does one disentangle physical correlations from said degeneracies?

For further discussion, see also Blain et al. (2003) and the alternative parametrization of Baugh et al. (2005). In essence, the function one is fitting has the form: $f_{v}=\left(\nu / v_{0}\right)^{\beta} \times B_{v}$, where $B_{v}$ is the Planck function:
$B_{v}=\frac{2 h}{c^{2}} \frac{v^{3}}{\exp (h v / k T)-1}$.
The parameters to determine here are $T_{\mathrm{d}}, \beta$, and the nuisance parameter $v_{0}$ (or some equivalent normalization). We wish to disentangle any correlations between the three. To begin with, to understand how degeneracies arise between the various parameters, we need to consider what it is that the code is actually fitting. Intuitively, to first order this is the overall amplitude of the dust emission, the position of the peak, and the slope in the Rayleigh-Jeans tail.

The first of these functional parameters is the bolometric dust flux, $F_{\mathrm{d}}$, which is given by
$F_{\mathrm{d}}=\int f_{v} d v=\frac{2 h}{c^{2} v_{o}^{\beta}}\left(\frac{k T}{h}\right)^{4+\beta} \Gamma(4+\beta) \zeta(4+\beta)$,
where $\Gamma$ is the complete gamma function, and $\zeta$ is the Riemann zeta function. ${ }^{4}$ Rearranging the above and substituting for $1 / \nu_{o}^{\beta}$ in $f_{v}$ removes the bulk of the degeneracies of the normalization parameter (which is now taken to be $F_{\mathrm{d}}$ ).

Nevertheless, the temperature and $\beta$ are still correlated. As stated above, the fitting process is also concerned with the position of the

[^4]

Figure C1. Here, we compare the relation in equation (C5) and the observed degeneracy between the $\beta$ and temperature parameters. The points are from the fit to N1-024. The dashed lines show the relation in equation (C3), where the location of the peak moves in increments of $20 \mu \mathrm{~m}$ from 100 to $200 \mu \mathrm{~m}$ (top to bottom panel). Note the good agreement at higher values of $\beta$ and the deviation at lower values of $\beta$. The dotted line is the expectation of equation (C4) with $\alpha_{\text {submm }}=5$ (consistent with observations). The solid lines are the combined constraint (equation C5) for peak locations of 160 and $180 \mu \mathrm{~m}$, respectively - the observed distribution is now reproduced much better. If not treated carefully, this parameter correlation, which exists in the fits for each source, can be misinterpreted as a physical correlation between the derived $\left(\beta, T_{\mathrm{d}}\right)$ pairs for a sample of sources.
peak in the emission. By solving $\mathrm{d} f_{v} / \mathrm{d} \nu=0$ we obtain
$\beta=\left(\frac{h \nu_{\text {peak }}}{k T}\right)\left[\frac{\mathrm{e}^{h \nu_{\text {peak }} / k T}}{\mathrm{e}^{h \nu_{\text {peak }} / k T}-1}\right]-3$.
This equation provides a good fit to the observed correlation at higher values of $\beta$ (see Fig. C1), but fails as $\beta$ approaches 1 . The reason for this is obvious - apart from the peak, we also need to match the Rayleigh-Jeans tail. The submm data do not allow $\beta$ to become arbitrarily shallow, although it can be compensated by increasing the temperature (which pulls the Planck function the other way). The constraint coming from the Rayleigh-Jeans tail can be parametrized with the submm spectral index, $\alpha_{\text {submm }}$ which is related to $\beta$, but in the Rayleigh-Jeans approximation the temperature dependence falls out leaving
$\beta=\alpha_{\text {submm }}-2 \log \left(\frac{850}{450}\right)-3$.

Looking at our data (when the $\mathrm{S} / \mathrm{N}$ at $450 \mu \mathrm{~m}$ was high), we find typical values of $\alpha_{\text {submm }} \sim 5$, which means $\beta \sim 1.5$ from equation (C4), which is in fact often adopted for submm sources. The joint constraint on the spectral index leads to
$\beta=\left(\frac{h \nu_{\text {peak }}}{k T}\right)\left[\frac{\mathrm{e}^{h \nu_{\text {peak }} / k T}}{\mathrm{e}^{h \nu_{\text {peak }} / k T}-1}\right]+\alpha_{\text {submm }}-2 \log \left(\frac{850}{450}\right)-6$.
In Fig. C1, we show how the above two constraints act together and therefore how the available data drive the $\beta$ and temperature values found. For example, in data without well-determined peak position, assuming a low value of $\beta$ (say, 1-1.5) will automatically lead to the conclusion of hotter temperatures. Conversely, in data with cool temperatures and well-determined peak, but poorly sampled submm data, the conclusion will always be that $\beta$ is high (even $>2$ if the fit is allowed to go there). Better sampling (which could mean better $\mathrm{S} / \mathrm{N}$ or more spectral points) in the submm (relative to the peak) would likely change that unphysical conclusion. Conversely, as the redshift is increased, our data increasingly sample the peak rather than the tail of the thermal emission, and this has the same effect.

This degeneracy is empirically well known (Blain et al. 2003). Apart from this degeneracy arising from the functional form used, there have also been suggestions that a physical inverse relationship exists as well. In particular, this was seen when the best-fitting temperature and $\beta$ values for different Milky Way environments were compared by Dupac et al. (2003). The relative homogeneity of our sample (see Fig. 8) does not allow us to firmly support or reject this relationship (although the apparently warmest source, N1-078, supports it). A wider range of galaxy types with well-sampled SEDs would be needed to address this firmly. However, we note that (as discussed above) as the peak of the SED shifts, the combined $\beta, T$ distribution moves as well. But in the Dupac et al. sample the shortest wavelength is $100 \mu \mathrm{~m}$; thus, whenever the peak is shortward of that (corresponding to $\sim 30 \mathrm{~K}$ for $\beta \sim 2$ ), the submm index begins to dominate the fit, flattening the distribution. At the other extreme, for example, as the peak reaches the coldest observed values (corresponding to peaks at $\sim 200 \mu \mathrm{~m}$ ), we are sampling a distribution where $T \sim 15 \mathrm{~K}$ for $\beta \sim 2$ (see Fig. C1). Therefore, it appears that this correlation is easily explained as a sequence of progressively colder/hotter environments. The apparent $\beta-T$ correlation is merely a combination of the intrinsic correlation between $T_{\mathrm{d}}$ and $\beta$ for individual sources and limited wavelength coverage. That being said, a physical correlation here is to be expected from the different optical properties of grains at different temperatures. But it is unclear that the single greybody approach is capable of testing this adequately.

This paper has been typeset from a $\mathrm{T}_{\mathrm{E}} \mathrm{X} / \mathrm{ET}_{\mathrm{E}} \mathrm{X}$ file prepared by the author.
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    ${ }^{d}$ IRAC and MIPS fluxes from archival SWIRE observations, this work; $S_{70}$ from the SWIRE catalogue, all assumed to have an uncertainty of 20 per cent. ${ }^{e}$ ISOPHOT $170-\mu \mathrm{m}$ data from Dole et al. (2001).
    ${ }^{f}$ VLA $21-\mathrm{cm}$ fluxes from Ciliegi et al. (1999).

[^3]:    ${ }^{3}$ Using the relation $M_{\text {halo }} / M_{\text {gas }} \approx 35\left(M_{\text {gas }} / 10^{7} \mathrm{M}_{\odot}\right)^{-0.29}$ (MacLow \& Ferrara 1998).

[^4]:    ${ }^{4}$ Note that $\zeta(4+\beta)$ is $\simeq 1$ for any positive value of $\beta$, so does not affect the result much. The quantity $\log \Gamma(4+\beta)$ is closely approximated by $0.69(1+0.69 \beta)$, which we use.

