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Abstract. We present a large sample ofz ∼ 3 U−band dropout galaxies extracted from the Canada-France deep fields sur-
vey (CFDF). Our catalogue covers an effective area of∼1700 arcmin2 divided between three large, contiguous fields separated
widely on the sky. ToIAB = 24.5, the survey contains 1294 Lyman-break candidates, in agreement with previous measure-
ments by other authors, after appropriate incompleteness corrections have been applied to our data. Based on comparisons with
spectroscopic observations and simulations, we estimate that our sample of Lyman-break galaxies is contaminated by stars
and interlopers (lower-redshift galaxies) at no more than∼30%. We find thatω(θ) is well fitted by a power-law of fixed slope,
γ = 1.8, even at small (θ < 10′′) angular separations. In two of our three fields, we are able to fit simultaneously for both the
slope and amplitude and findγ = 1.8±0.2 andr0 = (5.3+6.8

−2.2)h
−1 Mpc, andγ = 1.8±0.3 andr0 = (6.3+17.9

−2.8 )h−1 Mpc (all spatially
dependent quantities are quoted for aΛ-flat cosmology). Our data marginally indicates in one field (at a 3σ level) that the
Lyman-break correlation lengthr0 depends on sample limiting magnitude: brighter Lyman-break galaxies are more clustered
than fainter ones. For theentireCFDF sample, assuming a fixed slopeγ = 1.8 we findr0 = (5.9 ± 0.5)h−1 Mpc. Using these
clustering measurements and prediction for the dark matter density field computed assuming cluster-normalised linear theory,
we derive a linear bias ofb = 3.5± 0.3. Finally we show that the dependence of the correlation length with the surface density
of Lyman-break galaxies is in good agreement with a simple picture where more luminous galaxies are hosted by more massive
dark matter halos with a simple one-to-one correspondence.

Key words. cosmology: observations – galaxies: high-redshift – galaxies: evolution –
cosmology: large-scale structure of universe

1. Introduction

Surveys of the local Universe, such as the Two-degree Field
Galaxy Redshift Survey (2dFGRS) (Colless et al. 2001) and the

Send offprint requests to: S. Foucaud,
e-mail:foucaud@mi.iasf.cnr.it
? Based on observations obtained at the Canada–France–Hawaii

Telescope (CFHT) which is operated by the National Research
Council of Canada, the Institut des Sciences de l’Univers (INSU) of
the Centre National de la Recherche Scientifique and the University
of Hawaii, and at the Cerro Tololo Inter–American Observatory
and Mayall 4-meter Telescopes, divisions of the National Optical
Astronomy Observatories, which are operated by the Association of
Universities for Research in Astronomy, Inc. under cooperative agree-
ment with the National Science Foundation.

Sloan Digital Sky Survey (SDSS) (Stoughton et al. 2002), are
now providing ever-more detailed pictures of the distribution
of galaxies on scales of several hundred Mpc. We have a good
paradigm of large-scale structure formation in which small
fluctuations of matter density grow under the influence of grav-
ity to form large-scale structures and galaxy halos. Furthermore
perturbation theory and numerical simulations provide use-
ful predictions which can be challenged against observations.
Making some assumptions on how dark matter traces luminous
objects at large scales, we can produce a picture of how galax-
ies are distributed on large scales locally which match observa-
tional data remarkably well.

However, predicting the evolution of clustering to higher
redshift is still challenging. We may either attempt to construct
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a fully self-consistent model of galaxy formation which links
the dark matter distribution and the luminous galaxies (e.g.
Cole et al. 1994; Baugh et al. 1999) or, alternatively, to pos-
tulate a relationship between dark matter halos and luminous
galaxies (the bias) and use this to predict the galaxy distribu-
tion (e.g. Matarrese et al. 1997; Mo et al. 1999). One simple
version of this method has been to postulate a linear relation-
ship between the galaxy density,δ0, and the dark matter one,
δm: b = δ0/δm, whereb is the bias parameter (Kaiser 1984).
However, until recently, comparing these models to available
observations has not been straightforward. For example, an-
gular clustering analyses (e.g. Roche et al. 1993; McCracken
et al. 2000) are usually based on magnitude limited samples
that typically contain a mixture of galaxy types within a range
of redshifts and thus require additional information on the evo-
lution of the galaxy population to allow us to draw meaningful
conclusions about the evolution of galaxy clustering.

A much more powerful technique is to measure the
clustering of galaxies isolated in different redshift intervals.
Spectroscopic surveys, such as the Canada-France Redshift
Survey (CFRS) (Lilly et al. 1995; Le F`evre et al. 1996)
and the Canadian Network for Observational Cosmology sur-
vey (CNOC) (Carlberg et al. 2000), allow us to directly
measure the evolution of the galaxy correlation lengthr0 as
a function of redshift. Alternatively, the photometric redshift
technique has enabled similar analyses up to fainter magnitudes
and higher redshifts (e.g. Arnouts et al. 1999; Brunner et al.
2000; Arnouts et al. 2002). Although these various samples
are subject to different selection effects and cosmic variance,
the results on the clustering measurements agree in showing a
general decline of the comoving correlation lengthr0 with red-
shift fromz∼ 0 toz∼ 1. While the clustering amplitude of the
underlying dark matter is also expected to decrease with look-
back time with a rate depending on the cosmological parame-
ters, the above observations cover a too small redshift range to
provide constraints on the evolution of galaxy clustering.

In the early 1990’s, several studies attempted to photo-
metrically isolate high redshift (z ∼ 3) galaxies using very
deepU−band imaging (Guhathakurta et al. 1990; Steidel &
Hamilton 1993). The Lyman limit discontinuity in the emission
light of these (star-forming) galaxies, combined with absorp-
tion by the intergalactic medium along the line of sight (Madau
1995; Bershady et al. 1999) means these objects are expected
to have extremely red (U − B) colours, and (V − I ) colours
about zero (Madau et al. 1996). However, it was the advent of
10-m telescopes which allowed the redshifts of these galax-
ies to be spectroscopically confirmed (Steidel et al. 1996b).
Today, a thousand or so of these bright galaxies (i.e. those with
L ∼ L∗) have been spectroscopically confirmed at redshiftz∼ 3
(Lyman-break galaxies – Steidel et al. 1999), whereas previ-
ously only peculiar objects such as QSOs or radio-galaxies
were known at this epoch.

The most recent works onz ∼ 3 galaxies have focused
on their physical properties: for example, Adelberger et al.
(2003) investigated the cross-correlation between Lyman-break
galaxies and the intergalactic medium whereas Shapley et al.
(2003) studied their rest-frame UV spectroscopic properties.

Properties of these objects at other wavelengths have also been
investigated (Nandra et al. 2002; Webb et al. 2003).

More recently, the focus has shifted to replicating the se-
lection of high-redshift objects using the drop-out technique at
z ∼ 4 and beyond (Steidel et al. 1999; Stevens & Lacy 2001;
Ouchi et al. 2001; Lehnert & Bremer 2002).

Early studies of clustering measurements of Lyman-break
galaxies selected photometrically (Giavalisco et al. 1998) and
spectroscopically (Adelberger et al. 1998) indicated they have
a correlation length of∼4h−1 Mpc, comparable to nearby
massive galaxies ; a result confirmed by more recent studies
(e.g. Adelberger et al. 2003). Since the strength of cluster-
ing for dark matter is expected to continuously decrease to-
wards higher redshifts, the high clustering amplitudes found at
z ∼ 3 implies that Lyman-break galaxies are biased tracers of
the underlying dark matter distribution, and furthermore sug-
gests that they form preferentially in massive dark matter ha-
los. In the current theoretical paradigm, more massive objects,
which form at rarer peaks in the underlying dark matter dis-
tribution, have clustering amplitudes much higher than those
of less massive, less luminous galaxies (Kaiser 1984; Bardeen
et al. 1986). More recent analyses of these Lyman-break galax-
ies datasets focused on the dependence of clustering ampli-
tude on apparent magnitude selection (Giavalisco & Dickinson
2001) or the behaviour of the galaxy clustering at small angu-
lar scales (Porciani & Giavalisco 2002). However, the angular
scales probed are generally small, as these surveys consist of
many non-contiguous fields each of which covers∼50 arcmin2.
These samples generally contained too few objects to allow a
reliable detection of clustering dependence on apparent mag-
nitude or to place useful constraints on the slope of the galaxy
correlation function. Furthermore there is also a large spread of
measurements made at the same limiting magnitude suggesting
the presence of systematic effects or cosmic variance in these
surveys.

In this paper, the second in a series, we report new measure-
ments of number counts and clustering properties of Lyman-
break galaxies selected in the Canada-France Deep Fields sur-
vey (CFDF). The CFDF is a deep, wide-field multi-wavelength
survey of four unconnected fields covering three of the CFRS
fields. In McCracken et al. (2001), hereafter referred as Paper I,
we described the global properties of the CFDF sample and
presented measurements of the two-point galaxy correlation
functionω(θ) as a function of angular scale, limitingIAB mag-
nitude and (V − I )AB colour.

Our wide field optical imaging, combined with deep
U−band imaging, covering∼0.65 deg2, allows us to construct
the largest sample of photometrically selected Lyman-break
galaxies to date. Using spectroscopic observations and sim-
ulated catalogues we demonstrate our selection criterion is
robust and estimate the degree of contamination in our cat-
alogues. Our three fields, each covering scales of 28′ and
separated widely on the sky, allow us to make a robust estima-
tion of the effect of cosmic variance on our results. Additionally
the large angular scale of each CFDF field allows us to probe
comoving separation at least twice larger than previous works
(∼9h−1 Mpc at redshiftz ∼ 3 for a Λ-flat cosmology with
Ω0 = 0.3,ΩΛ = 0.7).
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This paper is organised as follows: in Sect. 2 we briefly de-
scribe the observations which comprise the CFDF survey; in
Sect. 3 we outline how Lyman-break galaxies were selected
in the CFDF, and present an estimate of the robustness of this
selection; in Sect. 4 we present our clustering measurements
of the CFDF Lyman-break sample; in Sect. 5 we compare
these observations to a range of theoretical predictions, and
present our interpretation. Finally, conclusions are summarised
in Sect. 6. Unless stated otherwise, throughout this paper we
use aΛ-flat cosmology (Ω0 = 0.3,ΩΛ = 0.7 to compute spatial
quantities and we assumeh = H0/100 km s−1 Mpc−1).

2. Observations, data reductions and catalogue
preparation

2.1. Observations and data reductions

The CFDF survey comprises four separate 28′ × 28′ fields; and
for two and half of these fields we have completeUBVI pho-
tometry. In total these fields cover∼0.65 deg2 and include the
03 hr, 14 hr and 22 hr fields of the CFRS survey (Lilly et al.
1995). Lyman-break studies have already been carried out in
several subareas of the CFDF-14 hr (the “Groth strip”) and the
CFDF-22 hr fields by Steidel et al. (1999).

Full details of the CFDFBVI observations and the data
reduction procedures are given in Paper I. These obser-
vations were carried out using the University of Hawaii’s
64-megapixel mosaic camera (UH8K) at the Canada-France
Hawaii Telescope (CFHT) in a series of runs from 1996 to
1997. In Paper I we demonstrated that theIAB zero-point rms
magnitude variation across each UH8K pointing is∼0.04 mag,
and that our internal rms astrometric accuracy (between im-
ages taken in separate filters) is∼0.05′′. This allows us to mea-
sure accurately galaxy colours by using the same aperture at the
same (x, y) position on stacks constructed from different filters
without the needing to positionally match our catalogues.

The unthinned Loral-3 CCDs used in UH8K has very poor
response blueward of 4000 Å. For this reason, separateU−band
observations were carried out at the Cerro Tolo Inter-American
Observatory (CTIO) and at the Kitt Peak National Observatory
(KPNO) 4-m telescopes. The detectors used were TEK 2048×
2048 thinned CCDs with a pixel scale of 0.42′′ pixel−1. To
cover each 28′ × 28′ UH8K field, four separate pointings were
required. Total integration per pointing was approximatively
10 hours with 10 to 15 exposures. Within each pointing, the air-
mass varied between 1.0 and 1.6 and seeing ranged from 1.0′′
to 1.4′′. Reduction of these data followed the usual steps of
bias and overscan removal followed by flat-fielding. Each ex-
posure in each pointing was then stacked and scaled so that all
have the same photometric zero-point. A coordinate transfor-
mation between each of the four sub-pointings and the CFDF
I−band was then computed. These sub-pointings were then re-
sampled using this transformation to the pixel scale of UH8K
(0.205′′ pixel−1). Finally, each sub-pointing was coadded to
make a single large mosaic covering the entire field of UH8K.
The 14 hr and 03 hr fields consist of four separateU−band
sub-pointings, whereas we have only two for the 22 hr data.

Table 1.Details of the CFDF images used in this study. For the 03 hr
and 14 hr fields, we list the 3σ detection limit inside an aperture of 3′′

for images convolved to the worst seeing (i.e. 1.3′′ for 03 hr and 1.4′′

for 14 hr). For the 22 hr field, we list the 3σ detection limit inside an
aperture of 4′′ for un-convolved images.

Field RA Dec Band 3σ limit

(J2000) (J2000) (ABmags)

0300+00 03:02:40 +00:10:21 U 26.98

B 26.38

V 26.40

I 25.62

1415+52 14:17:54 +52:30:31 U 27.71

B 26.23

V 25.98

I 25.16

2215+00 22:17:48 +00:17:13 U 27.16

B 25.76

V 26.18

I 25.22

2.2. Catalogue preparation

As described in Paper I, we prepared catalogues using the
χ2 technique outlined in Szalay et al. (1999). This method pro-
vides an optimal way for detecting faint objects in multi-colour
space. We did not use this method for our 22 hr data as the see-
ing differs greatly across theU−band images; 22 hrU−band
images are composed of two different pointings taken at CTIO,
one has a seeing of 1.2′′ and the second 1.4′′. Application of
the χ2 technique would involve convolving all images in all
bands to the worst seeing, which we would prefer to avoid.
Instead, we use an object detection list generated from the
I−band image and measure colours using apertures at these po-
sitions for the other four images. To account for the poorer see-
ing in these images we use a slightly larger aperture of 4′′ to
measure galaxy colours; for the other fields we use an aperture
of 3′′. As we will see later, the slightly different reduction pro-
cedures used for the 22 hr field does not affect our clustering
measurements. Throughout, galaxy magnitudes are measured
using Kron (1980) total magnitudes (SExtractor parameter
MAG AUTO, Bertin & Arnouts 1996). Table 1 gives the central
coordinates of the three fields and the limiting magnitudes in
the different bands, taking into account the different aperture
sizes and extraction methods used to prepare each catalogue.

Polygonal masks were created covering regions near bright
stars, or with lower signal-to-noise, and objects inside these
areas were rejected. The total area, after masking, is given in
Table 2. As explained in Paper I (Sect. 5.1), we have con-
ducted extensive tests with both correlated and uncorrelated
mock datasets to demonstrate that the masking procedure does
not affect the estimated correlation amplitudes.
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Fig. 1. Galaxy evolutionary tracks (dots) used to define our selection
box, represented as the solid line. Filled symbols indicate galaxies in
the range 2.9 < z < 3.5. Star symbols represent simulated colours for
galactic stars withIAB < 20.0.

3. The sample of Lyman-break galaxies

3.1. Selecting Lyman-break galaxy candidates

Lyman-break candidates were selected by isolating the Lyman-
break feature at 912 Å in a colour-colour diagram (Steidel
& Hamilton 1993). To define our selection box we examine
the path of synthetic evolutionary tracks in the (U − B) vs.
(B − I ) colour-colour space defined by the CFDF filter set.
These tracks are derived from a set of spectral energy distri-
bution templates (Bruzual & Charlot 1993) assuming aΛ-flat
cosmology.

Figure 1 illustrates the tracks used; each track represents
a different combination of galaxy type, age, metallicities and
reddening. Internal extinction is modelled using a relation ap-
propriate for starburst galaxies (Calzetti et al. 1994). We have
also included the Lyman absorption produced by the intergalac-
tic medium following Madau (1995). Colours of field stars are
estimated using the galactic model of Robin & Creze (1986)
transformed to our instrumental system (magnitude errors are
not include in this figure).

Based on these considerations, we define our selection
box as

1.0 ≤ (U − B)AB,
−1.0 ≤ (B− I )AB ≤ 2.0,
(B− I )AB+ 0.5 ≤ (U − B)AB,
(V − I )AB ≤ 1.0.

(1)

We estimate the redshift range of our Lyman-break sample to
be 2.9 < z < 3.5, quite close to the 2.7 < z < 3.4 interval
sampled by Steidel et al. (1996a).

The criterion (V − I )AB ≤ 1.0 reduces contamination by
stars and avoids contamination by elliptical galaxiesz ∼ 1.5.
Additionally, we require that our Lyman-break candidates are
detected inB, V and I . Finally, all candidates are visually
inspected in all five channels (UBVI and theχ2 detection

Fig. 2. (U − B)AB against (B− I )AB for galaxies withIAB < 24 in the
CFDF-03 hr field. Almost 14 000 objects are represented; for clarity
only half of all objects in this field are shown. The solid line represents
the selection box given in Eq. (1). There are 269 candidates (filled cir-
cles) which satisfy our selection criteria. The arrows indicate Lyman-
break candidates which have a 1σ upper limit inU. Crosses indicate
star-like objects (identified on the basis of their compactness). The
three spectroscopically confirmed Lyman-break galaxies are shown
with star symbols.

image) before they are added to the source catalogue. About ten
percent of the Lyman-break sources were rejected as spurious;
these objects are typically detections on bad columns or other
cosmetic defects which had not been removed by the mask-
ing process. Given the detection limits inU andI presented in
Table 1, selecting Lyman-break galaxies toIAB = 24.5 is feasi-
ble for all our fields.

In Fig. 2 we show the (U −B) vs. (B− I ) colour-colour dia-
gram for galaxies withIAB < 24 in the 03 hr field, with Lyman-
break candidates identified using the selection box defined in
Eq. (1). Redshifts for three of these galaxies were spectroscop-
ically confirmed (z = 3.07, 3.08 and 3.27 respectively) with
data taken at CFHT in November 1997 using the Multi-Object
Spectrograph. These galaxies are plotted in Fig. 2 as open stars.
A spectrum of one of these galaxies is shown in Fig. 3.

As we have limited spectroscopy on CFDFz ∼ 3 galax-
ies, we have carried out extensive simulations, described in the
Sect. 3.3, to ensure the robustness of our selection box. As we
will see, these simulations allow us to quantify how much con-
tamination we expect from stars and lower-redshift interlopers.

3.2. Source counts of Lyman-break galaxies

In Fig. 4 we present our raw and corrected Lyman-break galaxy
counts as a function ofIAB magnitude (dotted and solid sym-
bols). Table 2 presents the surface densities of our Lyman-break
galaxy sample for a ranges of limiting magnitudes. In addi-
tion, we present counts from Metcalfe et al. (2001) and Steidel
et al. (1999) samples of Lyman-break galaxies. The latter
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Fig. 3. Spectrum of a confirmed Lyman-break galaxy at redshift
z= 3.08 observed at CFHT using the MOS spectrograph. Spectral fea-
tures are indicated with the dotted lines.

compilation contains a correction for contamination by stars
and AGN estimated from spectroscopic observations.

To convert theseRAB-selected observations to ourIAB mag-
nitudes, we estimate the mean colour of Lyman-break galaxies
at redshiftz' 3 to be (R− I )AB ' 0.3. In making this transfor-
mation we assume that the colours of the Lyman-break popu-
lation do not evolve with magnitude. Combining this with the
conversion betweenRAB andRAB given in Steidel & Hamilton
(1993), we estimate that (R − I )AB ' 0.19.

At bright magnitudes, our counts are in good agreement
with the literature compilation: however, at fainter bins 24.0 <
IAB < 24.5 they exceed the literature comparisons by a factor
1.3−1.5. Essentially this is due to higher contamination in our
sample. According to simulations (which we describe fully in
Sect. 3.3) this contamination, arising from the shallower depth
of our UBVI data compared to Steidel et al.’sUnGR data,
amounts to∼30% in the faintest bins. Counts corrected for this
contamination are indicated as the dotted symbols in Fig. 4.
After this correction our counts are in closer agreement with
the literature.

We note that the dispersion in Lyman-break counts between
our three fields is larger than one would expect based on purely
Poissonian errors. We suggest several possible explanations for
this dispersion. Firstly, Lyman-break galaxies are strongly clus-
tered objects: at the magnitude limit of the survey, this cluster-
ing can produce count fluctuations of∼15%. Secondly, the ab-
solute photometric calibration between each of the three fields
(which were all taken in different observing runs, in different
seasons, and in some cases with differentU−band imagers) dif-
fers by at worst∼0.1 mag (although, as demonstrated in Fig. 9
of Paper I, the field–to–field variation in galaxy counts is still
very small).

How large an effect could a systematic error of∼0.1 mag
have on the Lyman-break number counts? To address this ques-
tion we have carried out a set of simulations in which a small,
Gaussian error ofσ = 0.1 is added to each filter, i.e., new mag-
nitudes are computed according toM′ = M + δM. The number
counts of galaxies falling in the selection box is recomputed

Fig. 4. Raw and corrected number counts of Lyman-break galaxies in
the CFDF (open and filled circles respectively). The errorbars on each
point is computed from the amplitude of the field-to-field variance. We
also show colour-selected Lyman-break galaxy counts from Metcalfe
et al. (2001) (filled squares) and Steidel et al. (1999) (filled triangles).

at each iteration. From this experiment we find that magnitude
errors ofσ = 0.1 can produce a fluctuation in Lyman-break
counts of∼15%. Adding the contribution from the clustered
nature of Lyman-break galaxies, this leads to a total expected
field-to-field fluctuation of∼20%, large enough to explain the
deviation between the 14 hr and 22 hr fields. We have examined
the 03 hr field in more detail, and we find that one quadrant
has a∼50% higher density of Lyman-break candidates than
the other three: if this quadrant is removed, the fluctuations
between the 03 hr field and the other two can be explained
by the sources of errors listed above. The effect of this over-
dense quadrant onω(θ) is to increase the amount of power at
∼0.1◦ scales but, as we will see in Sect. 4, at the scales we
normally measure galaxy correlation amplitudes, the field-to-
field variation inω(θ) is still less than the amplitude of the
Poissonian error inω(θ).

3.3. Estimating the reliability of the CFDF
Lyman-break selection box

To estimate the level of contamination by stars and interlop-
ers (lower-redshift galaxies) and the fraction of Lyman-break
galaxies which could be missed in our sample, we construct
multi-colour mock catalogues which incorporate all the obser-
vational uncertainties.

We use the model1 of Robin & Creze (1986) to generate our
stellar catalogue at the galactic latitude of the 14 hr field. The
catalogue’sUBVI Johnson-Cousins colours were transformed
to our instrumental system and then convolved with a function
describing the dependence of magnitude errors with magnitude
for each passband. In Fig. 1 star symbols show objects from this
catalogue; for clarity, only stars withIAB < 20.0 and without

1 http://www.obs-besancon.fr/www/modele/
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Table 2. Differential number counts,N, and surface density,n (in arcmin−2), of Lyman-break galaxies in the CFDF fields, for a range ofIAB-
selected slices. The mean surface density, labelled CFDF, is also given. Errors in the surface density measurements for each individual field are
computed using Poisson counting statistics; field–to–field variance is used to estimate the error in the mean.

0300+00 1415+52 2215+00 CFDF

A = 646arcmin2 A = 708arcmin2 A = 317arcmin2

magnitude range n (N) n (N) n (N) n

(IAB)

20.0–22.5 0.003± 0.003 (2) 0.010± 0.004 (7) 0.006± 0.006 (2) 0.006± 0.004

22.5–23.0 0.020± 0.006 (12) 0.008± 0.004 (6) 0.013± 0.008 (4) 0.014± 0.006

23.0–23.5 0.08± 0.01 (55) 0.05± 0.01 (36) 0.07± 0.02 (22) 0.07± 0.02

23.5–24.0 0.31± 0.02 (200) 0.16± 0.02 (116) 0.22± 0.03 (69) 0.23± 0.08

24.0–24.5 0.59± 0.03 (379) 0.34± 0.02 (242) 0.45± 0.04 (142) 0.46± 0.13

magnitude errors are shown. Fainter objects occupy the same
region in colour-colour space.

For the galaxy catalogues, we use the empirical approach
developed by Arnouts et al. (2003, in preparation); the main
components of which are as follows. To characterise the spec-
tral energy distribution (SEDs) of galaxies, we use the four
observed SEDs of Coleman et al. (1980) (corresponding to
Elliptical, Sbc, Scd and Irregular local galaxy types), and two
SEDs corresponding to star-forming galaxies with ages of 0.05
and 2 Gyrs. These SEDs were computed using the GISSEL
model (Bruzual & Charlot 1993) assuming solar metallicity, a
Salpeter initial mass function and constant star formation rate.
Following the approach adopted by Sawicki et al. (1997), we
interpolated between the 6 original spectra to provide a finer
grid of the spectral-type coverage producing a total number of
61 templates. We derive the density of objects for given mag-
nitude and redshift interval using the luminosity function pa-
rameters from theR−band ESO-Sculptor Survey toz ' 0.6.
Galaxies are divided into three spectral classes: early, inter-
mediate and late types (de Lapparent et al. 2002, in prepa-
ration). At higher redshift the luminosity function parameters
have been adjusted in order to reproduce the observed redshift
distributions of the CFRS (Crampton et al. 1995) and the North
and South Hubble Deep Fields (HDF-N and -S) (Arnouts et al.
1999, 2002). We derive magnitudes in other passbands using
these SEDs to compute the appropriatek−correction. A model
for the “observed” magnitudes is obtained by taking into ac-
count the luminosity profile of the galaxy and observational
conditions (such as seeing and surface brightness limits) and
computing the fraction of light lost according to the magnitude
scheme employed. We derive photometric errors using the ob-
served dependence of error with magnitude in each passband.
This empirical method reproduces the main observables such
as counts, colours and redshift distributions. Special attention
is paid to the redshift distributions to ensure a reasonable de-
scription of the relative fraction of galaxies at low and high
redshift which is the first step in quantifying how target selec-
tion in a colour-colour diagram can be subject to contamination
effects.

In Table 3 we show the surface densities of all the simu-
lated objects (computed for an area of∼1 deg2) and compare
them to observations in the CFDF-14 hr field. The total surface

densities of objects found in the selection box from simula-
tions and observations are close, reflecting our requirement that
the models match observed redshift distributions. According to
the simulations, the contamination by stars decreases from 6%
to 3%, while the contamination by galaxies outside our cho-
sen redshift range increases from 8% to 25% forIAB < 23.5
to IAB < 24.5 respectively. Furthermore we find that the class
of interlopers changes as a function of limiting magnitude. For
IAB < 23.5, about 70% of the galaxy interlopers are expected to
be atz ≥ 2 and the remaining atz < 2. At IAB < 24.5 the situ-
ation is different, due to the larger uncertainties in the colours:
about 60% of interlopers are expected to bez < 2 and a large
part of the remainder (∼25%) are atz ≥ 2. In the following
section we assess the reliability of these simulations by direct
comparison with spectroscopic observations.

Our 14 hr field covers the “Groth strip” field. C. Steidel has
kindly provided us with spectroscopic redshifts for 335 photo-
metrically selected objects in this area and we have used this
dataset to assess the reliability of our selection box. There are
315 objects in common (based on a simple positional match)
between the two catalogues, and for these objects, selected us-
ing UnGR photometry, we have spectroscopic redshifts in ad-
dition to CFDFUBVI photometry. Table 4 shows the redshift
distribution for galaxies withIAB < 24.5 before and after the
application of our selection box.

In total we retrieve 59.6% (31/52) of galaxies at
2.9 < z< 3.5 after applying our selection box. Given that the
redshift distribution of the two samples is different (with mean
redshifts ofz = 3.04 andz = 3.2 respectively) this is to be
expected, assuming the underlying distributions are Gaussian
with the same dispersion.

Although the photometric selection of the Steidel et al.
sample is different from ours, we can attempt to estimate
the amount of contamination in our catalogue by galaxies
outside our redshift range after the application of our selec-
tion box. Inside our selection box, galaxies at lower redshifts
(2.0 < z< 2.9) amount to 25% of the total. Spectroscopically
identified stars account for a further 3.8% of objects, in
broad agreement with the results of our simulated catalogues.
However, we note that the spectroscopic sample contains no
objects withz < 2, in disagreement with our simulations.
Finally, 9.6% of our candidates have no redshift.



S. Foucaud et al.: Lyman-break galaxies in the CFDF survey 841

Table 3. Observed and simulated surface densities of objects (in arcmin−2) recovered using the selection box (Eq. (1)), based on simulations
described in Sect. 3.3 and observations in the CFDF-14 hr field. We also estimate the fraction of Lyman-break galaxies (LBG) recovered using
this selection box from the total galaxy population in this redshift range. Additionally, we present the fraction of contaminants within this
selection box by interlopers (lower-redshift galaxies) outside our redshift range (2.9 < z< 3.4) and by interlopers withz< 2 and by stars.

magnitude range density of objects LBG contamination from

(IAB) in the selection box from found in the interlopers outside interlopers stars

observations simulations selection box our 2.9 < z< 3.5 range withz< 2

20.0–23.5 0.069 0.073 91.8% 7.7% 2.2% 5.5%

20.0–24.0 0.233 0.233 89.7% 11.9% 6.3% 4.3%

20.0–24.5 0.574 0.652 83.9% 24.5% 17.3% 3.5%

23.5–24.0 0.164 0.160 88.7% 13.9% 8.2% 3.8%

24.0–24.5 0.341 0.419 80.2% 31.4% 23.5% 3.1%

Table 4. Comparison for different redshift ranges between objects
falling within Steidel et al.’s selection box and objects selected in
Steidel et al.’s box which also lie within the CFDF selection box
(Eq. (1)) for IAB < 24.5.

redshift Steidel et al. combined CFDF/Steidel
range box box
total 108 52

2.9 < z< 3.5 52 31
2.0 < z< 2.9 26 13

z≤ 2.0 0 0
z≥ 3.5 1 0
stars 6 2

QSOs 3 1
noz 20 5

Furthermore, the full spectroscopic catalogue, there are no
objects withz < 2; however, in∼18.5% candidates have no
measured redshift. Determining redshifts for galaxies in the
range 1< z < 2 is difficult, so it is possible some of these
unidentified objectscould be galaxies in this redshift range.
But as the main fraction of these object simply have not been
attempted yet, this couldn’t account for some of the∼17% of
contamination by interlopers with redshiftz < 2 indicated by
our simulations atIAB < 24.5.

Although ourU data is approximately as deep as Steidel
et al.’s, our BI data is somewhat shallower than their
GR images. For example, detection limits of the Steidel
et al. data are approximately (UnGR)AB ∼ 27.3, 27.3, 26.8
(Adelberger et al. 2003) compared CFDF limits of (UBVI)AB =

27.0, 26.4, 26.4, 25.6 (3σ limits, 3′′ diameter aperture, 03 hr
field; see Paper I for more details). At fainter magnitudes the
shallowness of ourB images is expected to increase our con-
tamination by lower-redshift galaxies. This can explain the
discrepancy between our raw number counts and the number
counts of Steidel et al. as shown in Fig. 4, and the fact that they
are in good agreement after correction from contamination in
our sample.

In summary, we estimate that our sample is contaminated
at the level of 15% to 30% betweenIAB < 23.5 andIAB < 24.5
respectively. Our selection box allows us to recover a large

fraction of simulated Lyman-break galaxies, ranging from 95%
to 80% betweenIAB < 23.5 and IAB < 24.5 respectively.
Comparisons with a large sample of galaxies with spectro-
scopic redshifts (preselected, however, using a different pho-
tometric criterion from ours) indicate we recover, in this case,
∼60% of the Lyman-break galaxies. We attribute this discrep-
ancy to the different underlying redshift distributions for the
two photometrically selected samples.

4. Clustering of the Lyman-break galaxies

4.1. Estimating ω(θ) and Aω

To measureω(θ), the two-point projected galaxy correlation
function, we use the Landy & Szalay (1993) estimator,

ω(θ) =
DD − 2DR+ RR

RR
, (2)

where the DD, DR and RR terms refer to the number of data-
data, data-random and random-random galaxy pairs having an-
gular separations betweenθ andθ + δθ.

In the weak clustering regime this estimator has a nearly
Poissonian variance (Landy & Szalay 1993),

δω(θ) =

√
1+ ω(θ)

DD
· (3)

Section 4.6 addresses the reliability of this error measurement
for our present dataset. To determineAω, the amplitude ofω(θ)
at 1 degree, we assume thatω(θ) is well represented by a
power-law of slopeδ, i.e. ω(θ) = Aωθ−δ (Groth & Peebles
1977). In what follows, we assumeδ = 0.8; in Sect. 4.2 we
explore this assumption in more detail. This fitted amplitude
must be adjusted to take into account the “integral constraint”
correction, which arises from the fact that the mean background
density of galaxies is estimated from the sample itself. We es-
timate this term as follows (Roche et al. 1993),

C =
1
Ω2

∫ ∫
ω(θ)dΩ1dΩ2, (4)

whereΩ is the area subtended by the survey field. To deter-
mine C we numerically integrate this expression over each
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Fig. 5. The amplitude of the angular correlation function,ω(θ), as a
function of the angular separation in degrees, for a 20< IAB < 24.5
limited Lyman-break sample of the CFDF-14 hr field (filled black cir-
cles). Errorbars represent normal Poisson errors (Eq. (3)). The solid
line shows the fitted correlation amplitude, derived using Eq. (5) and
assuming a power-law slope ofδ = 0.8 and a value ofC = 4.2Aω for
the integral constraint term. The dotted line shows the fitted power-
law without the integral constraint correction. The long dashed line
shows the fitted correlation amplitude (from Paper I) for field galaxies
selected with the same limiting magnitude. Open squares are theω(θ)
measurements from the Giavalisco et al. (1998)R < 25.5 selected
Lyman-break sample.

field, excluding masked regions. We findC ' 4.2Aω for the
14 hr and 03 hr fields. For the 22 hr field, which has half the
coverage, we deriveC ' 5.5Aω. Then we determineAω fitting
the expression:

ωobs(θ) = Aωθ
−δ −C. (5)

Figure 5 shows the angular correlation function,ω(θ), as a
function of the angular separation in degrees for Lyman-break
galaxies with 20.0 < IAB < 24.5 in the CFDF-14 hr field. Here
the errorbars have been estimated with the normal Poisson er-
rors (Eq. (3)). The fitted amplitude derived from Eq. (5) is rep-
resented by the solid line. The long dashed line shows theAω
value computed from the CFDF field galaxy sample at the same
limiting magnitude (from Paper I). TheAω for the Lyman-break
sample is∼10 higher than the field galaxy sample. In Table 5
we summarise our Lyman-breakAω measurements for a range
of limiting magnitudes in the CFDF.

In Fig. 5 we compare our measurements ofω(θ) to those
of Giavalisco et al. (1998). As the largest CFDF fields are
∼9 times larger than those used in this study, our measurements
of ω(θ) cover a much larger range of angular separations. We
note that our amplitude measurements are∼2 times larger those
of Giavalisco et al.; we expect this arises from the greater depth
of the Giavalisco et al. study compared to the CFDF. To test
that the origin of this discrepancy in amplitude didnot arise
from inhomogeneities within our fields, we extracted, from
each CFDF field, sub-fields covering the same 9′ × 9′ area as

Fig. 6. The quadrant-averaged Lyman-break correlation functionω(θ)
for galaxies in the 03 hr and 22 hr fields (triangles and circles respec-
tively). The amplitude of these error bars corresponds to the quadrant-
to-quadrant variation inω(θ). The solid line shows the fitted correla-
tion amplitude for Lyman break galaxies in the 14 hr field with a fixed
slope applied for one quadrant (Fig. 5).

subtended by the Giavalisco et al. work. In total we extracted
21 fields of these dimensions. We fitted each sub-field individ-
ually and found a median correlation amplitude over all fields
of (6.9± 5.1)× 10−3, which is in good agreement with the full
field value of (7.4± 1.0)× 10−3 quoted in Table 5. The results
of this test are consistent with the simulations carried out in
Paper I in which we demonstrated that measurements ofω(θ)
for IAB− limited samples in the CFDF are unaffected by sensi-
tivity variations across the mosaics to at leastIAB ∼ 25. Finally,
we also note that our measurements ofω(θ) follow a power-law
behaviour over the entire range 0.001◦ < θ < 0.02◦ accessible
to our survey and there is no evidence of an excess of power
on large scales (with the exception of the 03 hr field), as one
might expect if residual inhomogeneities existed within indi-
vidual field.

We also measuredω(θ) in four separate sub-areas on each
of our three fields. Each sub-areas corresponds to the size of
the individualU-band pointings. In each sub-area we measure
ω(θ) separately and then determine the mean and the variance:
this is illustrated in Fig. 6. Measuringω(θ) is these sub-areas is
more challenging as the numbers of galaxies involved is much
smaller. However, the fitted amplitudes in each of these sub-
areas agrees very well with the full-field values presented in
Table 5.

4.2. Measuring the slope

Is the slope of theω(θ) for Lyman-break galaxies really
δ = 0.8? In earlier works (Adelberger et al. 1998; Arnouts et al.
1999), a value ofδ = 0.8 was used based on results from local
large surveys (Groth & Peebles 1977). In contrast, Giavalisco
et al. (1998) measuredδ = 1.0± 0.3. The large angular cover-
age of the CFDF fields allow estimateδ; in Fig. 5, we can easily
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Table 5.The amplitude ofω(θ) at 1 degree,Aω, the slopeδ and the comoving correlation lengthr0 (in h−1 Mpc), for each field and for different
magnitude limited samples considered in this paper.r0 measurements are computed for three standard cosmological models. To deriver0 we
assume a top-hat redshift distribution centred atz= 3.2 and the best fitted value of the slope. Result marked as CFDF mean are computed from
the mean over all three fields. The error bars shown correspond to Poisson error bars. An extra systematic errorbar arising from our uncertainty
in the underlying redshift range of our Lyman-break sources of±0.2 for the entire faint samples and of±0.4 for the bright sample should be
added. (Our principal results are highlighted in bold.)

Field magnitude limit Aω(1 deg) δ r0 (h−1 Mpc) r0 (h−1 Mpc) r0 (h−1 Mpc)

(IAB) ×10−3 Ω0 = 1.0, Ω0 = 0.2, Ω0 = 0.3,

ΩΛ = 0.0 ΩΛ = 0.0 ΩΛ = 0.7

CFDF-14 20.0–24.5 5.9+13.2
−4.0 0.81+0.21

−0.24 3.2+4.0
−1.2 3.6+4.4

−1.3 5.3+6.6
−2.0

20.0–23.5 7.8+166.0
−7.7 1.08+0.84

−0.66 5.8+59.8
−2.8 6.8+69.3

−3.2 9.5+97.7
−4.5

23.5–24.5 2.3+6.4
−1.7 0.96+0.25

−0.26 2.6+3.2
−1.0 3.0+4.2

−1.1 4.3+6.1
−1.6

CFDF-22 20.0–24.5 8.1+40.9
−6.0 0.81+0.25

−0.35 3.8+10.7
−1.6 4.2+11.8

−1.7 6.3+17.7
−2.6

CFDF-03 20.0–24.5 8.6± 0.6 0.8 3.9± 0.2 4.3± 0.2 6.4± 0.3

CFDF mean 20.0–24.5 7.4± 1.0 0.8 3.6± 0.3 3.9± 0.3 5.9± 0.5

CFDF-14 20.0–23.5 24.9± 7.9 0.8 7.0± 1.2 7.7± 1.4 11.6± 2.0

23.5–24.5 5.4± 1.1 0.8 3.0± 0.3 3.3± 0.4 5.0± 0.6

detect power inω(θ) to scales of∼0.1◦, making it possible to
place constraints on the joint values ofAω andδ.

To estimate the best-fitting values ofAω and δ we carry
out aχ2 minimisation on the values ofω(θ) determined for all
fields, similar to that described in Paper I. This computation
accounts for the dependence of the integral constraintC with
the slopeδ. Figure 7 shows the fit for two of our three fields; our
data provides an approximate constraint onδ. We find the mean
of the best fitted slopes isδ = 0.81+0.21

−0.24 for the CFDF-14 hr
field andδ = 0.81+0.25

−0.35 for the CFDF-22 hr field forIAB < 24.5
(we were not able to fit simultaneously both for the slope and
amplitude on the CFDF-03 hr field).

To summarise, our clustering measurements are broadly
consistent with a power-law of slopeδ ∼ 0.8 over all the mag-
nitude ranges accessible to our survey. Our data do not provide
any strong evidence for slopes shallower or steeper than this
value, as suggested by other authors (Giavalisco & Dickinson
2001; Adelberger et al. 2003).

4.3. The comoving correlation length r0

We use the spatial correlation function (Groth & Peebles 1977),
to deriver0, the comoving galaxy correlation length based on
our angular clustering measurements, given by

ξ(r, z) =

(
r

r0(z)

)−γ
, (6)

whereγ = 1 + δ. The redshift dependence is included in the
comoving correlation lengthr0(z).

Using the relativistic Limber equation (Peebles 1980;
Magliocchetti & Maddox 1999), we can derive the correla-
tion length r0 from the correlation amplitudeAω, providing
we can estimate a redshift distribution for our sources. In what
follows we assume that our Lyman-break redshift distribution
is well described by a top-hat function spanning the interval

2.9 < z < 3.5; however, our results are unchanged if we use a
Gaussian redshift distribution covering the same interval.

Could our adopted redshift distribution be modified by the
presence of interlopers? Assuming a Gaussian distribution of
Lyman-break galaxies centred on 2.9 < z < 3.5 with z = 3.2
andσz = 0.3, we estimate in the following manner the effect
that 30% of contamination onz: first, we assume the redshift
distribution of the interlopers is also a Gaussian withz = 2.5
andσz = 0.3. Next, adding 30% of these object to our refer-
ence distribution we findz= 3.0 withσz = 0.4, i.e. a variation
of 5%. Interlopers at lower redshifts,z = 1.8 andσz = 0.3
produce a 10% variation inz. These numbers are unchanged
if instead we assume top-hat interloper distribution. Based on
this discussion we adopt a 10% as upper limit of to our uncer-
tainty inz.

In Table 5 we present the values of the comoving correla-
tion lengthr0 of Lyman-break galaxies with 20.0 < IAB < 24.5.
If we incorporate the uncertainty inz outlined above, an ex-
tra error of±0.2 for the samples with 20.0 < IAB < 24.5,
and of±0.4 for 20.0 < IAB < 23.5 must be added. Results
are shown for three cosmologies: Einstein-DeSitter (Ω0 = 1.0,
ΩΛ = 0.0), open (Ω0 = 0.2,ΩΛ = 0.0) andΛ-flat (Ω0 = 0.3,
ΩΛ = 0.7). We present correlation lengths computed for each
field and for the mean of the three fields. We also show the re-
sults for two-parameter fits (slope and amplitude) for the 14 hr
and 22 hr fields, and also for a fixed slopeδ = 0.8 for the 03 hr
field and for the mean of all fields. Errors were computed using
the Poissonian statistics (Eq. (3)).

We note that our two-parameter fits forr0 and slope are
not consistent with those of Adelberger et al. (2003) (r0 =

(4.0± 0.3)h−1 Mpc andδ = 0.55± 0.15); these measurements
fall outside the error ellipses plotted in Fig. 7. Two phenomena
could explain this discrepancy: firstly the sample of Adelberger
et al. is slightly fainter than ours (which could produce a shift
of the contour in Fig. 7 to the right – see Sect. 4.4) and
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Fig. 7. Contours ofχ2 for the meanω(θ) computed for Lyman-break
galaxies selected withIAB < 24.5 in the CFDF-14 hr and CFDF-22 hr
fields. The plus symbols show the best-fitting amplitudes and slopes,
the contours correspond to the 1σ (thick contours) and 3σ confidence
levels.

Fig. 8. Contours ofχ2 for ω(θ) for two subsamples of Lyman-break
galaxies with 20.0 < IAB < 23.5 and 23.5 < IAB < 24.5 in the CFDF-
14 hr field. The plus symbol shows the best-fitting amplitudes and
slope, and two contours correspond to the 1σ (thick contours) and
3σ confidence levels.

secondly their sample is a spectroscopic one and is expected
to have a lower level of contamination than ours.

To summarise, for aΛ-flat cosmology, and forδ = 0.8,
we derive for the full 20.0 < IAB < 24.5 sampler0 = (5.9 ±
0.5)h−1 Mpc, averaged over all three fields. For the two-
parameter fits, we findr0 = (5.3+6.8

−2.2)h
−1 Mpc with δ = 0.81+0.21

−0.24
andr0 = (6.3+17.9

−2.8 )h−1 Mpc with δ = 0.81+0.25
−0.35 respectively.

4.4. Possible dependence on apparent magnitude
of the correlation amplitude and length

In the 14 hr field, ourr0 measurements indicate samples
with fainter limits magnitudes havelower values of r0.
Comparing our brightest 20.0 < IAB < 23.5 and our faintest
23.5 < IAB < 24.5 samples, we detect this effect with a 3σ con-
fidence, as shown in Fig. 8. For these two sub-samples we also
find approximately the same values of the slope. In Table 5, we
show the values of the correlation amplitude and length for the
two magnitude-limited samples, with the slope fixed toδ = 0.8
and not fixed.

We note that this dependence of clustering strength with
luminosity is also observed at lower redshifts (Norberg et al.
2002; Budavari et al. 2003). Moreover, recent results from
the SDSS (Budavari et al. 2003) demonstrate that the slope of
galaxy correlation function is independent of galaxy absolute
luminosity, consistent with our observations.

4.5. Effect of contaminants on Aω and r0

To estimate the effect the contaminating population has on our
measurements ofr0 andAω, we must make some assumptions
of their clustering properties. In the case of the stellar contam-
inants, this is easy; however, for the interloper population it is
less clear. Our selection criterion of (V − I ) < 1 eliminates
z ∼ 1.5 bright ellipticals which might produce spuriously high
correlations (additionally, we find no trend in our samples of
(V − I ) with IAB magnitude). Moreover, our simulations indi-
cate that most of the interloper population lies atz∼ 2.

Assumingall the contaminants are unclustered, we can de-
rive upper limits of the effect on the clustering. We find a frac-
tion of contamination (by lower-redshift interlopers and stars)
of f ' 0.15 for 20 < IAB < 23.5 and f ' 0.3 for the
fainter 20 < IAB < 24.5 (Sect. 3.3). If these objects are not
clustered, the estimates of clustering amplitudesAω, assum-
ing a fixed slope ofδ = 0.8, have to be readjusted by a factor
1/(1− f )2 ' 1.38 for the brighter sample and 1/(1− f )2 ' 2.04
for the fainter one. This implies factors of'1.20 and'1.49
respectively for the correlation lengthsr0 for bright and faint
samples (in our fainter magnitude bins, the interloper pop-
ulation is composed primarily of galaxies, which are more
strongly clustered than stars but less strongly clustered than
the Lyman-break population; this may further reduce the fac-
tor of 1.49).

An empirical way to estimate the effect of the contami-
nation on our measurements is to replace a fraction of our
candidates by objects extracted from the whole catalogue. We
carried out this exercise for the 14 hr field by replacing 30% of
the objects with 20< IAB < 24.5 and 15% for 20< IAB < 23.5,
computing clustering with a slope ofδ = 0.8 and for aΛ-flat
cosmology. In the first case we findr0 = (10.3± 2.2)h−1 Mpc,
i.e. a factor of'1.13 times lower, and in the second case
r0 = (4.1± 0.5)h−1 Mpc, i.e. a factor of'1.22 times lower. Of
course in this experiment we cannot control the nature of the
contaminants but these results indicate that this level of con-
tamination could not produce the 3σ segregation effect reported
in Sect. 4.4.

4.6. Are Poisson errors appropriate for the Landy
and Szalay estimator?

In this section we investigate if the errors in the Landy
and Szalay estimator (Eq. (3)) can be reliably described by
Poissonian statistics. In doing this, we neglect other contribu-
tions, such as the finite size of the survey and the clustered
nature of the galaxy distribution. We estimate here the rela-
tive amount of the various contributions to the error budget,
using the analytical expression derived by Bernstein (1994).
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Fig. 9. Comparison of the different errors contributing to the global
cosmic errors as a function of angular scales for three different mag-
nitude cuts of the CFDF-14 hr sample. The main source of errors are:
the finite volume errorE1/2

1 (long-short-dashed line); the discreteness
errorsE1/2

2 (short-dashed line),E1/2
3 (long-dashed line), and the total

cosmic errorE1/2 ≡ (E1+E2+E3)1/2 (solid line) (see Bernstein 1994).
Filled black circles are the Poissonian errors estimated from Eq. (3).
The analytical errors are computed using a “ΛCDM bias model” (see
Sect. 4.6).

This expression has three terms: one reflecting the finite vol-
ume error (E1: “cosmic variance”), which is independent of
the number of galaxies, and two others related to the discrete
nature of the galaxy catalogue: the first one appears only in the
case of correlated sets of points (E2, which cancels ifω → 0)
and the second one includes the pure Poisson error (E3). The
calculation of the cosmic error requires prior knowledge of
higher-order statistics (S3 andS4) as well as their redshift be-
haviours. We follow the recipes described in Colombi et al.
(2000) and Arnouts et al. (2002) to perform this computation.
Of course our total error budget will be dominated by the ef-
fects of systematic errors arising from our imperfect knowledge
of the source redshift distribution and the precise quantity of
contaminants in our sample, as we have discussed extensively
elsewhere in our paper.

In Fig. 9 we show the relative magnitudes of the three
componentsE1/2

1 (short-long dashed lines),E1/2
2 (short dashed

lines) andE1/2
3 (long-dashed lines) and the total error (E1/2 =√

E1 + E2 + E3, solid lines) as a function of the angular scale,θ,
for three limiting magnitudes. The results are shown for the
“ΛCDM bias model” described in Arnouts et al. (2002). The
bias values used in this analysis for the different samples are
given in Table 5. The theoretical estimates are compared to the
observed errors of the CFDF-14 hr field (δω/ωfit ).

The behaviour of the observed errors matches closely the
Poisson termE3 at all angular scales for each of the three mag-
nitude limited samples. Atθ ≤ 0.02◦, E3 dominates the total er-
ror. The contribution of the finite volume errorE1 starts to play
a significant role at relatively large scales: 0.04◦ ≤ θ ≤ 0.1◦.

The contribution ofE2 is never dominant at any scale. For
0.001◦ < θ < 0.02◦, our analysis shows that the total cosmic
error (E) is dominated by Poisson noise (E3) and the amplitude
of E(θ ∼ 0.02◦)1/2 is not more than a factor 1.6 larger than the
amplitude ofE1/2

3 . This result justifies the choice of using the
nearly Poissonian errors.

5. Discussion and comparison with theory

5.1. Introduction

In this section we compare our measurements of the galaxy
correlation lengthr0 (in h−1 Mpc) with those of other authors
and we interpret these derived values in terms of several sim-
ple models. Throughout this section, unless stated otherwise,
all measurements ofr0 are presented for aΛ-flat cosmology
(Ω0 = 0.3 andΩΛ = 0.7). When necessary, we transform
measurements from other authors to this cosmology using the
equations presented in Magliocchetti et al. (2000). As we have
already demonstrated in Sect. 4.2, our measured slopes are con-
sistent withδ = 0.8; to comparing our results with literature
measurements and models, we use this corresponding value of
the slope.

5.2. Tracing the evolution of r0 with redshift

In Fig. 10, we plot the comoving correlation lengthr0 of
Lyman-break galaxies in the CFDF. The filled circle shows
the mean measurement for all fields, for 20.0 < IAB < 24.5;
the filled square and filled triangle shows measurements at
20.0 < IAB < 23.5 and 23.5 < IAB < 24.5 respectively for the
CFDF-14 hr field. These measurements are shown at the mean
assumed redshift of the CFDF Lyman-break samplez = 3.2.
For clarity each of the samples is slightly offset from each other.
In addition, the dotted line on the right of this figure represents
the errorbar for the CFDF-14 hr 20.0 < IAB < 24.5 sample
when bothδ and the amplitude are fitted, and corresponds to
a projection of the 1σ contour plot shown in Fig. 7 along the
amplitude axis.

For comparison we also showr0 measurements for the local
Universe from the Stromlo-APM survey (Loveday et al. 1995).
Clustering measurements from theIAB < 22.5 selected CFRS
and the CNOC absolute magnitude-limitedMk,e

R < −20 surveys
provide measurements of the evolution of clustering toz < 1
(Le Fèvre et al. 1996; Carlberg et al. 2000). We also show an
average of measurements based on photometric redshift stud-
ies of the HDF-N and -S (Arnouts et al. 1999, 2002); galaxies
in this study haveIAB ≤ 28 (clustering measurements atz ∼ 4
from this study are not shown because of the very small num-
bers of galaxies in this redshift bin). Finally, correlation length
derived forz ∼ 3.8 galaxies withi′AB ≤ 26 in the Subaru deep
field (Ouchi et al. 2001) is shown.

A comparison of previous clustering measurements of
Lyman-break galaxies are also presented. We note that in the
literature there are several different analyses of the same dataset
or supersets of the same dataset (either the HDF fields or the
fields analysed by Steidel and collaborators). The open stars
show measurements from Adelberger et al. (2003), who fit for
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Fig. 10.The comoving correlation length,r0 (in h−1 Mpc), for three samples of Lyman-break galaxies in the CFDF with the slope value fixed
to δ = 0.8 (symbols slightly offset for clarity). The circle, square and the triangles represent the mean correlation length for each of the three
fields, the correlation length for a magnitude-limited sample of the CFDF-14 hr fields with 20.0 < IAB < 23.5 and the correlation length for a
magnitude-limited sample of the CFDF-14 hr fields with 23.5 < IAB < 24.5 respectively. We plot a range ofr0 measurements from the literature,
which are described in detail in Sect. 5.2. The horizontal error bars represent an uncertainty of 10% in the mean redshift. The solid vertical
errorbars onr0 are computed using Poisson statistics. Dotted vertical error bars represent the addition of this redshift error to the Poissonian
component. The dotted line on the right part of the figure represents the errorbars for the CFDF-14 hr whole sample when we fit for both the
slope and amplitude.

both slope and amplitude; the Adelberger et al. (1998) mea-
surement was carried out on a subsample of this, with the
slope fixed toδ = 0.8 (for clarity those measurements were
slightly offset). The three open circles show the clustering
measurements from Giavalisco & Dickinson (2001); the up-
per circle represents theirr0 measurement from aRAB <∼ 25.1
spectroscopically selected sample of Lyman-break galaxies
(their “SPEC” sample), another subset of the Adelberger et al.
(2003) sample. The middle open circle is the Giavalisco &
DickinsonRAB < 25.5 photometrically selected Lyman-break
sample (the “PHOT” sample), and the lower circle is Giavalisco
& Dickinson’s measurement of Lyman-break galaxies with
VAB606 < 27 in the HDF. We caution that the Giavalisco &
Dickinson use a slope ofδ ∼ 1.2, different from this work. This
explains the discrepancy between the HDF clustering measure-
ment by Giavalisco & Dickinson and that of average HDF-N
and -S values from Arnouts et al., who computed fitted corre-
lation quantities assumingδ = 0.8.

Figure 10 also shows “ε-model” predictions, i.e.,r0(z) =
r0(z = 0)(1+ z)−(3+ε−γ)/γ, for different values ofε, scaled arbi-
trarily to the value ofr0 = 4.3h−1 Mpc at redshiftz= 0 (Groth
& Peebles 1977). In this simple prescription, three values ofε
are normally considered:ε = −1.2 for a slopeγ = 1.8, corre-
sponding to clustering fixed in comoving coordinates;ε = 0,
representing clustering fixed in proper coordinates; andε = 0.8

which corresponds to the predictions of linear theory, for an
Einstein-DeSitter cosmology.

Taken together, these measurements present no clear pic-
ture of howr0 evolves with redshift; for the CNOC survey, it
appears that clustering is approximately fixed in comoving co-
ordinates up toz ∼ 0.6, whereas the results of the CFRS study
indicater0 declines toz∼ 1. The HDFr0 measurements appear
to increase gradually over the entire redshift interval shown in
our graph, and are always below the high-redshift values esti-
mated from the CFDF. A number of separate factors contribute
to this disparity: firstly, as we have highlighted, each individual
sample has a different selection criterion; for example, galaxies
at z < 1 from the HDF samples are much fainter and less nu-
merous than those selected in the CFRS survey. It is clear from
local spectroscopic surveys that galaxy clustering is a sensi-
tive function of spectral type and intrinsic luminosity (Loveday
et al. 1995, 1999; Norberg et al. 2002). Secondly, the field of
view and the comoving scales probed are very different be-
tween each survey. Atz ∼ 1, for example, the HDF probes
only 1h−1 Mpc, and this comoving scale increases at higher
redshifts. Lastly, all surveys are subject to sampling and cos-
mic variance effects.

Precisely because of the effects outlined above it is diffi-
cult to directly compare our measurements ofr0 for Lyman-
break galaxies to those of other authors. As mentioned



S. Foucaud et al.: Lyman-break galaxies in the CFDF survey 847

previously, an additional uncertainty is that not all authors
adopt the same value of the slopeδ, although the strong covari-
ance betweenAω and δ allows us to estimate approximately
the effect a changing slope will have on the fitted amplitude
(see Fig. 7). Furthermore, all previous measurements of clus-
tering at high redshift, based on photometric samples such as
ours, are for fainter magnitudes than the faintest CFDF sam-
ple. Given the observed segregation of clustering amplitude
with apparent magnitude observed in the CFDF-14 hr field, we
would expect these previous studies to measure a lower am-
plitude than our work, and this is indeed what is observed.
The photometric sample of Giavalisco & Dickinson (2001),
reaching a half-magnitude fainter than our faintest sample, dis-
plays a clustering amplitude approximately twice as low as our
faintest bin. However, thespectroscopicLyman-break samples
of Adelberger et al. (1998) and Giavalisco & Dickinson (2001)
have approximately the same magnitude limits as our work, and
we agree quite well with these measurements.

5.3. The surface density dependence of r0

In this section we discuss the dependence ofr0 with galaxy
surface density, a relationship which is more amenable to direct
modelling, and discuss in more detail the implications of the
segregation of galaxy clustering with apparent magnitude.

Figure 11 shows the comoving correlation lengthr0 as a
function of surface density for two magnitude limited samples
(20.0 < IAB < 23.5 and 20.0 < IAB < 24.5) extracted from
the CFDF-14 hr and averaged over all three CFDF fields re-
spectively. Error bars are computed using Poisson statistics.
We added two clustering measurement of Lyman-break galax-
ies taken from the literature: Adelberger et al. (1998), and
the average of two measurements for Lyman-break galaxies
photometrically selected in the HDF-N and -S (Arnouts et al.
1999, 2002) (here we only show measurements ofr0 com-
puted assuming a slopeγ = 1.8). At densities of∼1 arcmin−2

our r0 measurements are in excellent agreement with those of
Adelberger et al. Moreover, our measurements show a trend
of increasing correlation length with decreasing galaxy surface
density.

As an attempt to interpret these results, we consider the
Λ-CDM analytic model of structure evolution presented in
Arnouts et al. (1999) and discussed fully in Matarrese et al.
(1997) and Moscardini et al. (1998) (their “transient” model).
The relevant cosmological parameters for this model are given
in Table 6 of Moscardini et al.’s paper. Similar models have
also been presented elsewhere (Mo & White 1996; Mo et al.
1999). In this model, each Lyman-break galaxy is associated
with one dark matter halo.

To briefly summarise the model’s main components, we
assume that the clustering of galaxiesξg(r, z) is linearly re-
lated to the dark matter clusteringξm(r, z) through the linear
effective biasb2

eff(z). The dark matter clustering is computed
in the non-linear regime occupied by our survey using the fit-
ting formulae of Peacock & Dodds (1996) and a power spec-
trum normalised to correctly reproduce the present-day abun-
dance of bright clusters. The effective bias is calculated by

Fig. 11. The comoving correlation lengthr0 (in h−1 Mpc) for two
magnitude-limited CFDF samples (filled circle symbol for the mean
over the three fields, and filled square symbol for the CFDF-14 hr field
with IAB < 23.5), as a function of cumulative surface density on the
sky. Measurements from other Lyman-break samples (open symbols),
and from the mean of HDF-N and -S (open triangles) are displayed.
The solid vertical errorbars onr0 are computed using Poisson statis-
tics. Dotted vertical error bars represent the addition of the redshift
error to the Poissonian component.

integrating the product of the bias parameterb(M, z) and the
Press & Schechter (1974) dark matter halo redshift-mass dis-
tribution function over all the masses of halos larger than a typ-
ical minimum mass. To improve accuracy, the models use the
fitting formulae of Sheth & Tormen (1999) for these quantities
based on halos identified in a largeN-body simulation. This
model is shown as the solid line in Fig. 11.

Despite its simplicity, this model reproduces quite well
the observed strong dependence ofr0 on Lyman-break surface
density seen in the CFDF survey, and this agreement contin-
ues to very faintIAB = 28 measurements at surface densi-
ties of∼40 arcmin−2 from the combined HDF measurement.
Previously, such a dependence had not been unambiguously
detectedwithin a given survey.

These results argue against models of Lyman-break galaxy
clustering such as the “bursting” scenario proposed by Kolatt
et al. (1999), in which Lyman-break galaxies become visible
as a result of stochastic star-formation activity. These models
have difficulty in reproducing the strong dependence of galaxy
clustering on surface density observed in our survey.

In the framework of biased galaxy formation, our results
are consistent with a picture where more biased galaxies are
more luminous and inhabit more massive dark matter halos
with a simple one-to-one correspondence. A simple way to ex-
plain this relationship could be that there is a direct link be-
tween the luminosity of the galaxies and the mass of the halo.
As the magnitudes we are measuring correspond to the rest-
frame ultraviolet luminosity and as we assume here there is
only one galaxy per halo, the most natural explanation of this
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Table 6. Bias for each field and for each magnitude limited sample considered in this paper, forz = 3.2 and for the best fitting value of the
slope. The result marked as “CFDF mean” is computed from the mean over all three fields. The error bars shown correspond to Poisson error
bars. To account for our uncertainty in the underlying redshift distribution of our Lyman-break sources, an extra systematic error of±0.1 for
the whole and faint samples and of±0.2 for the bright sample should be added.

Field magnitude γ b b b

cuts Ω0 = 1.0, Ω0 = 0.2, Ω0 = 0.3,

(IAB) ΩΛ = 0.0 ΩΛ = 0.0 ΩΛ = 0.7

CFDF-14 20.0–24.5 1.81+0.21
−0.24 4.6+5.2

−1.6 1.8+2.0
−0.6 3.2+3.6

−1.1

20.0–23.5 2.08+0.84
−0.66 8.7+92.6

−4.3 3.6+38.7
−1.8 6.3+67.5

−3.1

23.5–24.5 1.96+0.25
−0.26 3.8+5.3

−1.4 1.5+2.1
−0.6 2.7+3.8

−1.0

CFDF-22 20.0–24.5 1.81+0.25
−0.35 5.4+13.7

−2.0 2.1+5.4
−0.8 3.7+9.4

−1.4

CFDF-03 20.0–24.5 1.8 5.5± 0.2 2.1± 0.1 3.8± 0.1

CFDF mean 20.0–24.5 1.8 5.1± 0.4 2.0± 0.2 3.5± 0.3

CFDF-14 20.0–23.5 1.8 9.9± 1.5 3.6± 0.6 6.4± 1.0

23.5–24.5 1.8 4.3± 0.4 1.7± 0.2 3.0± 0.3

relationship could be a direct link between the stellar masses of
the Lyman-break galaxy population and the rest frame ultravi-
olet luminosity (Papovich et al. 2001). However, stellar popu-
lation synthesis modelling of Lyman-break galaxies population
has failed to definitively establish such a relationship: as sug-
gested by Shapley et al. (2001) these models are dependent on
the assumed extinction law, which is currently unknown for
Lyman-break galaxies.

How realistic is our assumption that each Lyman-break
galaxy traces exactly one dark-matter halo? Applying semi-
analytic models of galaxy formation to the clustering of
Lyman-break galaxies, Baugh et al. (1999) found that, at higher
redshifts, these models gave almost identical clustering am-
plitudes to these simpler “massive halo models”. However, a
more important question is how this clustering strength scales
with halo abundance. More recent work has shown how the
halo occupation function – the number of objects per halo
– affects sensitively the slope of the model curve in Fig. 11
(Wechsler et al. 2001; Bullock et al. 2002). Models in which
many Lyman-break galaxies inhabit a single halo show a weak
dependence of clustering strength with object abundance and
have difficulty reproducing the strong trend seen in our data.

It is also interesting to investigate the small-scale behaviour
of ω(θ) which can provide information on the halo occupation
function (Bullock et al. 2002). It has been claimed that at small
(θ < 10′′) separationsω(θ) no longer follows a power law
(Porciani & Giavalisco 2002). For the full 20< IAB < 24.5
CFDF Lyman-break sample we have computed the ratio of
pairs at small separationNp(θ < 10′′) to those at larger sep-
aration,Np(10′′ < θ < 60′′). Based on the fitted values of
ω(θ) given in Table 5, we expect the ratioNp(10′′ < θ <
60′′)/Np(θ < 10′′) to be around 19. In the CFDF data (for a
weighted average over all fields) we find this pair fraction is
26± 6. Based on these statistics, we conclude that the CFDF
dataset provides no convincing evidence for a small-scale de-
parture from a power-law behaviour withδ = 0.8, a conclusion

consistent with the observed small-scale behaviour ofω(θ) in
Fig. 5.

We note that our bright measurement in Fig. 11 deviates
from our model curve at the∼1.5σ level. We investigate the
origin of this effect, measuring the median (V − I )AB colour for
each of our magnitude-limited samples. Our brighter samples
are no redder than our fainter samples, suggesting that contam-
ination by nearby bright ellipticals in this sample is minimal
(furthermore, all magnitude limited samples are subject to the
criterion (V − I )AB < 1.0, from Eq. (1)). A more likely origin
for this discrepancy is that in computingr0, we assume that
the redshift distribution of each magnitude limited sample is
the same; a slightly lower mean redshift would imply a lower
value forr0.

Finally, we remark that in our fainter bin, our stated level
of incompleteness of∼20% at 20.0 < IAB < 24.5 (Table 3)
indicates that our surface densities may be underestimated by
around∼0.2. Furthermore, if Lyman-break galaxies were espe-
cially dusty (although this is not supported by current observa-
tions; see Webb et al. 2003) we would expect the true Lyman-
break galaxy density to be further underestimated. However,
these considerations do not affect the principal conclusions of
this work, as these effects are expected to be much smaller
than the observed variation of clustering strength with appar-
ent magnitude.

5.4. Linear bias estimates for the CFDF Lyman-break
sample

The theoretical procedures described in the previous section
can also be used to estimate of the effective bias,b, of the
Lyman-break galaxy sample. From the comoving correlation
lengthr0 we can compute the observed rms galaxy density fluc-
tuation within a sphere of 8h−1 Mpc,σgal

8 (Magliocchetti et al.
2000). Dividing this quantity by the rms mass density fluctu-
ation, computed from cluster-normalised models assuming the
linear theory, we may derive the linear biasb. In Table 6 we
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present these results, together with Poisson errors, for a range
of cosmologies.

In comparison, Adelberger et al. (1998), with a sample of
spectroscopically confirmed Lyman-break galaxies atz' 3 for
RAB < 25.5, find b = 4.0 ± 0.7 for Ω0 = 0.3 andΩΛ = 0.7.
From the average of the fainterIAB ≤ 28 galaxies selected in
the HDF-N and -S, Arnouts et al. (1999, 2002) findb = 1.9±0.4
for Ω0 = 0.3 andΩΛ = 0.7.

Many studies agree on the strongly biased nature of the
Lyman-break galaxy population, and provide evidence for a
picture in which structures form hierarchically and massive
objects form at highest peaks in the underlying density field
(Kaiser 1984; Bardeen et al. 1986). Our measurements of
Lyman-break galaxies atIAB = 24.5 appear to support this
picture. For very bright Lyman-break galaxies, atIAB = 23.5,
we find correlation lengths of>10h−1 Mpc and a linear bias of
b ∼ 6 in theΛ-flat cosmology. These biases would imply un-
derlying dark matter halo masses for the Lyman-break galaxy
of around 1013h−1 M�, about a factor of ten above the most
massive haloes of Lyman-break galaxy observed to date, but
still comparable to the masses of present dayM? galaxies. We
note that the clustering lengths of our brighter Lyman-break
galaxies are comparable to those of the “extremely red object”
(ERO) population (e.g.r0 = 13.8± 1.5h−1 Mpc in aΛ-flat cos-
mology – Daddi et al. 2001) and we speculate that, unlike the
fainter Lyman-break objects studied previously, some fraction
of these bright Lyman-break galaxies may evolve into EROs
by z∼ 1, according to a galaxy conservation model with a fixed
bias at burst (Mo & White 1996).

6. Summary and conclusions

We have extracted a large sample ofz∼ 3 Lyman-break galax-
ies from the Canada-France Deep Fields survey. Our catalogues
cover an effective area of∼1700 arcmin2 in three separate large,
contiguous fields. In total the survey contains 1294 Lyman-
break candidates to a limiting magnitude ofIAB = 24.5. Our
conclusions are as follows (assumingΩ0 = 0.3,ΩΛ = 0.7):

1. Number counts and surface densities ofz ∼ 3 galaxies
selected in the CFDF agrees very well with literature measure-
ments over the entire 20.0 < IAB < 24.5 mag range of our
survey.

2. Using simulated catalogues, we demonstrate that at the
limiting magnitude our catalogue contains contaminants at a
level of∼30% or less.

3. We measure the two-point galaxy correlation func-
tionω(θ) of Lyman-break galaxies and show it is well described
in term of a power law of slopeδ = 0.8 even at small angular
separations, where no excess of close pairs is found.

4. Assuming that Lyman-break galaxies in the CFDF sur-
vey are atz = 3.2, we derive the comoving correlation
length,r0, for a range of magnitude limited samples. For the
whole 20.0 < IAB < 24.5 sample, we findr0 = (5.9 ±
0.5)h−1 Mpc with the slope fixed toγ = 1.8. For simultaneous
fits of the slope and amplitude , we find for the CFDF-14 hr
field γ = 1.8 ± 0.2 andr0 = (5.3+6.8

−2.2)h
−1 Mpc, and for the

CFDF-22 hr fieldγ = 1.8 ± 0.3 andr0 = (6.3+17.9
−2.8 )h−1 Mpc,

in good agreement with the values determined with the slope
fixed.

5. In the CFDF-14 hr field, we find a marginal dependence
of r0 on apparent magnitude: for Lyman-break galaxies with
20.0 < IAB < 23.5, we deriver0 = (11.6 ± 2.0)h−1 Mpc,
whereas for 23.5 < IAB < 24.5 we findr0 = (5.0± 0.6)h−1 Mpc
(in both cases for slopes fixed toγ = 1.8). Allowing both the
slope and amplitude to vary, this segregation is still detected at
the 3σ-level.

6. We investigate the dependence ofr0 on surface den-
sity, n, and find a strong correlation. Forn = (0.09 ±
0.02) arcmin−2, r0 = (11.6 ± 2.0)h−1 Mpc, whereas forn =
(0.78± 0.24) arcmin−2, we findr0 = (5.9± 0.5)h−1 Mpc.

7. A simple analytic model in which each Lyman-break
galaxy traces one dark matter halo is able to reproduce the
observed dependence of correlation length on abundance quite
well, except for our very bright sample of Lyman-break galax-
ies, which deviates from the predictions of our models by
around∼1.5σ.

8. We derived a linear biasb by dividing the measured
rms galaxy density fluctuationσgal

8 by the rms mass fluctua-
tion σm

8 computed by assuming cluster-normalised linear the-
ory. For our sample of Lyman-break galaxies, we find for
20.0 < IAB < 24.5,b = 3.5± 0.3.
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