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Abstract. We present a large sample nf~ 3 U—band dropout galaxies extracted from the Canada-France deep fields sur-
vey (CFDF). Our catalogue covers affieetive area 01700 arcmin divided between three large, contiguous fields separated
widely on the sky. Tdag = 24.5, the survey contains 1294 Lyman-break candidates, in agreement with previous measure-
ments by other authors, after appropriate incompleteness corrections have been applied to our data. Based on comparisons with
spectroscopic observations and simulations, we estimate that our sample of Lyman-break galaxies is contaminated by stars
and interlopers (lower-redshift galaxies) at no more thdaf0%. We find thatu(9) is well fitted by a power-law of fixed slope,

v = 1.8, even at smallf < 10”) angular separations. In two of our three fields, we are able to fit simultaneously for both the
slope and amplitude and find= 1.8+ 0.2 andro = (5.3'5%)h™ Mpc, andy = 1.8+ 0.3 andr, = (6.3"2:°)h~* Mpc (all spatially
dependent quantities are quoted foAdlat cosmology). Our data marginally indicates in one field (ataevel) that the
Lyman-break correlation lengtty depends on sample limiting magnitude: brighter Lyman-break galaxies are more clustered
than fainter ones. For thentire CFDF sample, assuming a fixed slope- 1.8 we findry = (5.9 + 0.5)h~! Mpc. Using these
clustering measurements and prediction for the dark matter density field computed assuming cluster-normalised linear theory,
we derive a linear bias df = 3.5 + 0.3. Finally we show that the dependence of the correlation length with the surface density

of Lyman-break galaxies is in good agreement with a simple picture where more luminous galaxies are hosted by more massive
dark matter halos with a simple one-to-one correspondence.

Key words. cosmology: observations — galaxies: high-redshift — galaxies: evolution —
cosmology: large-scale structure of universe

1. Introduction Sloan Digital Sky Survey (SDSS) (Stoughton et al. 2002), are
ow providing ever-more detailed pictures of the distribution
ldgalaxies on scales of several hundred Mpc. We have a good
Sradigm of large-scale structure formation in which small
Send gfprint requests toS. Foucaud, fluctuations of matter density grow under the influence of grav-
e-mail: foucaud@mi . iasf. cnr. it ity to form large-scale structures and galaxy halos. Furthermore

* Based on observations obtained at the Canada-France-HaRgkturbation theory and numerical simulations provide use-
Telescope (CFHT) which is operated by the National Researtl predictions which can be challenged against observations.
Council of Canada, the Institut des Sciences de I'Univers (INSU) bMaking some assumptions on how dark matter traces luminous
the Centre National de la Recherche Scientifique and the Universilgjects at large scales, we can produce a picture of how galax-
of Hawaii, and at the Cerro Tololo Inter—American Observatories are distributed on large scales locally which match observa-
and Mayall 4-meter Telescopes, divisions of the National Opticgbnal data remarkably well.

Astronomy Observatories, which are operated by the Association of
Universities for Research in Astronomy, Inc. under cooperative agree- However, predicting the evolution of clustering to higher
ment with the National Science Foundation. redshift is still challenging. We may either attempt to construct

Surveys of the local Universe, such as the Two-degree Fi
Galaxy Redshift Survey (2dFGRS) (Colless et al. 2001) and

Article published by EDP Sciences and available at http://www.aanda.org or http://dx.doi.org/10.1051/0004-6361:20031181
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a fully self-consistent model of galaxy formation which link$roperties of these objects at other wavelengths have also beer
the dark matter distribution and the luminous galaxies (eigvestigated (Nandra et al. 2002; Webb et al. 2003).

Cole et al. 1994; Baugh et al. 1999) or, alternatively, to pos- More recently, the focus has shifted to replicating the se-
tulate a relationship between dark matter halos and lumindestion of high-redshift objects using the drop-out technique at
galaxies (the bias) and use this to predict the galaxy distrilmi~ 4 and beyond (Steidel et al. 1999; Stevens & Lacy 2001;
tion (e.g. Matarrese et al. 1997; Mo et al. 1999). One simpBauchi et al. 2001; Lehnert & Bremer 2002).

version of this method has been to postulate a linear relation- Early studies of clustering measurements of Lyman-break
ship between the galaxy densiti, and the dark matter one,galaxies selected photometrically (Giavalisco et al. 1998) and
dm: b = 80/6m, Whereb is the bias parameter (Kaiser 1984)spectroscopically (Adelberger et al. 1998) indicated they have
However, until recently, comparing these models to availatdecorrelation length of~4h~! Mpc, comparable to nearby
observations has not been straightforward. For example, amssive galaxies ; a result confirmed by more recent studies
gular clustering analyses (e.g. Roche et al. 1993; McCracKerg. Adelberger et al. 2003). Since the strength of cluster-
et al. 2000) are usually based on magnitude limited sampieg for dark matter is expected to continuously decrease to-
that typically contain a mixture of galaxy types within a rangeards higher redshifts, the high clustering amplitudes found at
of redshifts and thus require additional information on the eve—~ 3 implies that Lyman-break galaxies are biased tracers of
lution of the galaxy population to allow us to draw meaningfuhe underlying dark matter distribution, and furthermore sug-
conclusions about the evolution of galaxy clustering. gests that they form preferentially in massive dark matter ha-

A much more powerful technique is to measure tH@s. In the current theoretical paradigm, more massive objects,
clustering of galaxies isolated inftérent redshift intervals, Which form at rarer peaks in the underlying dark matter dis-

Spectroscopic surveys, such as the Canada-France Red&ffi¢tion, have clustering amplitudes much higher than those

Survey (CFRS) (Lilly et al. 1995: Le dvre et al. 1996) of less massive, less luminous galaxies (Kaiser 1984; Bardeen

and the Canadian Network for Observational Cosmology Sl?rt_al. 1986). More recent analyses of these Lyman-br(_aak galax_—
vey (CNOC) (Carlberg et al. 2000), allow us to directl)'/es datasets focused on the depe_ndenc_e of_ clustermg _ampll-
measure the evolution of the galaxy correlation lengttas tude on apparent m_agnltude selection (G|avgllsco& Dickinson
a function of redshift. Alternatively, the photometric redshif¢001) or the behaviour of the galaxy clustering at small angu-
technique has enabled similar analyses up to fainter magnitulféscales (Porciani & Giavalisco 2002). However, the angular
and higher redshifts (e.g. Arnouts et al. 1999; Brunner et ¢2/€s probed are generally small, as these surveys consist o
2000; Arouts et al. 2002). Although these various samplB&nY non-contiguous fields each of which covess arcmirt.

are subject to dierent selection féects and cosmic variance, | '€S€ samples generally contained too few objects to allow a
the results on the clustering measurements agree in showir§/i2ble detection of clustering dependence on apparent mag-
general decline of the comoving correlation lengthvith red- nitude or to place useful constraints on the slope of the galaxy
shift fromz ~ 0 toz ~ 1. While the clustering amplitude of thecorrelation function. Furthermore there is also a large spread of

underlying dark matter is also expected to decrease with logR€asurements made at the same limiting magnitude suggesting
back time with a rate depending on the cosmological parani€ Presence of systematiffects or cosmic variance in these

ters, the above observations cover a too small redshift range'thVeyS: _ _
provide constraints on the evolution of galaxy clustering. In this paper, the second in a series, we report new measure-
ments of number counts and clustering properties of Lyman-

In the early 1990's, several studies attempted to0 phoireak galaxies selected in the Canada-France Deep Fields sur
metrically isolate high redshiftz(~ 3) galaxies using very ye (CFDF). The CFDF is a deep, wide-field multi-wavelength
deepU-band imaging (Guhathakurta et al. 1990; Steidel &,rey of four unconnected fields covering three of the CFRS
Hamilton 1993). The Lyman limit discontinuity in the emissiofie|4s1n McCracken et al. (2001), hereafter referred as Paper |,
light of these (star-forming) galaxies, combined with absorgze gescribed the global properties of the CFDF sample and
tion by the intergalactic medium along the Ilne.of sight (Mad%esented measurements of the two-point galaxy correlation
1995; Bershady et al. 1999) means these objects are eXpeﬁﬁﬁgtionw(g) as a function of angular scale, limitings mag-
to have extremely redJ - B) colours, and{ — 1) colours itde andV — 1)ag colour.
about zero (Madau et al. 1996). However, it was the advent of o+ \vide field optical imaging, combined with deep

_10-m telescopes which allowed _the redshifts of these galf{)"—band imaging, covering0.65 degd, allows us to construct
ies to be spectroscopically confirmed (Steidel et al. 1996e |argest sample of photometrically selected Lyman-break
Toda;i, athousand or so of thes_e bnghtgglaXIeS (i.e. thqse V‘ﬂ;@axies to date. Using spectroscopic observations and sim-
L ~ L") have been spectroscopically confirmed atredghif8 | |ateq catalogues we demonstrate our selection criterion is
(Lyman-break galaxies — Steidel et al. 1999), whereas prepip st and estimate the degree of contamination in our cat-
ously only peculiar objects such as QSOs or radio-galaxigdqes. Our three fields, each covering scales 6f 28l
were known at this epoch. separated widely on the sky, allow us to make a robust estima-

The most recent works om ~ 3 galaxies have focusedtion of the dfect of cosmic variance on our results. Additionally
on their physical properties: for example, Adelberger et ahe large angular scale of eac ield allows us to probe

heir physical i f le, Adelb he | I le of h CFDF field all b

investigated the cross-correlation between Lyman-br oving separation at least twice larger than previous works

2003) investigated th lation b Lyman-brekmoving separati | ice | han previ k
galaxies and the intergalactic medium whereas Shapley et(aBh~! Mpc at redshiftz ~ 3 for a A-flat cosmology with
(2003) studied their rest-frame UV spectroscopic propertig3g = 0.3,Q, = 0.7).
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This paper is organised as follows: in Sect. 2 we briefly d@able 1. Details of the CFDF images used in this study. For the 03 hr
scribe the observations which comprise the CFDF survey;adnd 14 hr fields, we list thed3detection limit inside an aperture of 3
Sect. 3 we outline how Lyman-break galaxies were selecté®fiimages convolved to the worst seeing (i.e.”f@& 03 hr and 1.4
in the CFDF, and present an estimate of the robustness of fRsl4 hr). For the 22 hr field, we list thex3detection limit inside an
selection; in Sect. 4 we present our clustering measuremetgrture of 4 for un-convolved images.
of the CFDF Lyman-break sample; in Sect. 5 we compare

these observations to a range of theoretical predictions, and  Field RA Dec Band 3 limit
present our interpretation. Finally, conclusions are summarised (J2000)  (J2000) ABmags)
in Sect. 6. Unless stated otherwise, throughout this paper we 0300+00 03:02:40 +00:10:21 U 26.98
use aA-flat cosmology Qo = 0.3,Q, = 0.7 to compute spatial B 26.38
quantities and we assurhe= Hyo/100 kms* Mpc™?). Vv 26.40
| 25.62
2. Observations, data reductions and catalogue 1415¢52 14:17°54 +52:30:31 U 27.71
preparation B 26.23
2.1. Observations and data reductions v 25'9§
I 5.1
The CFDF survey comprises four separatex288 fields; and
for two and half of these fields we have completBV 1 pho- 2215¢00 22:17:48 +00:17:13 U 2716
tometry. In total these fields coven.65 ded and include the B 25 76
03 hr, 14 hr and 22 hr fields of the CFRS survey (Lilly et al. Vv 26.18
1995). Lyman-break studies have already been carried out in | 25'22

several subareas of the CFDF-14 hr (the “Groth strip”) and the
CFDF-22 hr fields by Steidel et al. (1999).

Full details of the CFDFBVI observations and the data
reduction procedures are given in Paper |. These obser-
vations were carried out using the University of Hawaii'g.2. Catalogue preparation
64-megapixel mosaic camera (UH8K) at the Canada-France
Hawaii Telescope (CFHT) in a series of runs from 1996 #s described in Paper |, we prepared catalogues using the
1997. In Paper | we demonstrated that the zero-point rms x? technique outlined in Szalay et al. (1999). This method pro-
magnitude variation across each UH8K pointing®04 mag, Vides an optimal way for detecting faint objects in multi-colour
and that our internal rms astrometric accuracy (between igpace. We did not use this method for our 22 hr data as the see-
ages taken in separate filters)48.05”. This allows us to mea- ing differs greatly across thd—band images; 22 hd-band
sure accurately galaxy colours by using the same aperture atifhages are composed of twdfidirent pointings taken at CTIO,
same , y) position on stacks constructed fronfferent filters one has a seeing of '2and the second 14 Application of
without the needing to positionally match our catalogues. the x? technique would involve convolving all images in all

The unthinned Loral-3 CCDs used in UH8K has very podtands to the worst seeing, which we would prefer to avoid.
response blueward of 4000 A. For this reason, sepbrateand Instead, we use an object detection list generated from the
observations were carried out at the Cerro Tolo Inter-AmerichnPand image and measure colours using apertures at these po-
Observatory (CTIO) and at the Kitt Peak National Observatogifions for the other fourimages. To account for the poorer see-
(KPNO) 4-m telescopes. The detectors used were TEK 204819 in these images we use a slightly larger aperture/ofod
2048 thinned CCDs with a pixel scale of4@’ pixell. To measure galaxy colours; for the other fields we use an aperture
cover each 28x 28 UHSK field, four separate pointings wereof 3”7. As we will see later, tht_e slightly fferent reduction pro-
required. Total integration per pointing was approximativefgedures used for the 22 hr field does nfeet our clustering
10 hours with 10 to 15 exposures. Within each pointing, the afpéasurements. Throughout, galaxy magnitudes are measured
mass varied between 1.0 and 1.6 and seeing ranged fréin 18ing Kron (1980) total magnitudeSExtractor parameter
to 1.4’. Reduction of these data followed the usual steps B4G-AUTO, Bertin & Arnouts 1996). Table 1 gives the central
bias and overscan removal followed by flat-fielding. Each egoordinates of the three fields and the limiting magnitudes in
posure in each pointing was then stacked and scaled so thaif¥l diferent bands, taking into account thefeiient aperture
have the same photometric zero-point. A coordinate transf8f2€S and extraction methods used to prepare each catalogue.
mation between each of the four sub-pointings and the CFDF Polygonal masks were created covering regions near bright
| -band was then computed. These sub-pointings were thengtars, or with lower signal-to-noise, and objects inside these
sampled using this transformation to the pixel scale of UH8&reas were rejected. The total area, after masking, is given in
(0.208" pixel™). Finally, each sub-pointing was coadded tdable 2. As explained in Paper | (Sect. 5.1), we have con-
make a single large mosaic covering the entire field of UH8Iducted extensive tests with both correlated and uncorrelated
The 14 hr and 03 hr fields consist of four separdteband mock datasets to demonstrate that the masking procedure does
sub-pointings, whereas we have only two for the 22 hr data. not afect the estimated correlation amplitudes.
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(U - B)AB

(B — Dz {B — D)5

Fig. 1. Galaxy evolutionary tracks (dots) used to define our selectidtig. 2. (U — B)ag against B — 1)ap for galaxies withlag < 24 in the

box, represented as the solid line. Filled symbols indicate galaxiesGRDF-03 hr field. Almost 14 000 objects are represented; for clarity
the range D < z < 3.5. Star symbols represent simulated colours farnly half of all objects in this field are shown. The solid line represents
galactic stars withiag < 20.0. the selection box given in Eq. (1). There are 269 candidates (filled cir-
cles) which satisfy our selection criteria. The arrows indicate Lyman-
break candidates which have a fipper limit inU. Crosses indicate
star-like objects (identified on the basis of their compactness). The
three spectroscopically confirmed Lyman-break galaxies are shown
with star symbols.

Lyman-break candidates were selected by isolating the Lyman-

break feature at 912 A in a colour-colour diagram (Steidel

fr‘] Hamtlrl1tor; 19r?t::1). t;l'o ?/eflmt? gu: s;erleclzlo?nbtm WeBeX\?mmﬁ‘nage) before they are added to the source catalogue. About ten
€ path of synthetic evolutionary tracks € B)vs. [ercent of the Lyman-break sources were rejected as spurious;

3. The sample of Lyman-break galaxies

3.1. Selecting Lyman-break galaxy candidates

(B — 1) colour-colour space defined by the CFDF filter se hese objects are typically detections on bad columns or other

Th(_ase tracks are derived from a set of spectral energy dis [Ssmetic defects which had not been removed by the mask-
bution templates (Bruzual & Charlot 1993) assuming-#at ing process. Given the detection limitslihandl presented in

cosmology. . . : .
. . Table 1, sel L - k gal = 245 is feasi-
Figure 1 illustrates the tracks used; each track represe%?b e 1, selecting Lyman-break galaxies g Slisfeasl

a different combination of galaxy type, age, metallicities an gforallourfields.
gataxy ype, age, In Fig. 2 we show thelY — B) vs. (B - ) colour-colour dia-

reddening. Internal extinction is modelled using a relation ap- i . ' ) :
propriate for starburst galaxies (Calzetti et al. 1994). We hq%@am for galaxies witlag < 24 in the 03 hr field, with Lyman-

also included the Lyman absorption produced by the intergal eak candidafces identified using the sel_ection box defined in
tic medium following Madau (1995). Colours of field stars ar g. (1)- Redshifts for three of these galaxies were spectroscop-

. : : ; lly confirmed ¢ = 3.07,3.08 and 37 respectively) with
estimated using the galactic model of Robin & Creze (198 . . S
transformed to our instrumental system (magnitude errors fa taken at CFHT in Nov_ember 1997 using _the Multi-Object
not include in this figure). pectrograph. These galaxies are plotted in Fig. 2 as open stars.

Based on these considerations, we define our selecﬁ%ﬁpecnum of one of these galaxies is shown in Fig. 3.

As we have limited spectroscopy on CFRF~ 3 galax-

box as ies, we have carried out extensive simulations, described in the

1.0< (U - Bne. Sect. 3.3, to ensure the robustness of our selection box. As we

-10<(B-Nas <20, (1) Wwill see, these simulations allow us to quantify how much con-

ES - II;AB 101%5 (U - B)as, tamination we expect from stars and lower-redshift interlopers.
—1)ag = LU

We estimate the redshift range of our Lyman-break sample4%  go,rce counts of Lyman-break galaxies
be 29 < z < 3.5, quite close to the.Z < z < 3.4 interval

sampled by Steidel et al. (1996a). In Fig. 4 we present our raw and corrected Lyman-break galaxy
The criterion ¥ — I)ag < 1.0 reduces contamination bycounts as a function dfyg magnitude (dotted and solid sym-
stars and avoids contamination by elliptical galaxdes 1.5. bols). Table 2 presents the surface densities of our Lyman-break
Additionally, we require that our Lyman-break candidates agalaxy sample for a ranges of limiting magnitudes. In addi-
detected inB, V and |. Finally, all candidates are visually tion, we present counts from Metcalfe et al. (2001) and Steidel
inspected in all five channeltJBVI and they? detection et al. (1999) samples of Lyman-break galaxies. The latter
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Fig. 3. Spectrum of a confirmed Lyman-break galaxy at redshift I
z = 3.08 observed at CFHT using the MOS spectrograph. Spectral fea- AB
tures are indicated with the dotted lines. Fig. 4. Raw and corrected number counts of Lyman-break galaxies in

the CFDF (open and filled circles respectively). The errorbars on each
o . ) L point is computed from the amplitude of the field-to-field variance. We
compilation contains a correction for contamination by stagg, show colour-selected Lyman-break galaxy counts from Metcalfe
and AGN estimated from spectroscopic observations. et al. (2001) (filled squares) and Steidel et al. (1999) (filled triangles).
To convert thes®ag-selected observations to dug mag-

nitudes, we estimate the mean colour of Lyman-break galaxies

at redshifz ~ 3 to be R- I)ag ~ 0.3. In making this transfor- at each iteration. From this experiment we find that magnitude
mation we assume that the colours of the Lyman-break pogsrors ofc = 0.1 can produce a fluctuation in Lyman-break
lation do not evolve with magnitude. Combining this with theounts of~15%. Adding the contribution from the clustered
conversion betweeRag andRag given in Steidel & Hamilton nature of Lyman-break galaxies, this leads to a total expected
(1993), we estimate thaR(— I)ag ~ 0.19. field-to-field fluctuation 0+~20%, large enough to explain the

At bright magnitudes, our counts are in good agreemetgviation between the 14 hr and 22 hr fields. We have examined
with the literature compilation: however, at fainter bins®4 the 03 hr field in more detail, and we find that one quadrant
Iag < 24.5 they exceed the literature comparisons by a factbas a~50% higher density of Lyman-break candidates than
1.3-1.5. Essentially this is due to higher contamination in otine other three: if this quadrant is removed, the fluctuations
sample. According to simulations (which we describe fully ibetween the 03 hr field and the other two can be explained
Sect. 3.3) this contamination, arising from the shallower depbly the sources of errors listed above. Tlikeet of this over-
of our UBVI data compared to Steidel et all,GR data, dense quadrant a@(6) is to increase the amount of power at
amounts to~30% in the faintest bins. Counts corrected for this0.1° scales but, as we will see in Sect. 4, at the scales we
contamination are indicated as the dotted symbols in Fig.fbrmally measure galaxy correlation amplitudes, the field-to-
After this correction our counts are in closer agreement wifteld variation inw(6) is still less than the amplitude of the
the literature. Poissonian error iny(6).

We note that the dispersion in Lyman-break counts between
our three fields is larger than one would expect based on purgl%
Poissonian errors. We suggest several possible explanationsTtor
this dispersion. Firstly, Lyman-break galaxies are strongly clus-
tered objects: at the magnitude limit of the survey, this clustefg estimate the level of contamination by stars and interlop-
ing can produce count fluctuations-e15%. Secondly, the ab- ers (lower-redshift galaxies) and the fraction of Lyman-break
solute photometric calibration between each of the three ﬁe@@|axies which could be missed in our Samp|e, we construct
(which were all taken in dierent observing runs, in fierent  muylti-colour mock catalogues which incorporate all the obser-
seasons, and in some cases witfiedentU —band imagers) dif- yational uncertainties.
fers by at worst-0.1 mag (although, as demonstrated in Fig. 9 \we yse the modébf Robin & Creze (1986) to generate our
of Paper |, the field—to-field variation in galaxy counts is stillte|lar catalogue at the galactic latitude of the 14 hr field. The
very small). catalogue’dy BV Johnson-Cousins colours were transformed

How large an #ect could a systematic error 0.1 mag to our instrumental system and then convolved with a function
have on the Lyman-break number counts? To address this qRsscribing the dependence of magnitude errors with magnitude
tion we have carried out a set of simulations in which a smabr each passband. In Fig. 1 star symbols show objects from this

Gaussian error af = 0.1 is added to each filter, i.e., new magcatalogue; for clarity, only stars withg < 20.0 and without
nitudes are computed accordinghts = M + §M. The number

counts of galaxies falling in the selection box is recomputed http://www.obs-besancon. fr/www/modele/

Estimating the reliability of the CFDF
Lyman-break selection box
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Table 2. Differential number countsy, and surface density (in arcmirr?), of Lyman-break galaxies in the CFDF fields, for a rangégf
selected slices. The mean surface density, labelled CFDF, is also given. Errors in the surface density measurements for each individual fie
computed using Poisson counting statistics; field—to—field variance is used to estimate the error in the mean.

0300+00 141552 221500 CFDF
A = 646arcmin? A = 708arcmin? A = 317arcmin?
magnitude range n (N) n (N) n (N) n
(Ia8)
20.0-22.5 0.0020.003 (2) 0.01@:0.004 (7) 0.006:0.006 (2) 0.006-0.004
22.5-23.0 0.0220.006 (12) 0.00&0.004 (6) 0.0130.008 (4) 0.014-0.006
23.0-23.5 0.0&0.01 (55) 0.0%0.01 (36) 0.040.02 (22) 0.040.02
23.5-24.0 0.3:0.02 (200) 0.16:0.02 (116) 0.22-0.03 (69) 0.230.08
24.0-24.5 0.590.03 (379) 0.34:0.02 (242) 0.450.04 (142) 0.46:0.13

magnitude errors are shown. Fainter objects occupy the samheasities of objects found in the selection box from simula-
region in colour-colour space. tions and observations are close, reflecting our requirement that

For the galaxy catalogues, we use the empirical approéEﬁ models_match observed_red_shift distributions. According to
developed by Arnouts et al. (2003, in preparation); the maihe S|mulaf[|ons, the contamination by stars decregses from 6%
components of which are as follows. To characterise the spk-3%, while the contamination by galaxies outside our cho-
tral energy distribution (SEDs) of galaxies, we use the fo§EN redshift range increases from 8% to 25%If@r < 235
observed SEDs of Coleman et al. (1980) (corresponding a8 < 245 respectively. Furthe.rmore_W(_e.flnd that .the class
Elliptical, Shc, Scd and Irregular local galaxy types), and wwif interlopers changes as afunctlon_ of limiting magnitude. For
SEDs corresponding to star-forming galaxies with ages of 0.b® < 235, about 70% of the galaxy interlopers are expected to
and 2 Gyrs. These SEDs were computed using the GISSRE @z > 2 and the remaining @< 2. At lag < 24.5 the situ-
model (Bruzual & Charlot 1993) assuming solar metallicity, gtion is di‘ferer_n, due to the larger uncertainties in the colours:
Salpeter initial mass function and constant star formation raf@0ut 60% of interlopers are expected tozbe 2 and a large
Following the approach adopted by Sawicki et al. (1997), wrt of the remainder~25%) are az > 2. In the following
interpolated between the 6 original spectra to provide a fimsgction we assess the rellabll_lty of these_ simulations by direct
grid of the spectral-type coverage producing a total number@mparison with spectroscopic observations.

61 templates. We derive the density of objects for given mag- Our 14 hr field covers the “Groth strip” field. C. Steidel has
nitude and redshift interval using the luminosity function pddndly provided us with spectroscopic redshifts for 335 photo-
rameters from th&k—band ESO-Sculptor Survey to~ 0.6. metrically selected objects in this area and we have used this
Galaxies are divided into three spectral classes: early, intdataset to assess the reliability of our selection box. There are
mediate and late types (de Lapparent et al. 2002, in pre@d5 objects in common (based on a simple positional match)
ration). At higher redshift the luminosity function parametergetween the two catalogues, and for these objects, selected us:
have been adjusted in order to reproduce the observed redshiftUnGR photometry, we have spectroscopic redshifts in ad-
distributions of the CFRS (Crampton et al. 1995) and the Norglition to CFDFUBV | photometry. Table 4 shows the redshift
and South Hubble Deep Fields (HDF-N and -S) (Arnouts et glistribution for galaxies withag < 24.5 before and after the
1999, 2002). We derive magnitudes in other passbands usigplication of our selection box.

these SEDs to compute the appropriateorrection. A model In total we retrieve 5%% (31/52) of galaxies at

for the “observed” magnitudes is obtained by taking into ag-9 < z < 3.5 after applying our selection box. Given that the
count the luminosity profile of the galaxy and observationakdshift distribution of the two samples isfgirent (with mean
conditions (such as seeing and surface brightness limits) aadshifts ofz = 3.04 andz = 3.2 respectively) this is to be
computing the fraction of light lost according to the magnitudgxpected, assuming the underlying distributions are Gaussian
scheme employed. We derive photometric errors using the alith the same dispersion.

ser-ved dgpendence of error with magnitud_e in each passbandajthough the photometric selection of the Steidel et al.
This empirical method reprod_uce_s the main obser_vables S‘_é%!?nple is dferent from ours, we can attempt to estimate
as cqunts, colours Qnd_reo_lshlft distributions. Special attenti®z amount of contamination in our catalogue by galaxies
is paid to the redshift distributions to ensure a reasonable dgyside our redshift range after the application of our selec-
scription of the relative fraction of galaxies at low and higfon pox. Inside our selection box, galaxies at lower redshifts
redshift which is the first step in quantifying how target selegz o < 7 < 2.9) amount to 25% of the total. Spectroscopically
tion in a colour-colour diagram can be subject to contaminatifbntified stars account for a further836 of objects, in
effects. broad agreement with the results of our simulated catalogues.

In Table 3 we show the surface densities of all the similowever, we note that the spectroscopic sample contains no
lated objects (computed for an area~df dedf) and compare objects withz < 2, in disagreement with our simulations.
them to observations in the CFDF-14 hr field. The total surfa&énally, 9.6% of our candidates have no redshift.
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Table 3. Observed and simulated surface densities of objects (in aréymizcovered using the selection box (Eg. (1)), based on simulations
described in Sect. 3.3 and observations in the CFDF-14 hr field. We also estimate the fraction of Lyman-break galaxies (LBG) recovered using
this selection box from the total galaxy population in this redshift range. Additionally, we present the fraction of contaminants within this
selection box by interlopers (lower-redshift galaxies) outside our redshift rarje @< 3.4) and by interlopers with < 2 and by stars.

magnitude range density of objects LBG contamination from
(1aB) in the selection box from found in the interlopers outside interlopers  stars
observations  simulations selectionbox oW2z<35range withz<2
20.0-23.5 0.069 0.073 91.8% 7.7% 2.2% 5.5%
20.0-24.0 0.233 0.233 89.7% 11.9% 6.3% 4.3%
20.0-245 0.574 0.652 83.9% 24.5% 17.3% 3.5%
23.5-24.0 0.164 0.160 88.7% 13.9% 8.2% 3.8%
24.0-245 0.341 0.419 80.2% 31.4% 23.5% 3.1%

Table 4. Comparison for dferent redshift ranges between objectfraction of simulated Lyman-break galaxies, ranging from 95%
falling within Steidel et al.'s selection box and objects selected 0 80% betweerag < 235 andlag < 245 respectively.
Steidel et als box which also lie within the CFDF selection bocomparisons with a large sample of galaxies with spectro-

(Eq. (1)) forlag < 245. scopic redshifts (preselected, however, usingfEedint pho-
tometric criterion from ours) indicate we recover, in this case,
redshift Steidel etal. combined CF[Steidel ~60% of the Lyman-break galaxies. We attribute this discrep-
range box box ancy to the dierent underlying redshift distributions for the
total 108 52 two photometrically selected samples.
29<z<35 52 31
20<z<29 26 13
z<20 0 0 4. Clustering of the Lyman-break galaxies
z>35 1 0
stars 6 2 4.1. Estimating w(6) and A,
QSOs 3 1 . . .
N0z 20 5 To measurau(d), the two-point projected galaxy correlation
function, we use the Landy & Szalay (1993) estimator,
DD - 2DR+RR
Furthermore, the full spectroscopic catalogue, there are HE) = " RR (2)

objects withz < 2; however, in~185% candidates have no
) < > L I)@ere the DD, DR and RR terms refer to the number of data-

range 1< z < 2 is difficult, so it is possible some of thesedata, data-random and random-random galaxy pairs having an-

unidentified objectxould be galaxies in this redshift range.gular separations betwgemndq+6e. . )
But as the main fraction of these object simply have not been.In th? wealf clustering regime this estimator has a neary
attempted yet, this couldn’t account for some of #1€7% of Poissonian variance (Landy & Szalay 1993),
contamination by interlopers with redshift< 2 indicated by 1
. . + w(6)

our simulations atag < 24.5. Sw(6) = 4/ oD

Although ourU data is approximately as deep as Steidel
et al’s, our Bl data is somewhat shallower than theiBection 4.6 addresses the reliability of this error measurement
GR images. For example, detection limits of the Steid&br our present dataset. To determilg the amplitude ofu(6)
et al. data are approximateJ{GRas ~ 27.3,27.3,26.8 at 1 degree, we assume tha(f) is well represented by a
(Adelberger et al. 2003) compared CFDF limits0BV 1),z = power-law of slopes, i.e. w(d) = A,07° (Groth & Peebles
27.0,26.4,26.4,25.6 (30 limits, 3” diameter aperture, 03 hr1977). In what follows, we assumie= 0.8; in Sect. 4.2 we
field; see Paper | for more details). At fainter magnitudes tiexplore this assumption in more detail. This fitted amplitude
shallowness of ouB images is expected to increase our cornust be adjusted to take into account the “integral constraint”
tamination by lower-redshift galaxies. This can explain thgorrection, which arises from the fact that the mean background
discrepancy between our raw number counts and the numdensity of galaxies is estimated from the sample itself. We es-
counts of Steidel et al. as shown in Fig. 4, and the fact that thigyate this term as follows (Roche et al. 1993),
are in good agreement after correction from contamination in 1
our sample. C= o2 ffw(e)dﬁldﬁz, 4)

In summary, we estimate that our sample is contaminated
at the level of 15% to 30% betweégrs < 23.5 andlag < 245 whereQ is the area subtended by the survey field. To deter-
respectively. Our selection box allows us to recover a larggne C we numerically integrate this expression over each

3)
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Fig. 5. The amplitude of the angular correlation functiang), as a Fig. 6. The quadrant-averaged Lyman-break correlation funeti@

function of the angular separation in degrees, for a2\ < 245 for galaxies in the 03 hr and 22 hr fields (triangles and circles respec-

limited Lyman-break sample of the CFDF-14 hr field (filled black cirtively). The amplitude of these error bars corresponds to the quadrant-

cles). Errorbars represent normal Poisson errors (Eq. (3)). The satieuadrant variation i (6). The solid line shows the fitted correla-

line shows the fitted correlation amplitude, derived using Eq. (5) atidn amplitude for Lyman break galaxies in the 14 hr field with a fixed

assuming a power-law slope &f= 0.8 and a value o€ = 4.2A, for  slope applied for one quadrant (Fig. 5).

the integral constraint term. The dotted line shows the fitted power-

law without the integral constraint correction. The long dashed line

shows the fitted correlation amplitude (from Paper 1) for field galaxi€sibtended by the Giavalisco et al. work. In total we extracted

selected with the same limiting magnitude. Open squares ate(the 21 fields of these dimensions. We fitted each sub-field individ-

measurements from the Giavalisco et al. (1988k 255 selected ually and found a median correlation amplitude over all fields

Lyman-break sample. of (6.9 + 5.1) x 10°3, which is in good agreement with the full
field value of (74 + 1.0) x 103 quoted in Table 5. The results

. : . ' of this test are consistent with the simulations carried out in

field, excluding masked regions. We fil@l ~ 4.2A,, for the Paper | in which we demonstrated that measuremenis(@f

14 hr and 03 hr fields. For the 22 hr field, which has half the | as— limited samples in the CFDF are ufigcted by sensi-
coverage, we derive = 5.5A,. Then we determing,, fitting tivity variations across the mosaics to at lelagt~ 25. Finally,

the expression: we also note that our measurements ) follow a power-law
wobs(6) = A6 - C. (5) behaviour over the entire_ range()Ql° < 0 < 0.02 accessible

to our survey and there is no evidence of an excess of power
Figure 5 shows the angular correlation functies(g), as a on large scales (with the exception of the 03 hr field), as one
function of the angular separation in degrees for Lyman-bregiight expect if residual inhomogeneities existed within indi-
galaxies with 2 < Iag < 24.5 in the CFDF-14 hr field. Here vidual field.
the errorbars have been estimated with the normal Poisson er-We also measured(6) in four separate sub-areas on each
rors (Eq. (3)). The fitted amplitude derived from Eq. (5) is re@f our three fields. Each sub-areas corresponds to the size of
resented by the solid line. The long dashed line showsthe the individualU-band pointings. In each sub-area we measure
value computed from the CFDF field galaxy sample at the sam@) separately and then determine the mean and the variance:
limiting magnitude (from Paper I). Th&, for the Lyman-break this is illustrated in Fig. 6. Measuring(6) is these sub-areas is
sample is~10 higher than the field galaxy sample. In Table Bore challenging as the numbers of galaxies involved is much
we summarise our Lyman-bredk, measurements for a rangesmaller. However, the fitted amplitudes in each of these sub-
of limiting magnitudes in the CFDF. areas agrees very well with the full-field values presented in

In Fig. 5 we compare our measurementsu9f) to those Table 5.

of Giavalisco et al. (1998). As the largest CFDF fields are
~9 times larger than those used in this study, our meas.uremeﬂﬁ Measuring the slope
of w(f) cover a much larger range of angular separations. W
note that our amplitude measurements-e2d¢imes larger those Is the slope of thew(6) for Lyman-break galaxies really
of Giavalisco et al.; we expect this arises from the greater deptk 0.8? In earlier works (Adelberger et al. 1998; Arnouts et al.
of the Giavalisco et al. study compared to the CFDF. To te5999), a value o = 0.8 was used based on results from local
that the origin of this discrepancy in amplitude didt arise large surveys (Groth & Peebles 1977). In contrast, Giavalisco
from inhomogeneities within our fields, we extracted, frorat al. (1998) measurefi= 1.0 + 0.3. The large angular cover-
each CFDF field, sub-fields covering the same @ area as age of the CFDF fields allow estimatgin Fig. 5, we can easily
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Table 5. The amplitude ofu(6) at 1 degreeA,,, the slopes and the comoving correlation length(in h™* Mpc), for each field and for dierent

magnitude limited samples considered in this papemeasurements are computed for three standard cosmological models. Ta gleréve

assume a top-hat redshift distribution centred-at3.2 and the best fitted value of the slope. Result marked as CFDF mean are computed from

the mean over all three fields. The error bars shown correspond to Poisson error bars. An extra systematic errorbar arising from our uncertainty
in the underlying redshift range of our Lyman-break sources®? for the entire faint samples and €0.4 for the bright sample should be

added. (Our principal results are highlighted in bold.)

Field magnitude limit A, (1 deg) ) ro (Wt Mpc) ro ("t Mpc) ro (W™ Mpc)
(1aB) x1073 Qp = 1.0, Qy=0.2, Qy=0.3,
Q,=0.0 Q,=0.0 Q) =07
CFDF-14 20.0-24.5 5932 08102 3240 3.6 5.368
20.0-23.5 7.8680 10808  5g5e 6.8:8%3 9.5:9%7
23.5-24.5 284 09605 2632 3.0142 4361
CFDF-22 20.0-24.5 8109  0819% 38107 42118 6.3177
CFDF-03 20.0-24.5 8.60.6 0.8 3.9:0.2 4.3+0.2 6.4+ 0.3
CFDF mean 20.0-24.5 7410 0.8 3.6:0.3 3.9+0.3 5.9+0.5
CFDF-14 20.0-23.5 24979 0.8 7.0:1.2 7.7+1.4 11.6+2.0
23.5-24.5 5411 0.8 3.0:0.3 3.3x04 5.0+ 0.6

detect power inw(6) to scales 0f~0.1°, making it possible to 2.9 < z < 3.5; however, our results are unchanged if we use a
place constraints on the joint valuesAf ands. Gaussian redshift distribution covering the same interval.

To 2est!mat§ the best-fitting values &, andé we carry  could our adopted redshift distribution be modified by the
out ay“ minimisation on the values @$(6) determined for all yresence of interlopers? Assuming a Gaussian distribution of
fields, similar to that described in Paper I. This CompUtat'q_r)‘/man-break galaxies centred o9 z < 3.5 withz = 3.2
accounts for the dependence of the integral const@iwith ando, = 0.3, we estimate in the following manner thifeet
the slope. Figure 7 shows the fit for two of our three fields; oufyat 3094 of contamination o first, we assume the redshift
data provides an approximate consgrgmﬁoWe find the mean gistribution of the interlopers is also a Gaussian vaita 2.5

1 R = +0. . .
of the best f|tted+§I2c;pes i = 0.81775, for the CFDF-14 hr 54, = 0.3. Next, adding 30% of these object to our refer-
field ands = 0.817,52 for the CFDF-22 hr field fofas < 24.5  gnce distribution we find = 3.0 with o, = 0.4, i.e. a variation
(we were not able to fit simultaneously both for the slope anRgl 5o, Interlopers at lower redshiftz,= 1.8 ando, = 0.3
amplitude on the CFDF-03 hr field). produce a 10% variation in These numbers are unchanged

To summarise, our clustering measurements are broaglistead we assume top-hat interloper distribution. Based on
consistent with a power-law of slope~ 0.8 over all the mag- thjs discussion we adopt a 10% as upper limit of to our uncer-
nitude ranges accessible to our survey. Our data do not prov[igmty inz.
any strong evidence for slopes shallower or steeper than this

value, as suggested by other authors (Giavalisco & Dickinston I? Tat)rlle 5 fv:/_e presr;nt tT(e V?Iugs of.;[E(ezo?orTovmgzigrrela-
2001; Adelberger et al. 2003). ion lengthrg of Lyman-break galaxies wi < lag < 245.

If we incorporate the uncertainty inoutlined above, an ex-
tra error of +0.2 for the samples with 20 < lag < 245,

4.3. The comoving correlation length ry and of +0.4 for 200 < lag < 23.5 must be added. Results
re shown for three cosmologies: Einstein-DeSi 1.0,
We use the spatial correlation function (Groth & Peebles 1974), _ 0.0 _ 9 _ Iﬂtff
) . . A = 0.0), open o = 0.2,Q, = 0.0) andA-flat (o = 0.3,
to derivero, the comoving galaxy correlqtlon length based Oﬁ,\ = 0.7). We present correlation lengths computed for each
our angular clustering measurements, given by field and for the mean of the three fields. We also show the re-
P\ sults for two-parameter fits (slope and amplitude) for the 14 hr
I (—) , (6) and 22 hrfields, and also for a fixed slape 0.8 for the 03 hr
fo(2) field and for the mean of all fields. Errors were computed using

wherey = 1 + 6. The redshift dependence is included in th&'® Poissonian statistics (Eg. (3)).
comoving correlation lengtiy(2). We note that our two-parameter fits foy and slope are
Using the relativistic Limber equation (Peebles 198@iot consistent with those of Adelberger et al. (2003) &
Magliocchetti & Maddox 1999), we can derive the correla4.0 + 0.3)h! Mpc ands = 0.55+ 0.15); these measurements
tion lengthry from the correlation amplitudé,,, providing fall outside the error ellipses plotted in Fig. 7. Two phenomena
we can estimate a redshift distribution for our sources. In whaduld explain this discrepancy: firstly the sample of Adelberger
follows we assume that our Lyman-break redshift distributicet al. is slightly fainter than ours (which could produce a shift
is well described by a top-hat function spanning the intervaf the contour in Fig. 7 to the right — see Sect. 4.4) and
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repirr T T T T T T T T We note that this dependence of clustering strength with
T e l,g<24.5 ] luminosity is also observed at lower redshifts (Norberg et al.
1.0~ — 2002; Budavari et al. 2003). Moreover, recent results from
N ] the SDSS (Budavari et al. 2003) demonstrate that the slope of
© o8 . 7 galaxy correlation function is independent of galaxy absolute
g . luminosity, consistent with our observations.
0.6 — — .
- T 4.5. Effect of contaminants on A,, and rg
(02 IR ERIN ERISVAS T BT To estimate theféect the contaminating population has on our
-3.0 -2.5 -2.0 -1.5 —-1.0 measurements of andA,,, we must make some assumptions

log(A,) of their clustering properties. In the case of the stellar contam-

_ inants, this is easy; however, for the interloper population it is
Fig. 7. Contours ofy? for the mearnw(d) computed for Lyman-break |ess clear. Our selection criterion o (- 1) < 1 eliminates
galaxies selected withg < 245 in the CFDF-14 hr and CFDF-22 hr; _ 1 5 pright ellipticals which might produce spuriously high
fields. The plus symbols show the best-fitting amplitudes and S|°p88rrelations (additionally, we find no trend in our samples of
the contours correspond to the {thick contours) and@ confidence (V = 1) with Iag magnitude) Moreover. our simulations indi-
levels. . ' Lo

evels cate that most of the interloper population liez at 2.

U L Assumingall the contaminants are unclustered, we can de-
CFDF—-14 2 rive upper limits of the fect on the clustering. We find a frac-
tion of contamination (by lower-redshift interlopers and stars)
of f =~ 015 for 20 < Iag < 235 andf =~ 0.3 for the
fainter 20 < Iag < 24.5 (Sect. 3.3). If these objects are not
clustered, the estimates of clustering amplitudgs assum-
ing a fixed slope 06 = 0.8, have to be readjusted by a factor
1/(1- f)? ~ 1.38 for the brighter sample and(ll — f)? ~ 2.04
for the fainter one. This implies factors efl.20 and~1.49
respectively for the correlation lengthg for bright and faint
samples (in our fainter magnitude bins, the interloper pop-
=35 -30 -25 -20 -1.5 1.0 ulation is composed primarily of galaxies, which are more
log(A,) strongly clustered than stars but less strongly clustered than
Fig. 8. Contours ofy? for w(6) for two subsamples of Lyman-breakthe Lyman-break population; this may further reduce the fac-
galaxies with 20 < Ixs < 235 and 235 < |ag < 245 in the CFDF-  tOr 0f 1.49).
14 hr field. The plus symbol shows the best-fitting amplitudes and An empirical way to estimate theffect of the contami-
slope, and two contours correspond to the (thick contours) and nation on our measurements is to replace a fraction of our
30 confidence levels. candidates by objects extracted from the whole catalogue. We
carried out this exercise for the 14 hr field by replacing 30% of

secondly their sample is a spectroscopic one and is expedft@jobjects with 26< 1x < 24.5 and 15% for 20< Iag < 235,
to have a lower level of contamination than ours. computing Clusterlng with a slope of= 0.8 and for aA-flat

To summarise, for a\-flat cosmology, and fos = 0.8, Ccosmology. In the first case we fimgl= (10.3 + 2.2)h* Mpc,
we derive for the full 20 < a5 < 245 sampler, = (5.9 + I-€. & factor of~1.13 times lower, and in the second case

0.5)h-t Mpc, averaged over all three fields. For the twdo = (41=05)h™ Mpc, i.e. a factor of1.22 times lower. Of
parameter fits, we finth = (5.3'68)h~2 Mpc with = 0.81;021  course in this experiment we cannot control the nature of the

1.4
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7
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andro = (6.3'%9)h~1 Mpc with § = 0.81025 respectively. contaminants but these results indicate that this level of con-
28 035 tamination could not produce the-3egregationféect reported
in Sect. 4.4.

4.4. Possible dependence on apparent magnitude

of the correlation amplitude and length _ _
_ o 4.6. Are Poisson errors appropriate for the Landy
In the 14 hr field, ourrp measurements indicate samples and Szalay estimator?

with fainter limits magnitudes havdower values of ro.

Comparing our brightest 20 < Iag < 235 and our faintest In this section we investigate if the errors in the Landy
235 < Iag < 24.5 samples, we detect thiffect with a 3- con- and Szalay estimator (Eq. (3)) can be reliably described by
fidence, as shown in Fig. 8. For these two sub-samples we dmssonian statistics. In doing this, we neglect other contribu-
find approximately the same values of the slope. In Table 5, wens, such as the finite size of the survey and the clustered
show the values of the correlation amplitude and length for thature of the galaxy distribution. We estimate here the rela-
two magnitude-limited samples, with the slope fixed te 0.8 tive amount of the various contributions to the error budget,
and not fixed. using the analytical expression derived by Bernstein (1994).
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14hr (ACDM model) The contribution ofE, is never dominant at any scale. For
1.5 HI RN T TRy T 0.00F < 6 < 0.02, our analysis shows that the total cosmic
2 lyg<24.5 S-S error E) is dominated by Poisson noisgs) and the amplitude
1E total 73 of E(# ~ 0.02°)¥2 is not more than a factor 1.6 larger than the
0.5 ; e f_;_/_’f: amplitude ofE3/%. This result justifies the choice of using the
obr--—r - L ‘Tj nearly Poissonian errors.
815;‘ T T \\\\\\‘ T T \\\\\\‘E
= Fe [,5<24.0 3
g 1 ?\\—’/i 5. Discussion and comparison with theory
S S T 5.1. Introduction
© 1_2 j‘% - e L: In this section we compare our measurements of the galaxy
E [,g<23.5 E correlation lengtho (in h™' Mpc) with those of other authors
1 = — — 3 and we interpret these derived values in terms of several sim-
05 F—-—-—-— - N T ple models. Throughout this section, unless stated otherwise,
0 E #———rﬁ—m’ﬂfr L mé all measurements af are presented for A-flat cosmology

0.001 001 0.1 (Qo = 0.3 andQ, = 0.7). When necessary, we transform
measurements from other authors to this cosmology using the
f(deg) ) ) : .
equations presented in Magliocchetti et al. (2000). As we have
Fig. 9. Comparison of the dierent errors contributing to the globalalready demonstrated in Sect. 4.2, our measured slopes are con-
cosmic errors as a function of angular scales for thréflerdint mag- sistent withs = 0.8; to comparing our results with literature

nitude cuts of the CFDF-14 hr sample. The main source of errors ai€aasurements and models, we use this corresponding value of
the finite volume erroE;’? (long-short-dashed line); the discretenesg,q slope.

errorsE}/? (short-dashed line)t’ (long-dashed line), and the total

cosmic errolEY? = (E; + E, + E3)Y/? (solid line) (see Bernstein 1994).

Filled black circles are the Poissonian errors estimated from Eq. (8)2. Tracing the evolution of ry with redshift

The analytical errors are computed usinghAdCDM bias model” (see . . .
Sect. 4.6). In Fig. 10, we plot the comoving correlation length of

Lyman-break galaxies in the CFDF. The filled circle shows
the mean measurement for all fields, for@& lag < 24.5;

This expression has three terms: one reflecting the finite Ve filled square and filled triangle shows measurements at
ume error E;: “cosmic variancg, which is independent of 200 < 1,5 < 235 and 235 < I < 24,5 respectively for the
the number of galaxies, and two others related to the discrefepF-14 hr field. These measurements are shown at the mean
nature of the galaxy catalogue: the first one appears only in fi&umed redshift of the CFDF Lyman-break sanzpte 3.2.
case of correlated sets of poin&,(which cancels it — 0)  For clarity each of the samples is slightlfset from each other.
and the second one includes the pure Poisson er The | addition, the dotted line on the right of this figure represents
calculation of the cosmic error requires prior knowledge @fe errorbar for the CFDF-14 hr ZD< Iag < 24.5 sample
higher-order statistics; andS,) as well as their redshift be- when boths and the amplitude are fitted, and corresponds to
haviours. We follow the I‘eCipeS described in Colombi et % projection of the & contour p|ot Shown in F|g 7 a|ong the
(2000) and Arnouts et al. (2002) to perform this computatiogmplitude axis.
Of course our total error budget will be dominated by the ef- o comparison we also shawmeasurements for the local
fects of systematic errors arising from our imperfect knowledgghiverse from the Stromlo-APM survey (Loveday et al. 1995).
of the source redshift distribution and the precise quantity @iustering measurements from the; < 22.5 selected CFRS
contaminants in our sample, as we have discussed extensiggly the CNOC absolute magnitude—limimée < —20 surveys
elsewhere in our paper. provide measurements of the evolution of clustering to 1

In Fig. 9 we show the relative magnitudes of the threg e Fevre et al. 1996; Carlberg et al. 2000). We also show an
components&;’? (short-long dashed linesf,'” (short dashed average of measurements based on photometric redshift stud-
lines) andE;’ (long-dashed lines) and the total err@& € = ies of the HDF-N and -S (Arnouts et al. 1999, 2002); galaxies
VE: + E> + E3, solid lines) as a function of the angular scale, in this study havéag < 28 (clustering measurementszat 4
for three limiting magnitudes. The results are shown for tHeom this study are not shown because of the very small num-
“ACDM bias model” described in Arnouts et al. (2002). Thbers of galaxies in this redshift bin). Finally, correlation length
bias values used in this analysis for théelient samples are derived forz ~ 3.8 galaxies withi,; < 26 in the Subaru deep
given in Table 5. The theoretical estimates are compared to fiedd (Ouchi et al. 2001) is shown.
observed errors of the CFDF-14 hr fielfdu{ wyit). A comparison of previous clustering measurements of

The behaviour of the observed errors matches closely theman-break galaxies are also presented. We note that in the
Poisson ternt; at all angular scales for each of the three madtjterature there are severatidirent analyses of the same dataset
nitude limited samples. At < 0.02°, E; dominates the total er- or supersets of the same dataset (either the HDF fields or the
ror. The contribution of the finite volume errgj starts to play fields analysed by Steidel and collaborators). The open stars
a significant role at relatively large scalesO®@ < 6 < 0.1°. show measurements from Adelberger et al. (2003), who fit for
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0,=0.3, 0,=0.7

B ® CFDF-LBG 20<I,g<24.5
L B CFDF-14-LBG 20<1,,<23.5
A CFDF-14-LBG 23.5<1,5<24.5
10 E % Adelberger et al. (1998)
9 E 3% Adelberger et al. (2003)
8 E A Arnouts et al. (1999,2002)
E O Carlberg et al. (2000)
7 E- O Giavalisco & Dickinson (2001)
6 E O Le Fevre et al. (1998)
13} E X Loveday et al. (1995)
Q, 5 X | @ Ouchi et al. (2001)
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Fig. 10. The comoving correlation lengthy (in h™' Mpc), for three samples of Lyman-break galaxies in the CFDF with the slope value fixed
to 6 = 0.8 (symbols slightly ffset for clarity). The circle, square and the triangles represent the mean correlation length for each of the thr
fields, the correlation length for a magnitude-limited sample of the CFDF-14 hr fields with<2Qg < 235 and the correlation length for a
magnitude-limited sample of the CFDF-14 hr fields with®3 |55 < 24.5 respectively. We plot a range gfmeasurements from the literature,
which are described in detail in Sect. 5.2. The horizontal error bars represent an uncertainty of 10% in the mean redshift. The solid ver
errorbars oy are computed using Poisson statistics. Dotted vertical error bars represent the addition of this redshift error to the Poissol
component. The dotted line on the right part of the figure represents the errorbars for the CFDF-14 hr whole sample when we fit for both
slope and amplitude.

both slope and amplitude; the Adelberger et al. (1998) meahich corresponds to the predictions of linear theory, for an
surement was carried out on a subsample of this, with tRéstein-DeSitter cosmology.
slope fixed tos = 0.8 (for clarity those measurements were Taken together, these measurements present no clear pic-
slightly offset). The three open circles show the clusteringre of howry evolves with redshift; for the CNOC survey, it
measurements from Giavalisco & Dickinson (2001); the upppears that clustering is approximately fixed in comoving co-
per circle represents theis measurement from &xg < 251  ordinates up ta ~ 0.6, whereas the results of the CFRS study
spectroscopically selected sample of Lyman-break galaxiggicater, declines t@ ~ 1. The HDFro measurements appear
(their “SPEC” sample), another subset of the Adelberger et @.increase gradually over the entire redshift interval shown in
(2003) sample. The middle open circle is the Giavalisco &ur graph, and are always below the high-redshift values esti-
DickinsonRag < 255 photometrically selected Lyman-breaknated from the CFDF. A number of separate factors contribute
sample (the “PHOT” sample), and the lower circle is Giavalisag this disparity: firstly, as we have highlighted, each individual
& Dickinson's measurement of Lyman-break galaxies witample has a fierent selection criterion; for example, galaxies
Vageos < 27 in the HDF. We caution that the Giavalisco &tz < 1 from the HDF samples are much fainter and less nu-
Dickinson use a slope 6f~ 1.2, different from this work. This merous than those selected in the CFRS survey. It is clear from
explains the discrepancy between the HDF clustering measuégal spectroscopic surveys that galaxy clustering is a sensi-
ment by Giavalisco & Dickinson and that of average HDF-Nve function of spectral type and intrinsic luminosity (Loveday
and -S values from Arnouts et al., who computed fitted corrgt al. 1995, 1999; Norberg et al. 2002). Secondly, the field of
lation quantities assuming= 0.8. view and the comoving scales probed are veredent be-
Figure 10 also showse“model” predictions, i.e.fo(2) = tween each survey. At ~ 1, for example, the HDF probes
ro(z = 0)(1+ 2)~@+<M/r for different values o¢, scaled arbi- only 1h~! Mpc, and this comoving scale increases at higher
trarily to the value ofy = 4.3h™1 Mpc at redshifz = 0 (Groth  redshifts. Lastly, all surveys are subject to sampling and cos-
& Peebles 1977). In this simple prescription, three values oMic variance ects.
are normally considered: = —1.2 for a slopey = 1.8, corre- Precisely because of theéfects outlined above it is fii-
sponding to clustering fixed in comoving coordinates: 0, cult to directly compare our measurements gfor Lyman-
representing clustering fixed in proper coordinates;aad.8 break galaxies to those of other authors. As mentioned
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previously, an additional uncertainty is that not all authors 0,=0.3, 0,=0.7, z~3, 6=0.8

adopt the same value of the slapalthough the strong covari- 14 o
. . = B CFDF-14-LBG 20<1,5<R3.5

ance betweer\, and¢ allows us to estimate approximately L ® CFDF-LBG 20<1,,<24.5

the dfect a changing slope will have on the fitted amplitude 1R ¢ Adelberger et al. (1998)

(see Fig. 7). Furthermore, all previous measurements of clus- - 4 Arnouts et al. (1999,2002)

tering at high redshift, based on photometric samples such as —~ ;1 [ — ACDM model

ours, are for fainter magnitudes than the faintest CFDF sam- g, o
ple. Given the observed segregation of clustering amplitude =
with apparent magnitude observed in the CFDF-14 hr field, we 7
would expect these previous studies to measure a lower am- S
plitude than our work, and this is indeed what is observed. = g
The photometric sample of Giavalisco & Dickinson (2001),

reaching a half-magnitude fainter than our faintest sample, dis-

plays a clustering amplitude approximately twice as low as our

faintest bin. However, thepectroscopityman-break samples

@

of Adelberger et al. (1998) and Giavalisco & Dickinson (2001) 2
have approximately the same magnitude limits as our work, and 0.1 1 10
we agree quite well with these measurements. density (arcmin-2)

Fig. 11. The comoving correlation length, (in h™* Mpc) for two
5.3. The surface density dependence of ry magnitude-limited CFDF samples (filled circle symbol for the mean
over the three fields, and filled square symbol for the CFDF-14 hr field
In this section we discuss the dependenceqgofvith galaxy with I,s < 235), as a function of cumulative surface density on the
surface density, a relationship which is more amenable to direky. Measurements from other Lyman-break samples (open symbols),
modelling, and discuss in more detail the implications of ttad from the mean of HDF-N and -S (open triangles) are displayed.

segregation of galaxy clustering with apparent magnitude. The solid vertice}l errorbars am are computed usir_lg Poisson statis-_
. . . tics. Dotted vertical error bars represent the addition of the redshift
Figure 11 shows the comoving correlation lengghas a

. . . . error to the Poissonian component.
function of surface density for two magnitude limited samples

(200 < Iag < 235 and 200 < Iag < 24.5) extracted from

the CFDF-14 hr and averaged over all three CFDF fields Btegrating the product of the bias parametéil, z) and the
spectively. Error bars are computed using Poisson statistipgess & Schechter (1974) dark matter halo redshift-mass dis-
We added two clustering measurement of Lyman-break galgfpution function over all the masses of halos larger than a typ-
ies taken from the literature: Adelberger et al. (1998), angh| minimum mass. To improve accuracy, the models use the
the average of two measurements for Lyman-break galaxifing formulae of Sheth & Tormen (1999) for these quantities
photometrically selected in the HDF-N and -S (Amouts et 8)gsed on halos identified in a lartebody simulation. This
1999, 2002) (here we only show measurementsqofom- modelis shown as the solid line in Fig. 11.
puted assuming a slope= 1.8). At densities of-1 arc_:m|rT2 Despite its simplicity, this model reproduces quite well
ourro measurements are in excellent agreement with thosef opserved strong dependencegdn Lyman-break surface
Adelberger et al. Moreover, our measurements show a trefighsity seen in the CFDF survey, and this agreement contin-
oflnc_reasmg correlation length with decreasing galaxy surfaggg to very faintiag = 28 measurements at surface densi-
density. ties of ~40 arcmin? from the combined HDF measurement.
As an attempt to interpret these results, we consider theeviously, such a dependence had not been unambiguously
A-CDM analytic model of structure evolution presented idetectedvithin a given survey.
Arnouts et al. (1999) and discussed fully in Matarrese et al. These results argue against models of Lyman-break galaxy
(1997) and Moscardini et al. (1998) (their “transient” model}lustering such as the “bursting” scenario proposed by Kolatt
The relevant cosmological parameters for this model are givenal. (1999), in which Lyman-break galaxies become visible
in Table 6 of Moscardini et al.’s paper. Similar models havgs a result of stochastic star-formation activity. These models
also been presented elsewhere (Mo & White 1996; Mo et @hve dificulty in reproducing the strong dependence of galaxy
1999). In this model, each Lyman-break galaxy is associat@i@stering on surface density observed in our survey.
with one dark matter halo. In the framework of biased galaxy formation, our results
To briefly summarise the model’s main components, ware consistent with a picture where more biased galaxies are
assume that the clustering of galaxiggr, 2) is linearly re- more luminous and inhabit more massive dark matter halos
lated to the dark matter clusteridg(r, 2) through the linear with a simple one-to-one correspondence. A simple way to ex-
effective biasbgﬁ.(z). The dark matter clustering is computegblain this relationship could be that there is a direct link be-
in the non-linear regime occupied by our survey using the fiiveen the luminosity of the galaxies and the mass of the halo.
ting formulae of Peacock & Dodds (1996) and a power spe&s the magnitudes we are measuring correspond to the rest-
trum normalised to correctly reproduce the present-day abframe ultraviolet luminosity and as we assume here there is
dance of bright clusters. Thefective bias is calculated byonly one galaxy per halo, the most natural explanation of this
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Table 6. Bias for each field and for each magnitude limited sample considered in this papek: 82 and for the best fitting value of the
slope. The result marked as “CFDF mean” is computed from the mean over all three fields. The error bars shown correspond to Poisson
bars. To account for our uncertainty in the underlying redshift distribution of our Lyman-break sources, an extra systematie@frdoiof

the whole and faint samples and-#0.2 for the bright sample should be added.

Field magnitude v b b b
cuts Qy=10, Qy=02, Q=03
(1a8) Q, =00 Q,=00 Q,=07

CFDF-14  20.0-245 1882 465 1820 3236
200-235 2.08% 8796 3% 635
235-245 1982 3833 1521 2738
CFDF-22  20.0-245 1802 54187 2184 3794

CFDF-03 20.0-24.5 1.8 5502 21+01 3801

CFDF mean 20.0-24.5 1.8 5104 2.0£0.2 3.5+0.3
CFDF-14 20.0-23.5 1.8 9915 3.6+£0.6 6.4+1.0
23.5-24.5 1.8 4204 1.7+0.2 3.0+0.3

relationship could be a direct link between the stellar massexohsistent with the observed small-scale behavious(6j in

the Lyman-break galaxy population and the rest frame ultraWig. 5.

olet luminosity (Papovich et al. 2001). However, stellar popu- We note that our bright measurement in Fig. 11 deviates
lation synthesis modelling of Lyman-break galaxies populatidrom our model curve at thel.50 level. We investigate the
has failed to definitively establish such a relationship: as sumrigin of this dfect, measuring the media¥ ¢ |)ag colour for
gested by Shapley et al. (2001) these models are dependergach of our magnitude-limited samples. Our brighter samples
the assumed extinction law, which is currently unknown fare no redder than our fainter samples, suggesting that contam-
Lyman-break galaxies. ination by nearby bright ellipticals in this sample is minimal

(furthermore, all magnitude limited samples are subject to the

How realistic is our assumption that each Lym,a”'bre%‘fiterion (V = 1)ag < 1.0, from Eq. (1)). A more likely origin
galaxy traces exactly one dark-matter halo? Applying SEME; this discrepancy is that in computing, we assume that

analytic models Of galaxy formation to the cIustering_ %he redshift distribution of each magnitude limited sample is
Lyman-break galaxies, Baugh et al. (1999) found that, at highgg same: a slightly lower mean redshift would imply a lower
redshifts, these models gave almost identical clustering AW Tue forr,

plitudes to these simpler “massive halo models”. However, & gin e remark that in our fainter bin, our stated level

more important question is how this clustering strength Scalﬂ‘sincompleteness 0£20% at 200 < lIag < 245 (Table 3)

\r']‘"tlh halo abu.nda:‘nce. .More rﬁcent Wt?rk h?S bshown hovx;] tnﬁjicates that our surface densities may be underestimated by
aaof occupatlt_)n llmckt:on I_ t efnl;]m erdo IO JeCtS_ pE_r a4:190und~0.2. Furthermore, if Lyman-break galaxies were espe-

— afects sensitively t.e slope of the mode] curve n g ially dusty (although this is not supported by current observa-

(Wechsler et al. 2001; Bullock et al. 2002). Models in whic ns; see Webb et al. 2003) we would expect the true Lyman-

many Lyman-break galaxies inhabit a single halo show a weg galaxy density to be further underestimated. However,

dependence of clusterqng strength with object qbundance ?ﬁ]gse considerations do ndtect the principal conclusions of
have dificulty reproducing the strong trend seen in our data.this work, as theseftects are expected to be much smaller

Itis also interesting to investigate the small-scale behavidiian the observed variation of clustering strength with appar-
of w(6) which can provide information on the halo occupatiofnt magnitude.
function (Bullock et al. 2002). It has been claimed that at small
(6 < 107) separationsu(9) no longer follows a power 1aw 5 4 | inear bias estimates for the CFDF Lyman-break
(Porciani & Giavalisco 2002). For the full 2& lag < 245 sample
CFDF Lyman-break sample we have computed the ratio of
pairs at small separatioNy(¢ < 10”) to those at larger sep- The theoretical procedures described in the previous section
aration,N,(10” < 6 < 60”). Based on the fitted values ofcan also be used to estimate of thiéeetive bias,b, of the
w(f) given in Table 5, we expect the rati,(10” < # < Lyman-break galaxy sample. From the comoving correlation
60”)/Np(6 < 10”) to be around 19. In the CFDF data (for dengthro we can compute the observed rms galaxy density fluc-
weighted average over all fields) we find this pair fraction isiation within a sphere off8! Mpc, o-ga' (Magliocchetti et al.
26 + 6. Based on these statistics, we conclude that the CFRB00). Dividing this quantity by the rms mass density fluctu-
dataset provides no convincing evidence for a small-scale @tion, computed from cluster-normalised models assuming the
parture from a power-law behaviour with= 0.8, a conclusion linear theory, we may derive the linear biasin Table 6 we
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present these results, together with Poisson errors, for a ramggood agreement with the values determined with the slope
of cosmologies. fixed.

In comparison, Adelberger et al. (1998), with a sample of 5. In the CFDF-14 hr field, we find a marginal dependence
spectroscopically confirmed Lyman-break galaxiesat3 for  of ro on apparent magnitude: for Lyman-break galaxies with
Rag < 255, findb = 4.0+ 0.7 for Qp = 0.3 andQ, = 0.7. 200 < lag < 235, we deriver, = (116 + 2.0)h~! Mpc,
From the average of the faintéxs < 28 galaxies selected inwhereas for 23 < |ag < 24.5 we findrg = (5.0 + 0.6)h™* Mpc
the HDF-N and -S, Arnouts et al. (1999, 2002) find 1.9+0.4 (in both cases for slopes fixed 40= 1.8). Allowing both the
for Qo = 0.3 andQ2, = 0.7. slope and amplitude to vary, this segregation is still detected at

Many studies agree on the strongly biased nature of the 3r-level.

Lyman-break galaxy population, and provide evidence for a 6. We investigate the dependencergfon surface den-
picture in which structures form hierarchically and massivity, n, and find a strong correlation. For = (0.09
objects form at highest peaks in the underlying density fieR02) arcmin?, ro = (116 + 2.0)h™* Mpc, whereas fon
(Kaiser 1984; Bardeen et al. 1986). Our measurements(@f78+ 0.24) arcmin?, we findro = (5.9 + 0.5)h™* Mpc.
Lyman-break galaxies dig = 24.5 appear to support this 7. A simple analytic model in which each Lyman-break
picture. For very bright Lyman-break galaxies|a = 235, dalaxy traces one dark matter halo is able to reproduce the
we find correlation lengths ofL0h~* Mpc and a linear bias of observed dependence of correlation length on abundance quite
b ~ 6 in the A-flat cosmology. These biases would imply unwell, except for our very bright sample of Lyman-break galax-
derlying dark matter halo masses for the Lyman-break galagyp. Which deviates from the predictions of our models by
of around 18°h~! M,, about a factor of ten above the mos@round~1.5¢.
massive haloes of Lyman-break galaxy observed to date, but8. We derived a linear biab by dividing the measured
still comparable to the masses of present Meygalaxies. We rms galaxy density quctuatiocargal by the rms mass fluctua-
note that the clustering lengths of our brighter Lyman-bredion og' computed by assuming cluster-normalised linear the-
galaxies are comparable to those of the “extremely red objeory. For our sample of Lyman-break galaxies, we find for
(ERO) population (e.g;o = 138+ 1.5h™ Mpc in aA-flat cos- 200 < Iag < 245,b=35+0.3.
mology — Daddi et al. 2001) and we speculate that, unlike the
fainter Lym.an_break objects StUdleq previously, Some fract RAPIX computer facilities at the Institut d’Astrophysique de Paris,
of these bright _Lyman—break galaxies may evolve |_nto E_R ere part of the work for this paper was carried out. We would like to
b_yz ~ 1, accordingto a_galaxy conservation model with a fixeglani chuck Steidel for providing us with his Lyman-break catalogue
bias at burst (Mo & White 1996). covering the 14 hr field. We would also like to thank our referee for
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