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ABSTRACT: The problem of constructing local bulk observables from boundary CFT data
is of paramount importance in holography. In this work, we begin addressing this question
from a modern bootstrap perspective. Our main tool is the boundary operator expansion
(BOE), which holds for any QFT in AdS. Following Kabat and Lifschytz, we argue that
the BOE is strongly constrained by demanding locality of correlators involving bulk fields.
Focusing on ‘AdS form factors’ of one bulk and two boundary insertions, we reformulate
these locality constraints as a complete set of sum rules on the BOE data. We show that
these sum rules lead to a manifestly local representation of form factors in terms of ‘local
blocks’ The sum rules are valid non-perturbatively, but are especially well-adapted for
perturbative computations in AdS where they allow us to bootstrap the BOE data in a
systematic fashion. Finally, in the flat space limit, we show that the AdS form factor reduces
to an ordinary QFT form factor. We provide a phase shift formula for it in terms of the
BOE and CFT data. In two dimensions, this formula makes manifest Watson’s equations
for integrable form factors under certain extremality assumptions on the CFT. We discuss
the eventual modifications of our formalism to account for dressed operators in AdS.
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1 Introduction

Suppose you are given a CFT: how would you know whether it supports an (approximately)
local description in AdS? This is usually taken to mean that the theory has an equivalent
formulation in terms of a reasonable, usually weakly coupled, effective field theory in AdS.
Key requirements on the CFT are then some kind of large N expansion (responsible for
weak coupling) and a large gap in the spectrum of ‘single-trace’ operators (so that there is a
finite number of fields in the description) [1]. Over the years, a number of works have shown
that these assumptions do indeed lead to effective theories in AdS in line with expectations
(see e.g. [2-5]).

There is, however, a different but related way of thinking about this problem. If such
an AdS description exists, then there should be a canonical and systematic way to construct
operators in the CFT that behave as weakly interacting local operators propagating inside
an asymptotically AdS space. This way of thinking about the problem is an old one,
going back almost to the beginning of AdS/CFT, with work by Bena [6] and then major
contributions from Hamilton, Kabat, Lifschytz and Lowe [7—19]. These works essentially
reverse-engineer AdS perturbative computations to understand the structure of couplings
of bulk fields to CFT operators. One of the key results [8, 20] is the construction of free
AdS fields in terms of smeared CFT operators in a finite causal domain whose size shrinks
as fields approach the boundary. Another is that, as interactions are switched on, bulk
fields generically couple to infinitely many CFT operators [11]. This may lead one to worry
whether, at finite coupling, this expansion is still well-defined and, in particular, whether it
commutes with the smearing.

In this work, we will take a bootstrap approach to the problem of constructing local AdS
operators from the CFT. The basic idea was first articulated by Kabat and Lifschytz [17]:
impose locality of correlators which involve bulk fields in order to constrain their couplings
to boundary operators. Our work brings two new, key ideas to this problem. Firstly, instead
of using smearing kernels, we will rely on the basic fact that any QFT in AdS has a version
of the state-operator correspondence, called the boundary operator expansion (BOE). The
BOE allows any state — in particular, ones created by local bulk insertions ¥ — to be
expanded as a sum of boundary operators:! schematically,

U(z,u) ~ Zu% ulo O(x) (1.1)
(@]

in AdS coordinates u, z*. The BOE allows correlators involving bulk fields to be expressed
as convergent sums of boundary quantities, even non-perturbatively. Our approach will
thus be similar to, but more general than, the approaches for bulk reconstruction set out
in [23, 24]. Our second new element is the development of machinery to translate locality
of bulk correlators into rigorous constraints, taking the form of convergent sum rules on the
BOE data. These are generally valid for any QFT in AdS, and they turn out to be especially
well adapted for perturbative computations, as we show in a number of examples. This is

closely related to similar technology developed in recent years for extracting constraints

!This is a generalization of a similar statement for boundary CFT [21, 22].



from various kinds of bootstrap equations [25-45]. Concretely, by considering correlators of
¥ with two boundary insertions we find

(TO,0y) is local & S udAZ 02 (A0) =0 n=1,2.... (1.2)
001 X0z i

These are not formal expressions, but well-defined, absolutely convergent sum rules. The
functions 012(A) are theory-independent and can be determined in terms of simple ratios of
gamma functions. By considering different pairs of operators O and O, these equations
not only constrain the BOE coefficients u(\g but also the CFT OPE data )\8102.

In this article, we will assume exact locality of bulk fields and address the question of
how to express them in terms of boundary data. We focus on UV-complete QFTs placed in
AdS with arbitrary choices of curvature couplings and boundary conditions. Such theories
naturally lead to families of d dimensional CFTs living on the boundary of spacetime,
labeled by dimensionless quantities such as the mass gap in AdS units. Our setup applies,
in particular, to boundary conformal field theory (BCFT): it is nothing but the special case
where the QFT in AdS is also a CFT (and so the setup is Weyl-equivalent to a CFT in a
flat half-space).

We will be ignoring things such as gravitational or gauge symmetries in the bulk (i.e.
considering only gauge-invariant local operators if a gauge symmetry is present). One may
wonder about the fate of our approach for genuinely holographic (i.e. gravitational) AdS
theories, where it should not be possible to define exactly local observables. As we will argue
in section 8, the technology developed in this work should still be relevant for operators
charged under gauge symmetries, or in gravitational theories. We simply expect to have
to add a certain source term to the sum rules developed here. Thus, even though locality
ultimately fails, we expect it to do so in a sufficiently controlled way that, at least under
certain assumptions, our formalism is still useful.

We will also explore the flat space limit of observables involving boundary and bulk
insertions, where the AdS radius R is sent to infinity. We will argue that, in gapped QFTs,
the flat space limit of these quantities directly reproduces flat space form factors upon a
suitable analytic continuation:

(WO102) = {0[¥]k1, ka) - (1.3)

continuation

In particular, we will derive a formula for the latter in terms of the BOE data. Writing

(01 () |ky, ko) = e*2Fb(s), s =—(ky + k2)* = E?, (1.4)
we find 010
L A—A{—A AA1Y2
Fy(s)=lim 7 e (“Of;) Nr(Ao, ER), (1.5)
o Oe01 x0O9 CAO

where Np is a gaussian of variance ~ 1/R centered at Ap = ER. This formula is very
similar to one that was derived for the flat space S-matrix in terms of the boundary CFT
data [46-49]. We will show that it leads to correct results in a number of examples.



The structure of this work is as follows. In section 2, we introduce the locality problem,
after explaining the relevant kinematics of AdS form factors and the BOE. In section 3, we
recast the locality condition as a dispersion relation, and equivalently as a manifestly local
decomposition of the form factor in terms of ‘local blocks’ (analogous to Polyakov blocks in
the Polyakov bootstrap). In section 4, locality is formulated as a complete list of functional
sum rules.

In section 5, we apply our sum rules to bootstrap form factors for free scalar field
theories in AdS, and their perturbation by ®* type interactions. We identify the local blocks
as ‘exchange’ Witten diagrams and thus obtain explicit expressions for the functionals
defined above. In section 6, we demonstrate in the context of free theories that the BOE
coeflicients may be ‘eliminated’ to give an infinite set of constraints on the boundary OPE
coefficients following from locality. In section 7, we show that AdS form factors become flat
space form factors in a certain limit of large AdS radius and large scaling dimensions; we
derive a phase shift formula for the flat space form factors in physical kinematics in terms
of the CFT data. Section 8 is a discussion of our results and future directions.

Appendices A and B contain supplementary formulae omitted for brevity from sec-
tions 5.2 and 5.3 respectively. Appendix C contains certain intermediate formulae for the
flat space limit in section 7 with general values of the parameters.

2 AdS locality and the BOE

2.1 Kinematics

We are interested in studying quantum fields in AdS space and their dual boundary
description. It will sometimes be useful to work in the Poincaré patch of AdS (which misses
only a point in Euclidean signature),

du? + dz, dz"
dﬁ:}f%, p=1,...d, (2.1)
or in global coordinates,
ds? = dr? + R%sinh? <;) doz?. (2.2)

It will be helpful to use the embedding space formalism (see e.g. [50]), where we think of
Euclidean AdSg4y1 as a hyperboloid in d + 2 Lorentzian flat space, and its boundary as the

(forward) projective null cone:

XMecAds < X?2=¢MNXxpyXy=-R?, X">o0,

2.3

PMcoAdS < P2=9MNpyPy=0, P> 0, (2:3)
with n™M~ the Minkowski metric, M = 0,...,d + 1 and the identification PM ~ APM
for real positive A. In this language, conformal transformations (viz. AdS isometries) are
simply d+ 2 dimensional Lorentz transformations, and hence conformal invariance of various
expressions becomes trivial to check.



In embedding space, we can choose different ‘gauges’, or parametrizations of AdS, by
introducing a fixed future-pointing vector I (which could be null), and setting

~X-I>0 —P-I=1, (2.4)

For example, the Poincaré patch (2.1) of AdS as well as its global description (2.2) (in
terms of the Poincaré ball) can be obtained respectively by setting

M _ R (1+u?4+2? 1—u2—z?
X —Z( 7 g ),

™ =(1,-1,0,...,0) =
—r P = (B )
(2.5)
XM = R (cosh (%) ,sinh (%) n%) ,
™ =(1,0,...,0) =
d+1 PM = (1,n%)

with n® unit vectors in d+1 dimensions. In conformally invariant observables the dependence
on [ always drops out, so we will be able to simultaneously describe both cases.

We will actually need very little of the above formalism in our work, although it will
simplify several formulae. The reader who is at a loss may just note the following particularly
pertinent formulae in the Poincaré patch:

(1 — 2)* + u? . (2.6)

—2P, - Py = (z1 — x9)?, 2P - X =
u

We are interested in observables involving both bulk fields ¥ and boundary primary

operators O, written in embedding space as?

T=UX), O=0(P), ONP)=I200(P). (2.7)

Note that ¥ may denote composite bulk operators and, since our construction will be
non-perturbative, we make no a priori distinction between elementary and composite
operators. However, when ¥ denotes a free field in the bulk, we will denote it ®, with
the corresponding boundary operator denoted ¢. Finally, we will focus here on locality
constraints involving bulk scalar fields; however, the same logic applies more generally to
spinning fields, which will be considered in the near future [51].

2.2 The boundary operator expansion

One of the most important properties of a conformal field theory is the state-operator
correspondence, which associates eigenstates |A) of the CFT Hamiltonian on the cylinder
to local operators. This mapping extends to QFTs in AdS [46], with the argument going as
follows. Time evolution in global AdS (seen as a solid cylinder) maps to rescalings in the

2More precisely, boundary operators are given by (=P - )22 O(P).
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Figure 1. Boundary operator expansion. A bulk insertion creates a state ¥ on the dashed line
(a geodesic surface of constant u? 4+ x2?). The state can be expanded in radial quantization, giving
us an expression for the operator W in terms of boundary operators . This expression holds in
correlators with insertions (represented as crosses) outside that surface.

Poincaré patch.? In particular, a fixed time slice in global coordinates maps to a geodesic
surface with constant u? + (x — x9)? for some zy. By evolving states backwards in time,
these surfaces become closer and closer to the boundary, where they project onto smaller
and smaller boundary spheres. In this way, energy eigenstates in AdS can be associated to
localized boundary insertions. In turn the trivial transformation of eigenstates under global
time translations tells us that these boundary insertions must have definite transformation
properties under dilatations: in particular, they behave as primary or descendant operators.
We conclude that the Hilbert spaces of the AdS QFT and the boundary CFT are identified,
with the set of primary and descendant boundary CFT states forming a complete basis.

The state-operator correspondence guarantees that any state in the bulk may be
expressed by acting with operators of definite scaling dimension on the vacuum. In
particular, this includes the state obtained by acting with a local bulk operator ¥(X),
so that

01 )w(X)[0) = > px (X)(0I(--)A) = 3 pX(X) (0. )OA0)[0),  (2.g)
A A

where the dots represent other insertions. The above is known as the boundary operator
expansion (BOE), and is represented diagramatically in figure 1. Note that, since it amounts
to decomposing states into an orthonormal basis in a Hilbert space, the BOE converges
absolutely. More precisely, this is true as long as we can insert the basis decomposition
in the correlator. This means that it must be possible to draw a geodesic hypersurface
separating W(X) from all other insertions. Such surfaces are given by those AdS points X’

3The solid cylinder is obtained from the Poincaré patch by setting z* = e” tanh(r)n*, u = e"sech(r),
with n? = 1, leading to the metric

ds® = cosh® rdr? + dr? + sinh® rdQ3_; .

In particular 0, = u0y + " 0,.



Figure 2. Representation of a correlator involving a bulk field ¥, and other bulk and boundary
operators. The BOE holds as long as we can draw a geodesic hypersurface separating ¥ from all
other insertions. A few are shown above as dashed lines. Note that to each there corresponds a
generically distinct point around which to do radial quantization on the boundary.

such that W - X’ = 0 for some fixed d + 2 dimensional spacelike vector W. As mentioned
above, on the Poincaré patch these are surfaces of constant u? + (x — x¢)? (see figure 2).

The BOE (2.8) leads to the following expressions for bulk fields in terms of boundary
primaries (respectively in the Poincaré patch and global coordinates):*

U(u,z) = > pX uCa(u’0,)Oa (@),
A

~ 2.9
U(r,n) =R [sinh(r)] 2 Ca(t(r) V) Oa(n) 2
A

with #(r) = 2(1 — coth(r)) and V%, the Laplacian on the d dimensional sphere. A couple of
comments are in order. The sum A runs only over scalar primary boundary operators. The
differential operator CA'A accounts for contributions of descendants. It can be determined by
matching the BOE with the two point function of a bulk field and a boundary primary,
whose form is in turn fixed by symmetry:

4 . oo _1\ym z\™
(OA(P)¥(X)) = (_2}/3‘7.AX)A = Ca(z) = ’;)@(_12_2) (4> s (2.10)
- 7).

This reasoning also explains why only scalar primary operators can appear in the BOE, as
there is no conformally invariant two point function between a bulk scalar and a boundary
spinning primary.

“We can also write down a covariant representation as

¥(X) = Z pX a2Ca(b0p)O(P),
A

where we wrote X™ = a(PM — 1™ /2) and

- MN om0 0
Op = DuxDMY, Dun = PM 20 — Pyt



Figure 3. The p variable. The operators Op,Os are inserted diametrically opposite at p, —p,
and ¥ = ¥(z = 0,u = 1). The larger dashed circle has unit radius and represents the boundary
projection of the hypersurface u? + 22 = 1 passing through V.

2.3 Locality constraints

An important constraint on correlators of bulk AdS fields is that they must be local.
Concretely, this means that singularities in correlation functions may only appear at
coincident points in Euclidean signature, or when insertions are null or time-like separated
in Lorentzian signature. As we will see, locality implies that BOE coefficients of putative
AdS fields must be carefully tuned to avoid unphysical singularities [17].

The simplest correlators subject to non-trivial constraints from bulk locality are mixed
3-point functions (¥ O; Oz), with one bulk and two boundary insertions. In this case the
AdS isometries allow for one conformally invariant cross-ratio z,

L Py (_ u?(xq — x9)? )
2P X) (P X) (= 2)2 + ][ — w2)2 +u?] )

(2.11)

To get some intuition for the cross-ratio’s meaning, in the Poincaré patch, the AdS isometries

can be used to fix u = 1, zf = —2f = pn#, n? = 1 (see figure 3). The cross-ratio is
then [52, 53]:
4p?
2= s 2.12
i+ P 212

We will use this p variable when discussing analytic properties in section 3.1. Alternatively,
focusing on a global AdSs slice and setting ¥ at its ‘center’ (r = 0) we get

2 =sin? (%) (2.13)

with 012 the angle between operators on the boundary S} of the AdSs slice (see figure 5).
In particular, this makes manifest that, for Euclidean kinematics, the range is z € [0, 1].
A general three point function can be written in the form:

A2

o 1 PQX 2 N} -
(T(X) Oa, (P1) On, (P2)) = (o) S (Pl_X> Foo,(2), (214




_/L --"
Figure 4. Analytic structure of 2-point AdS form factors F'(z) as a function of the complexified
cross-ratio. In the z variable, bulk locality only allows a branch cut at z < 0. In particular, the
singularities of the individual boundary blocks at z > 1 must cancel out in the full form factor. In
the p variable, the cut plane is mapped to the half disc, with the cut z < 0 now opened up to cuts
running along the imaginary axis; locality forces an identification between the right-hand boundaries
above and below 1: F(p) = F(p*) for |p| = 1.

where we introduced

Alg = Al — AQ . (215)

The function F'(z), which we call the ‘2-point AdS form factor’, (or ‘form factor’ for short),
will be our main object of study. Using the BOE (2.9), it is possible to express the form
factor in terms of a boundary block expansion:

0.0
Foo,(2) = Y. 1or0'”? G, (2), (2.16)
001 x02
GR(z) = 27 oy (At212 BB A g —d g, (2.17)

Each boundary block G1A2(z) captures the contribution of one boundary primary and its
descendants to the BOE. Small scaling dimension primaries dominate the BOE when the
bulk field approaches the boundary or when the two boundary operators approach each
other (i.e. in the limit z — 0).

In Euclidean signature, locality allows a singularity at z = 0, and in Lorentzian at
z < 0 (see figure 4). For all other configurations, operators are spacelike separated, and so

must commute. In particular, this implies®
I.Fp0,(2) =0,  forz>1. (2.18)

This equation is a non-trivial constraint on the BOE and OPE coefficients, since the
boundary blocks do have a discontinuity at z > 1, given below in (2.20). This discontinuity

"We define the discontinuity Z,F(z) = lim._,o+ W Note that F(z) must also have no

discontinuity for z € (0, 1), but this is manifest from the BOE (2.17), since the blocks are continuous there.
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Figure 5. Breakdown of the BOE in a two point AdS form factor. Left: the bulk operator is inserted
at r = 0 in global coordinates and the figure shows an Euclidean AdSs slice of the full geometry. The
two boundary insertions subintend an angle ;5 on the boundary, with z = sin?(612/2). The dashed
line represents a geodesic connecting these operators. When W lies on this geodesic there can be no
hypersurface separating it from O; and Os. In the figure this happens when 615 = 7 < z = 1. Right:
the BOE is also invalid for z > 1. Such values can be reached in Lorentzian signature, by making the
bulk operator timelike separated from the geodesic connecting @7 and Oy while remaining spacelike
separated from both. If the latter condition fails then z < 0 and the BOE still converges.

of the blocks is related to the breakdown of convergence of the BOE: when z = 1 it is
impossible to draw a hypersurface separating the bulk field from the two boundary insertions.
This extends in Lorentzian signature to the entire region z > 1 (see figure 5). Locality
therefore demands that this discontinuity must cancel out in the full BOE (2.16).

Since the choice of operators @1 and Oy was arbitrary, the locality constraints must
hold for any three-point function. This can only be possible if both the BOE coefficients
and the boundary CF'T data are carefully tuned. Of course, if this data arises from a QFT
in AdS to begin with, such fine tunings are automatic. Here our perspective is that of the
inverse problem: starting from given boundary CFT data and attempting to reconstruct
local AdS fields (or conversely establishing that no such fields can exist). We can thus think
of bulk locality as the following bootstrap problem:

Locality bootstrap: (Kabat, Lifschytz [17])

Constrain A;, )\ij, ugi such that, for all i, j:

Z, lz ,uXk )\Zj ng (z)] =0, for z>1. (2.19)
k

Our job will be to turn these constraints into useful equations. The difficulty is that
the BOE is not guaranteed to converge for z > 1, so we may not directly commute the
discontinuity above with the infinite sum. In fact, as we show in section 4, we can still
extract useful sum rules on the BOE data by smearing the equation above with suitable
kernels. Alternatively, and equivalently, we can use the analyticity properties of the form
factor to write down a dispersion relation for it, effectively expressing the discontinuity at
z > 1 in terms of its values in other regions of the complex z plane where the BOE does
converge. The net result will be a list of sum rules that apply directly to the BOE data.



2.4 Special cases

Before we proceed, let us note that there is one possibility for the equations (2.19) to be
immediately useful: when the BOE contains only a finite number of blocks. In this case the
discontinuity can trivially be commuted with the sum. The blocks’ discontinuity is given by

—d4 A _ ~4 _d
R, (Aﬁi); i ilm) (Yt (o
2 2 (2.20)
24 I (1 — % + A)
z:1+ (1_Z) ’ P<2_g>F(A—QA12)F(A+2A12>

with J a Jacobi function of the first kind. Since the Jacobi functions are solutions to a
differential equation with generically distinct eigenvalues, they are linearly independent, so
that no finite linear combination of them vanishes. There is one exception though: under
A — d — A the particular Jacobi function (2.20) above is left invariant.® Thus, solutions to
locality with a finite number of blocks can occur under only two circumstances: either we
tune A so that the prefactor in the equation above is zero; or we combine two blocks with
dimensions A, d — A with appropriate relative coefficient.

The first case corresponds to setting A = |Aj3|, assuming this is compatible with the
unitarity bound (A =0 or A > (d —2)/2). A nice example is when the bulk operator is
the identity and the form factor becomes the two point-function of boundary operators
(therefore Ao = 0). This is clearly local and corresponds to the contribution of the identity
block with Aja = A = 0, which has no discontinuity. This means that equations (2.19)
cannot constrain its coefficient.

The second case is where the bulk field satisfies a free bulk equation of motion,
(V2. — m?)® = 0. In this case the BOE may contain at most two operators with dimensions
A,d— A with m? = A(A—d). Using (2.20), it is easily seen that the locality equations (2.19)
are solved by setting:

Tl
i aNEa T (A-d4 1)1 (488 p (Azhe)

(2.21)

This relation degenerates when A = |Ajs| or d — A = |Aj5| in which case, as expected, a
single operator appears in the BOE. The associated form factors are (® ¢" ¢"*1) with n
arbitrary, ® a free bulk field and ¢ its dual boundary operator.

To conclude, note that by considering two or more distinct pairs of boundary operators,
the above implies relations that only involve the boundary CFT data. Such relations were
first derived in [54] for the long range Ising model, which is described by a bulk free field
with a boundary interaction. They have since been generalized to arbitrary spins and used in
bootstrap applications in [55-57]. The results in the present work allow for a generalization
of this logic to arbitrary BOEs, something which will be briefly explored in section 6.

5The eigenvalue is A(A — d), as we will see in the next section.

~10 -



3 The local block expansion

3.1 Analyticity properties of form factors

In this section, we will study the analyticity properties of form factors. We begin by
decluttering the notation, writing a general form factor as:

F(z) = Z ca GR(2), ca = PXAK - (3.1)
A>0
Concretely, we have dropped the explicit dependence on ¥, 01, Os. We will take all operators
to be real, implying reality of the coefficients ca. Note, however, that these coefficients are
not sign-definite. The sum over states ranges over the primary operators in the boundary
CFT but, since we want to remain agnostic about the precise CF'T under consideration, we
allow all possible values of A that are consistent with unitarity.”
Before the form factor itself, let us discuss the properties of boundary blocks (2.17).
The easiest way to compute the blocks is to notice that they satisfy a Casimir equation.
This follows from the fact that scalar operators satisfy by construction

Vs ¥(X) = [Cra), ¥(X)], (3.2)

where C(y) is the CFT quadratic Casimir operator.® A boundary block captures the
contribution to the bulk field from a single boundary primary, corresponding to a piece of
the bulk field that satisfies a free AdS wave equation. In our form factor context, the action
of the AdS wave operator V2, — A(A — d) yields:

[C2—aa]GR(z) =0 (3.3)
with
C12 = 4(1 — 2)1742,144129 [(1 — 2)3/2217429,) 4+ A2z, M =A(A-d). (34)

The blocks correspond to the solutions of this equation satisfying the asymptotics®

GR() = s+, 6B = 0 <Z'A) <A1:A2 O(log(z))) ,
o(1), d=1 (3.5)
GR(z) = (OUog(l—2),  d=2

O(1-2%"), d>2.

The blocks are analytic functions except for possible singularities for z <0 and z > 1. A
proof of this follows from their representation in terms of the BOE, as will be shown below.
It will be useful for us to note that blocks satisfy the identity

o |~
GR(z) = €221 - z)_lA’z12 GL2 (ﬁ) , Im z >0, (3.6)

"The scaling dimensons allowed by unitarity are A = 0 and A > % for d > 2 and just A > 0 for d < 2.

8Note that the AdS Laplacian can be written in embedding formalism as MMNMMN, with Mpyn =
X[]W BN] .

9The asymptotics may suggest that the d = 1 blocks are analytic for z > 1, but this is not the case, since

(2-d)
for d < 2 blocks still contain a (subleading) term (1 — z) 2  in their expansion.



where
GR(2) 1= 27 oIy (APl At2odblbiol A 47 _do sy, (3.7)

Let us now understand the analyticity properties of the form factor. We begin by
writing it in the form of an expansion:

F(z)= Z Z S clﬁn (3.8)

A n=0

o0
SN AR R =i VI (3.9)
A n=0 7 I+vl-z

for some coefficients ¢, and é,. It turns out the latter expansion (3.9) has a simple Hilbert
space interpretation. To see this, let us first set d = 1 for clarity of presentation. Inserting

a complete set of states in the form factor gives'”

F(z) = (2p)2722(0]% (u = 1,2 = 0)O1(p) O2(~p)|0)

_ 1442 PA)(AIK™
— (2p)21+22(0| (1, 0) Az,;n“"Kum'M

L2 o 2581782(0W(1, 0) P> |A) (A K" 01 (1)Oa(=1)[0)
;T <A’K2np2n|A>

O1(p)O2(—p)|0) (3.10)

Hence the p expansion directly corresponds to the BOE expansion of the form factor. The
above shows this is an orthonormal basis decomposition of an overlap between two states in
a Hilbert space, and as such it converges absolutely. Thus, convergence for p < 1 (which
was necessary for inserting the basis decomposition) is promoted to |p| < 1. Translating
back to the z variable, this implies that F' is analytic on (a multi-sheeted cover of) the
complex z plane with a branch cut running along z < 0 (see figure 4). From the BOE alone,
we cannot make any statements about |p| =1 (i.e. z > 1): analyticity there is precisely the
property of locality that we wish to study.'!

Finally, it will be important below to constrain the behaviour of the form factor in the
limit z — oo, which corresponds to the bulk field approaching the lightcone of a boundary
insertion. Physically we can think of this limit as dominated by the exchange of highly
energetic particles between the bulk insertion and the boundary operator. As the bulk field
approaches the lightcone, the energy of the emmitted particles goes as E ~ 1/ (At)% ~\/z,
as described in figure 6. Since large z corresponds to high energies, in this limit we are
sensitive to the flat space form factor of the bulk field. In section 7, where we study a
related limit, we will see that this heuristic argument becomes precise.

0For the derivation note that:
(0]¥(1,0)P™|A) =0 for odd m
(ALK 01 ()03 (—p)|0) = p™ 27~ 31722 (A| K" 01 (1)Oa(~1)0).
1 As a side note, since the mapping from p to z is analytic for |z| < 1, it follows that the z expansion of

the form factor also converges absolutely in that domain. It is likely that this expansion also has a simple
Hilbert space interpretation — there is one for an expansion in z/(1 — z) — but we were unable to find it.

- 12 —



0AdS

Figure 6. Bulk operator approaching the lightcone of a boundary insertion. In this configuration

Uu

the crossratio z ~ —5%; < 0. Excitations traveling from boundary to bulk have energies E o ef
with 5> 1 the boost, and relativistic kinematics gives e=2? oc At, so that z ~ E2.

This reasoning motivates the important assumption that form factors should be poly-
nomially bounded as z — oo. The exponent in the polynomial bound will a priori depend
on the specific insertions in the form factor, and it should correlate with the expected large
momentum limit of the form factor in flat space. We can argue for this more precisely as
follows. Given a local form factor F'¥ of an operator ¥, bounded by a power ~ z%¥, it is
clear that the form factor of V2 ¥ will also be local and satisfy

FYV*Y(2) = C2FY(2) = 0@, (3.11)

i.e. with a harder asymptotic. Incidentally, note this is consistent with our identification
z ~ E2. Since the action of the Casimir operator maps boundary blocks to themselves,
it follows that the states appearing in the BOE of F VAV are exactly the same as those
appearing in that of F'Y. As such, in order to characterize a form factor it is not sufficient
to specify that it is local and which operators appear in its BOE, but rather we will also
have to specify its behaviour for large z.

For our purposes, it will be convenient to impose polynomial boundedness in a specific
way. Firstly, from a form factor F' we define the related function (cf. (3.9)):

o0
PSSR s o1

A n=0
This is a positive function for z € (0,1) and analytic for |[p| < 1 thanks to absolute
convergence of the BOE. We now assume that F(z) is polynomially bounded as z — 1,

which implies a bound on F itself:'?

(1-2)*F(z) = 0) = [|Fx)] = 0O(). (3.13)

|z|—o0

12Note that the singularity structure of blocks implies: ar > max {‘A—Ql"", %

~13 -



This implication follows from

oo+ - + _ 4‘,02(2')’
|F(2)| < F(2"(2)), with 2z7(z) = 0T 22 (3.14)
together with 21 (z) L= 1=0(1/lz).

To summarize, in this section we have argued that local form factors are analytic
functions in the z plane with a branch point at z = 0. We have also assumed that they are
polynomially bounded with an exponent, which is in principle arbitrary and dependent on
the specific bulk field under consideration.

3.2 Dispersion relation and local blocks

In this section, we will use the analyticity properties described above to write down a
dispersion formula. Combining this formula with the BOE will lead to general constraints
on local form factors.

To derive this formula, we begin by setting:

F(z)=F(z)— Y cali®(z) (3.15)

0<AL2a

for some & to be specified below. Here the ca are be the same coefficients appearing in the
BOE (2.16) of F'(z) and we have introduced functions ElAZd that we will call local blocks.
We assume that they have the same analyticity and boundedness properties as F'(z) — i.e.
they are local form factors themselves — but satisfy in addition

LR%(=) = GR()+0(""),  e>0. (3.16)

The reason for these definitions is that F(z) also has the properties of a form factor, but is
now suppressed near z = 0 as:

F(z) = O(™). (3.17)

The definition of local blocks will become apparent in the course of the derivation. Their
role so far is to provide subtractions that will allow us to write our desired dispersion
relation. We begin with the Cauchy formula:

F(w) :% dz (“’)aﬂ F(z) (3.18)

2m \ 2 Z—w

where the contour encircles the pole at z = w. As usual, we want to deform the contour to
pick up the discontinuities of the integrand. In order to drop contributions at infinity we
must constrain:

a>ap—1. (3.19)

Deforming the contour, we pick up only contributions from discontinuities at z < 0, since
F is assumed to behave as a local form factor even after the subtractions. This gives:

F(w) = / Pds wt o 74F(2)] . (3.20)

oo T 2(z —w)

— 14 —



We see that subtractions were necessary so as to obtain a finite integral in the region of
small negative z. To get a dispersion relation for F(z) we still need to define the local
blocks ElAQ’a. To do this, let us first set:

_ 0 ds wit! i
12,6 —a 12 ~
Gy= [ Y 1 C for A>24. 3.21
L% (w) [m =) [z Gx (z)} or A >2da (3.21)

To obtain the analytic continuation for other values of A (required to define the subtractions),
we deform the contour to get

£126 () — G () — /1°° dz (w)dﬂ LGL(2) (3.22)

™ z Z—w

which is now valid for any A. This expression makes manifest that the local block does
indeed have all the analyticity and boundedness properties expected of a form factor. In
particular it also implies the crucial property:

Z, [z_dﬁlf(z)} =7, [z_&GlAz(z)} , 2z <0. (3.23)
This allows us to unpack (3.20) to finally obtain the dispersion formula:

Fw)= Y caly(w)

0<A<2&
0 dz w?
+/ w7
o T 2(z—w )

(3.24)
7@ (F(z)— Z cAGlAQ(z))] .

0<AL24

A different way of thinking about this formula is more useful: let us plug the BOE (3.1)
into both sides of this equation and, crucially, assume that the sum over states commutes
with the dispersive integral. In section 4.1 we will show that polynomial boundedness of F’
is sufficient to justify this ‘swapping’ property, independently of whether F' is actually local.
Then we can state:

_ 12a
LF() =0 & AzgocAG Azgo%c (3.25)

To prove this, first note that, thanks to swapping and equations (3.21), (3.22), the equation
on the right-hand side is the same as (3.24). Hence, showing the direct implication (=)
amounts to deriving (3.24), which we just did, while the reverse implication (<) follows
trivially by computing the discontinuity in (3.24), or alternatively running the derivation of
that equation backwards.

Let us now discuss the meaning of (3.25). It tells us that a form factor is local if and
only if it admits two expansions: one in terms of boundary blocks G , which manifests the
BOE but not locality; and another, in terms of local blocks E Wthh manifests locality
but not the BOE. We note also that the definition of the blocks 1mplies

£1A27d( ) Z 912 & 2a+2n( ) ) (326)

~15 —



where the coefficients 6:2%(A) will be found in section 5:

(3.27)

AR rA+1-9rea+n+1-49)
I(S+242)0r48 -4rE-2+1)r@E+2+1-9rea+2n -9

This suggests an alternative way of formulating the equality of the expansions in (3.25):

LF(z) =0 & > eaf®(8)=0 forall n>1 (3.28)
= A

thus rephrasing locality as a discrete set of sum rules, as desired. Deriving these sum rules
requires commuting two infinite series, so a more careful treatment is required: we will
properly establish the validity of (3.28) in the next subsection.

These results are strongly reminiscent of the Polyakov bootstrap [40, 42, 44, 45]. The
dispersion relation we have found above is the analog of a similar dispersion formula for
CFT correlators involving the double discontinuity [33, 58]. In our case, there is a single
discontinuity, but this is still useful.'® To see this, first note

Z. {z*dGlﬁ(z)} o sin [g(A - 2&)] , z2<0, (3.29)
which in turn implies
ElAz’&(z) =0 for n>1. (3.30)
A=2a+2n

It follows that by tuning & we can eliminate contributions from towers of states in the
local block representation of the form factor, analogous to the decoupling of double-trace
operators in the Polyakov bootstrap. This is especially useful in perturbative computations
of form factors, as we will see explicitly in section 5.

4 Sum rules from functionals

The basic issue with the constraints implicit in (2.19) is the lack of convergence of the BOE
along the z > 1 cut, preventing us from commuting the BOE sum with the discontinuity. In
this section, we will show that is possible to get around this by first smearing the sum with
suitable functional kernels. The story is similar to what has been done for CFT correlators
in [28].

4.1 Conditions on functional kernels

We begin by defining the functional action:

we[F] = 1HQd:lf(z)F(z), Fz{z:zz%%—it, t € R}. (4.1)

13See [36] for related work in the context of the CFT four-point function.
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We will mostly consider kernels f(z) that are analytic in C\(—o0, 0] and with suitable power
boundedness at infinity:

f(2) = O(lz]779). (4.2)

|z]—o0
We also have in mind their action on functions F'(z) with suitable analytic properties. In
particular, we should be able to perform a contour deformation to obtain

wrlr) = [T L@ TR (43)
so that
we[F]=0 if Fislocal. (4.4)

To obtain a useful result, we would like to show that the integral above may be commuted
with the BOE of F' [59]. That is, we want the following ‘swapping’ property:

=D cawf(8),  wi(A) = wiGK]. (4.5)
A

This property follows from our assumptions on f, F' and, crucially, from the polynomial
boundedness properties we introduced in the previous section. To see this, first note that,
with the notation of that section, we have

f(2) Z caGR(2)| < |f(2)|F(z7(2)), for all A™. (4.6)

A<A*

Furthermore we have d
A ~
5 HRIF(ET(2) < oo, (4.7)
as easily follows from (4.2), (3.13) and the constraint on &, which we repeat here:
a>ap—1. (4.8)

The dominated convergence theorem now allows the exchange of the series and integra-
tion, giving

lim Z / (2)eaGR(2)

Axmoo YR IT
dZ dZ
- ; —f(2)F 4,
T 2mi [A*IEIOOA%* caGy /F ol (F(2), (4.9)

which is the same as (4.5).

4.2 Bases of functionals
4.2.1 Master functionals

A simple but important family of functionals satisfying the conditions set out above are
so-called master functionals. Denoted by AS, they are associated with kernels:

U’)Hd LI (4.10)

z Z—w

O
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Notice that this is the same kernel that appeared in the dispersion relation (3.24) of the
previous section. Actually, the fact that the master functionals are admissible functionals
automatically establishes the swapping property that was mentioned there. Indeed, as
we now show, we can derive the local block expansion in (3.25) directly from the master
functional sum rule.

The master functionals act as
- © dz -
AIF) = [ S GLF), (.11)
and, in particular, on boundary blocks as
AGIGR] = APH(A) = GR(w) — £ (w), (412)
by the definition (3.22) of the local blocks. Hence the corresponding sum rule is:

0= a2 (A) =D ca [GR(w)—LEw)| & Flw)= Y calPw), (413)
A A A

i.e. we recover the representation (3.25) of F' in terms of local blocks. This means we
have proved:
— _ 12,&
I.F(z) = 0 = F(2)= Z Al (2). (4.14)
A>0

This is simply the (=) implication of eq. (3.25) above. For completeness, the converse
implication (<) follows in the language of this section from deforming the contour in (4.11),
as in the derivation of the dispersion formula.

4.2.2 Sum rules

Let us now see how to recover the sum rules appearing in (3.28). We begin by expanding
the master functional kernel in powers of the auxiliary variable w. In this way, we obtain
infinite families of functionals, with each family corresponding to a specific choice of &:

o0

Fo(2) = D £22%(2) Gaaon (w) - (4.15)
n=1
We find
; 1
12,6 _
17 (2) = @42

a 1 (1 A%, —4(1+a)?
j2oy= L (1 An—iia)
z z 124-8a—2d

(4.16)

12,4 9
fn ’a(z):nzT,
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12,6

.14
n 1:

with ¢ (in spite of appearances) a polynomial of degree n —

(*1)n+1F(2d +n+1-— %)F(Qd—i-Ang—l—Qn)F(Qd—A212+2n)
T'(n)T(2a +2n — 9)
< aB(L1-n 2 tntl-GlEa+ 414 Ge)  (41)

g% (x) =

Since they satisfy all the requirements set out in the previous subsection, these functionals
lead to sum rules on the BOE. From the master functional action,

AZH(D) = GR(w) — L7 (w) = 37 0,2%(A) Go a0 (w) (4.18)
n=1

we find that the functionals corresponding to f}>% are nothing but #}2%. Hence the sum

rules associated to these functionals are precisely the ones postulated in section 3.2,

A>0

These functional actions can be determined from the relation of the f}*% with the master
functional given above in (4.18), or more directly by use of (4.1). From E%gﬁ% (z) =0 for
n > 1 we find that the functionals §12%(A) satisfy the duality properties:

(AR = O A —2a+2m,  m>1. (420)

In a sense, these relations are the defining property of these functionals. They will be
important for us later.

To conclude, note that the results of this subsection have established the implication
(=) in equation (3.28). Let us now argue that (<) also holds, i.e. that validity of the
sum rules implies locality of the form factor, provided that swapping holds. To see this,
note that the kernels 2% f&!2(z) form a complete set of polynomials in 1/z. Hence we have
(using swapping)

ZCAGH’&(A) =0 foralln>1

A
& 0128 F] =0  foralln>1 (4.21)
1
& dzz"H(z)=0  foralln>0
0
with
H(1/2) =T, [z—&F(z)] : (4.22)

The final line of (4.21) implies that H(z) must be the zero distribution, thus establishing
locality of F'.

1A way to determine the general n result is to note that

1 dt2 2-d . w 1+é
d+2 2—d [Cif - 0212] {Z 2 (1 - z) 2 fg(z) = (A§2 - 4a2) <*)
22 (1—2)"=2 z
Plugging in the decomposition (4.15) and (5.5) from the next section, this determines an equation for fi*%

which can be solved for.
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A shortcoming of this argument is that it was necessary to take swapping as an
assumption. A sufficient condition for this was polynomial boundedness (3.13) of F(z) at
z = 1. It would be nicer if this could be established directly from absolute convergence of
the sum rules, or perhaps by imposing extra regularity constraints on the BOE data.

4.2.3 Family relations

Before we conclude, let us discuss the relation between the families of functionals labeled
by different &. The basic observation is that

1 n+1

12,60\ _ 1 12,6 fl2a1
7% (2) = JOrT sy [z (1/2) Z en ki (2) (4.23)

for some coefficients e, 1., since the ¢, are polynomials. To determine e,, 5, we act with both
sides of this equality on boundary blocks with dimension A = 2& 4 2m and use the duality
properties (4.20). This sets all coefficients to zero except for two,

£20() = L3 + 0200 1757 2)

i X i ’ 4.24
= 0:2%(A) = 0,271 (A) + 0:2%(2a)0;> 7 (A) 429

Using the explicit expressions for the functional kernels and demanding the right fall off at
large z constrains:

—0,2%(2a)

(4.25)

This can be checked using the explicit expressions (3.27) for the functional actions given in
the next section. The relation (4.24) between functional actions induces a similar relation
between local blocks:

£ = 22978 () — 027 (0) 3 0124 08) OB ()
2 (4.26)

= L2 () +0707H(A) 2

The result for the infinite sum over blocks in the first line can be checked explicitly, and will
be further justified in the next section. The relation (4.26) naturally suggests the following
asymptotic of local blocks

LR2%2) ~ 0177 (A) 2%, (4.27)

Z—00

One can see that this is correct as follows. Since local blocks are themselves local, they can be
bootstrapped by acting with functionals. Specifically, for consistency of the expansion (3.26),
they should be bootstrappable with the 81%% functionals. The only sufficiently suppressed
asymptotic consistent with (4.26) is (4.27). One can thus understand (4.26) as explaining
how local blocks ElA?’~ with more suppressed asymptotic can be obtained from £12 a-l by

subtracting off the leading power.
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A final set of relations can be obtained as follows. Consider acting with the Casimir
operator on the local block in the following way:

) =) - X (A R MG (). (029
Aa—Aog A A Aa—A2a e e .

n=1
Notice that the right-hand side has the same kind of BOE as the local block with parameter
&. Furthermore, from the left-hand side and the asymptotics (4.27), we also know that it
scales as z® for large z. This uniquely identifies the right-hand side as the local block with
parameter &, and so we discover that:

& Aogton — A2a\ ,12.6-1
0,74 (A) = (M) Oni1 (D). (4.29)
We can combine this last result with (4.24) to get
n (g _ A 5 1 Az
gl2.a(A) — (-1) (a 212)71 (a - 212)n <)\2d+2n - >\2&> p12a-1(A) (4.30)
! n! (2& — 44 n) Aa — A2ason ) ’ '

which fixes the dependence of the functional actions on n. This is equivalent to the identity:
(C22 = Al (2) = (8% - 4a?) o} (&) 2271, (431)

which is perfectly consistent with the asymptotics (4.27).

5 Applications

In this section, we use the functionals constructed above to analytically bootstrap various
examples of local form factors. We will see our results match up against various explicit
computations for perturbative QFTs in AdS.

The functional kernels, actions and local blocks depend on the external dimensions
A1, Ay only through their difference Ajs. Thus for simplicity, when A; = As, we will often
abbreviate 124 — 6% and so on.

5.1 Bootstrapping GFF contact diagrams

We begin by considering the theory of a free scalar field ® in AdSgy; with mass m? =

Ay(Agy —d). Such a theory is dual to a Generalized Free Field (GFF) CFT on the AdS
boundary with elementary field ¢. While the BOE of the field ® itself is trivial in this case
(it only contains ¢), this is not the case for composite operators. As a first application of
our functionals we will show how to bootstrap the form factor (®2 ¢ ¢). In fact it is easy to
generalize our computation to (®2P ¢P ¢P) but we will keep p = 1 for clarity of presentation.

Since we are dealing with a free theory, the operator ®? only couples to boundary
operators which we denote as (¢?),,. These operators have the schematic form ¢[1"¢ and
their scaling dimensions are A,, = 2Ay4 + 2n. It follows that the form factor must have a
BOE of the form:

F(z) = Z cn G, (2). (5.1)
n=0
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Figure 7. ‘Contact’ Witten diagram in AdS. The lines denote free field propagators and the dots
denote field insertions.

Indeed, a direct computation in AdS yields

1
(—2P; - X)26(—2Py - X)A¢

(P*(X)p(P1)¢(Py)) = = F(z)=z%. (52)

As we will see below, this is consistent with the BOE given above. Given that the Witten
diagram leading to this and other related computations involves no bulk exchanges, we call
them ‘contact terms’ (see figure 7).

Let us now bootstrap the same result using the locality constraints. We will assume:!®

« The asymptotics of F(z): ap = Ag.
e The spectrum: the BOE only contains the operators with dimensions A, = 2A4 + 2n.

To begin with, note that the assumption ar = A, implies we may only apply functionals
with & > Ay — 1 to satisfy (3.19). Given the form of the BOE (5.1), it is natural to set
& = Ay, so that the functionals are dual in the sense of (4.20) to the correct dimensions in
the BOE of ®2. As a result, the sum rules (4.19) are ‘diagonalized’,

oo

0= cabi®(A) = 3 cnbn® (284 +2m) = cu+ 000 (284), n>1. (53)
A>0 m=0

The coefficients ¢, = pnA\p12 are thus uniquely fixed by locality. Using (4.25) we get:

Cn

_ A _ (= (Ag)7
o an = 1) (5.4)

The overall factor ¢y is undetermined, as it corresponds to the freedom to rescale the
bulk field ®> — A®2. Substituting these coefficients into the BOE and choosing ¢y = 1
reproduces (5.2):

S 1" A 2
o= 7;) ( n!) (2A¢(—¢§l)n+ n) Gaa,ran(z) = 257 (5.5)

15Strictly speaking, what we should assume is the asymptotic of F(z) at z = 1 (defined in (3.12)). In
practice, in all the examples we have checked, this matches the large z asymptotic of F(z).
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An unsatisfactory feature of this computation was that the form factor’s asymptotics
ap = Ay were input by hand. To justify this assumption, we note that it is the simplest
choice leading to a non-trivial solution. Indeed, for any ar < Ay, we could have used
functionals with & = Ay — 1. It is easy to check that, in that case, we would have found
that all coefficients ¢,, would have to be zero.

Conversely, let us now examine what happens when we relax instead of tightening
the asymptotics, keeping the assumed BOE spectrum 2A, + 2n the same. We still want
functionals dual to the correct spectrum, so we will choose:

a=A7Ay+m, m € N. (5.6)

Such functionals are suitable for bootstrapping form factors with ap < 14 &. We now have
the duality conditions

0ﬁ¢+m(2A¢ +2m +2p) = O p, n,p>1. (5.7)

Effectively, we see that, every time we increase m, we lose constraints. This is manifest in
the identities (4.24), which show we can increase m by one unit by sacrificing a functional.
Since we have lost constraints, the set of form factors compatible with our assumptions is
now larger. The sum rules now give:

m
A
Coin + > ek (20 +2k) =0,  n>1. (5.8)
k=0
and hence, solutions are labelled by m additional parameters c;,...,¢,. Of course, the

solutions with a given value of m include all of those with lower values of m.
To understand the physical origin of these extra solutions, let us note that our BOE is
compatible not only with the form factor of ®2, but more generally with

(Vir -V, @) 6 0) (5.9)

To show that these indeed correspond to the solutions above, consider the following change

of basis!6

m R v
Fm (X, Py, Py) = < l(lzﬂl M) <1>2(X)] o(Pr) ¢(P2)> (5.10)

= FM(z) = ﬁ LC;Q FO(z) 7O — A
-1 (2A¢ + 2[)2 ’ .

16 After using the bulk equation of motion (V345 — Aa,)® = 0 to remove terms of the form Vias®, we
see that (5.10) are indeed linear combinations of the form factors (5.9),

m—1

(=2)™ (Y, "'Vumq’)Z b+ Z et FO
1=1

m—1
—o (244 +20)2

) —

for some coefficients c¢;.
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Since C1? is the Casimir operator (of which boundary blocks are eigenfunctions, cf. (3.4)),

we have
o0
FMz) =Y C;(fm) Gon,v2k(2) (5.11)
k=m
for some coefficients c,E:m). Since the BOE of F(m)(z) has co = c1 =...¢pn_1 =0, the sum
rules (5.8) predict
R (5.12)

and hence imply F("™(z) = 228%™ This is indeed correct, as follows from direct computa-
tion of (5.10).

An alternative way to derive these results is to use the local block expansion (4.14).
Let us make the same assumptions on the BOE spectrum and set F(z) = O(z2¢+™) with
arbitrary m. Then:

A +m A +m
Z cnGaa,12n(2) ch 2,420 (2) ch oA, +2n(2) (5.13)
n=0

where we used L'g‘gfgn(z) = 0 for n > m. Hence the form factors become identified with
simple combinations of local blocks. In particular, the form factors F(™) = z2¢+™ Jefined
above correspond to single local blocks,

Ag+ Ay+
Fm)(z) = zhetm = 32§¢$m Gony+2m(2) Z 0" (20 4 2m)Gan 1 2m+2n(2)
(5.14)
where we have used (3.26). This boundary block expansion indeed matches the computation
from sum rules above. In fact, we can actually directly compute these local blocks as
functions, rather than as boundary block expansions. Using (3.21) and (3.6), we find:

By, _ sin[F(A—2A4)] /0 (—z/w)e ™ o
LA (2) = - | dw————Ga = (5.15)
2sin [5(A — 2A,)]
~ A¢ 2 ¢ A¢
A—2A4 ® (A —2Ay) A:—2>A¢ ® (5.16)

What made an exact computation possible was the fact that, for this particular value of A,
the integral is dominated by the region w ~ 0 where the integrand simplifies. It is also easy,
by subtracting powers from the integrand and adding back their integral, to analytically
extend the integral formula (5.15) for the local block. From the resulting formula, one can
find exact expressions for A = 2& — 2p for any integer p:

2a 2p Zbkz ) (517)

where the coefficients b can be determined exactly. Here we just point out that this is
perfectly consistent with our contact term computations.
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Figure 8. ‘Exchange’ Witten diagram in AdS.

5.2 Local blocks from AdS Witten diagrams

The local blocks £1Az,a developed in section 3.2 are, in particular, local form factors. Thus
one may wonder if there a local QFT in AdS that realises them as its form factors. Given
that their expansion (3.26) in boundary blocks contains G§ and G325, (n > 1), it is
natural to guess that this is the theory of three scalars ®;, ®9 and WA in AdS (corresponding
to boundary fields of dimension Aj, Ay and A) coupled through an interaction vertex
WAP1Py. The goal of this section is to show that this guess is correct.

Consider the form factor E1A2 = (VA ¢1 ¢2) in such a theory, which is given at tree level
by a single ‘exchange’ Witten diagram (see figure 8),

A
P-X\ 2

3 PBB(X X'
E1A2(Z) — (72P12)(A1+A2)/2 < ) . dX/ ( A ( )

—2P1 -X/)Al (—2P2 -X/)A2 '

.1
PX (5.18)

Here we are using the embedding space formalism introduced in section 2.1. We use the
following expression for the bulk-to-bulk propagator [50]:

N [P0 de 1
PBB(X, X') = /400 = f(e) /Rd dQ(—QQ.X/)%+C(—2Q.X)%—C’ (5.19)
dy 1 (d_,
fle) = ! F(2+ )F(g ) ! : (5.20)

T ond _ 2
27 I'(c)I'(—c) (A _ %) 2
The integrals over X’ and @ may be performed using the integral identities stated in
appendix A. As a result we find

10 e
ER() = [ S SROGE (), (521)

r (A1+A22—d/2+c) r (A1+A22—d/2—c) r (d/2—62+A12) r (d/Q—CQ—Am)

2T (—c)T (AT (As) {(A ay 02]

hi(c) =
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Closing the contour on the left-hand side, we pick up the pole at ¢ = % — A and the series
of poles at ¢ = 4 — (A} + Ay + 2n) to obtain

EX(2) = a(A)GR(2) + D a (D) G api2a(2) s (5.22)
n=0
where
a'?(A) = Res h¥(c), al?(A) = Res R (c). (5.23)
c:%—A c:%—(A1+A2+2n)

Now comparing (5.22) with the expression (3.26), we assert that EX? is proportional to a
local block:
EZ =a2(A) L% with a=2L1(A1+Ay) 1. (5.24)

This identification of the exchange diagram as a local block is correct because: (i) it is local,
since it is the tree-level contribution to a local form factor, (ii) it contains only the blocks
G and G3%.,, (n > 1), and (iii) it has large z asymptotic ~z%.17 There is only one such
function (up to rescaling), as can be seen by applying the functionals §'%¢.

Thus the coefficients in (5.22) are related to the functional actions 12%(A) defined in
section 4 (which are the coefficients for the local block expanded in boundary blocks),

a12 (A)

n—1

97%27&(A) == alQ(A)

(@=3(A1+Ay) —1). (5.25)

Explicitly evaluating these residues of h}2, we find the expressions (3.27) which we repeat here
. A(=1)m 1
A) = - -
(n—1!'(A—-2&—2n)(A+2a+2n—d)
y T@+n+82)0GE+n—22)TA+1-Hr2a+n+1-9) '
(2 +220(8 -4 r@Ga-5+10)r@a+45+1-9Hrea+2n-9)

(5.26)

As a cross-check, this expression satisfies the identities derived in subsection 4.2.3. In
particular, the identity (4.31) describing the action of the Casimir operator on a local block

translates to a relation between AdS exchange and contact diagrams:'®

(C2% = A)ER'(2) = = C(2), O (z) = 2(B1182)/2 (5.27)

As we explained previously, the action of the Casimir is the same as that of the AdS
Laplacian on the bulk field. The combination (C2 —Aa) is then (V2 —mA ), which reduces
the bulk-to-bulk propagator to a delta-function, thus turning the exchange diagram into a
contact diagram [60].

"The asymptotic behaviour EA? ~ z(21+22)/2=1 follows from the standard fact that (C12 — Aa)EX2
equals a contact term z(21722)/2 (see eq. (5.27) below).
8Note that consistency requires a particular relation between 9}2’0‘71 and a'?(A):

1207y — 1 1 5o 1 _
a“(A) = <4d2 — Aﬁ) 0}2’5‘_1(A) (a= 2(A1 + Ag)—1).

which indeed holds, consistently with equations (3.27), (5.24) and (4.31).
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5.3 & interactions

As our next example, we consider a theory of two initially free scalar fields ® and ® in AdS,
corresponding to dual bulk operators 6, ¢ with dimensions A and A respectively. The fields
are then coupled together via a quartic interaction of the form

Loy ~ g D2D2. (5.28)

Here we will show how to bootstrap the leading order result for the form factor F = (92 ¢ ¢).
The relevant O(g) diagram is shown in figure 9. To leading order in g, the BOE of &2
contains two towers of states,

Z Cm G2A+2m Z dn G2A+2n( )a (529)
m=0 n=0

corresponding to ‘double trace’ operators (¢?), and (¢?),. In the above we should have in
mind that

Y dy = p2y AP
n= 1, Ny, = i, (6)n (5.30)
O(g) O(1) o)  0O(g)

At this order in g, scaling dimensions are unmodified and no other operators appear. Our
goal will be to determine ¢, so as to read off the new p couplings at O(g), as functions of
the explicitly known coefficients d,, (see appendix B). Let us apply to F' a complete set of
functionals #%; the natural choice is take &@ = A — 1 so that the sum rules determine:

Z dn 0571 (2A+2n),  m>0. (5.31)

However, there is one caveat. In principle we need to establish that the asymptotics of
the form factor to ensure the applicability of these functionals. To estimate the behaviour
of F(z) at large z, we recall that this is a high-energy limit where AdS space becomes
effectively flat and particles massless. From the momentum-space form factor we get

1
F ~ /dd+1 ;) - d—3 ) 5.39
(p) P T P v Pl (5.32)
Given that for contact terms we have F(p) ~ p?*, while in position space F(z) ~ z27% we
guess here
_ LN
F(z) = 07 ). (5.33)

Thus we expect to require d < 3 for validity of the sum rules. In fact we find by plug-
ging in the explicit values of d, in Appendix B that the summand in (5.31) goes like
d 0m+1(2A +2n) ~ n%* for large n, so that the sums indeed converge only for d < 3.
The reason for this bound is related to the fact that the quartic interaction we have
chosen is a relevant term (from a d+ 1 dimensional perspective) only for d < 3. In the form
factor computation, this manifests as the fact that, for d < 3, the large z asymptotics of
the form factor are strictly weaker than those of a contact term. For higher d this is no
longer the case, so we must allow for a wider set of solutions, which may, in particular, have
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Figure 9. The Witten diagram contributing to the form factor (iﬂ ¢ ¢) at leading order O(g).

all d,, switched off. Equivalently, the bulk field can always be shifted by ®2 — ®2 + ¢ g 2,
shifting the form factor by a contact term; this contact term becomes indistinguishable
from our desired form factor at the level of asymptotics as d passes above 3. In practice, we
can proceed by assuming d < 3 but our final results hold for any d by analytic continuation.
The net result is that the sum rules (5.31) determine the coefficients ¢,, from the known
ones d,, bypassing any need for perturbative computations. Their explicit form is given in
appendix B.

Note that an alternative way to arrive at these results is to make use of local blocks.
Locality is equivalent to the expansion (3.25) in local blocks,

F =" cnGontom(2) + Z dn Gox oy (2) Z d, £2A+2n (5.34)

m=0 n=0

where we have used the fact (3.30) that EQAA_iQm(z) = 0 for m > 0. Re-expanding the local
blocks in boundary blocks as in (3.26), the coefficients ¢, are evidently determined in terms
of the others, and will indeed be given by the sum rules (5.31).

Let us now check the prediction of our sum rules by explicitly computing the AdS form
factor in perturbation theory. The leading O(g) contribution corresponding to the diagram
in figure 9 is given by

F 2P [ adx’ P, X)°
(2) = 9 (=2Fn2) ads (=2P1 - XN)A(-2P- X')A

The product of two bulk-to-bulk propagators between the same two points can be expanded

(5.35)

as a sum of single propagators [61],

[e.e]
PRE(X' X)PRP(X', X) =Y an PRB A, 10n(X', X), (5.36)
n=0
where the coefficients a,, are given explicitly in appendix B. Using this decomposition with
A, = Ap = Ain (5.35), we get

PBB (X’,X)

F —(—92P A/ ax’ . 2A+42n
(2) = (=2P2)™ | nz:%“ (—2P, - X')A(—2P, - X')A

(5.37)
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Following the same argument as in section 5.2, we obtain

100 dc
Zan/ o o280 ()G e (2), (5.38)
= Z an EyR 19, (%) (5.39)
where we denote
h2A+2”( ) - hQAAA+2n(C) E2A1+2n = E2AA+2n (540)

and hQAAA+2 (o), EQAAA+2 are as defined in section 5.2.
The form factor (5.39) is just a sum of the exchange diagrams (5.21) studied above.
Using the fact that these exchange diagrams are proportional to local blocks (5.24), we can

then write the form factor in the manifestly local form (5.34): as a sum of local blocks
Z dn Lo 13n(?) dy, = an a®*(2A 4 2n), (5.41)

where a®2(2A + 2n) were defined in (5.23). One can check that the values of d,, resulting
from (5.41) match those stated in (B.4).

As discussed above, the local block expansion (5.41) can be converted to a boundary
block expansion by expanding the local blocks with the formula (3.26). The same is achieved
by simply commuting the order of summation and integration in (5.38),

100 dC

F = lz anhox 4 on(C 1 Gﬁc(z) (5.42)

oo 2mi

The function in square brackets has poles at ¢ = ¢ — (2A + 2m) and ¢ = ¢ — (2A + 2n)
for each m and n. Closing the contour on the left, we obtain a boundary block expansion
of precisely the form (5.29). The coefficients d,, are, of course, the same as those in the
local block expansion (5.41). The remaining tower of coefficients, ¢,, precisely match the
values (5.31) predicted by the sum rules (stated in appendix B).

To conclude, let us briefly consider the case where A=A to study the form factor
(®% ¢ ¢) for a single scalar field with §®* interaction in AdS and mass m? = A(A — d).
Taking the limit A — A of our previous computation determines the leading correction
FO to the form factor F(©) = 22 of the free theory (see eq. (5.5)):

FO) 4+ g FO(z) ~ 3 (e + gell)) Gonronigr, - (5.43)
n=0

(1)

In this limit, the sum rules determine the corrections ¢’ to the coefficients in (5.43) in
terms of the anomalous dimensions ~y,. One finds that the coefficients ¢,,,d,, diverge in this
limit A — A, but these divergences cancel between the two towers:

Unp,

Un
= dy = 5.44
“TAA Y A_A Y (5.44)
= [2un 0aGans2n + (vn + wn) Ganton] - (5.45)
n=0
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In particular we can read off the anomalous dimensions,

d
C2uy 27T AT+ DA+ )T -+ A+ )D(—§ +2A +n) (5.46)
””_CglO) A rE+A+n)r (1—7+A—|—n) (1—d+2A+n) ' '

which match the known result [62].

6 Locality constraints on CFT data

One way of viewing the set of locality constraints (2.19) is as a rulebook for re-constructing
local bulk fields from boundary data. However, it can also be seen as a set of constraints
on the CFT data in order for it to be consistent with the existence of a local AdS bulk.
The central idea is that, fixing a bulk field and considering several different choices of
boundary operators, one can effectively ‘eliminate’ the BOE coefficients pa from the locality

constraints, yielding relations purely among the CFT structure constants A1A2 = )\ﬁlAQ. In
this section, we begin to explore such relations in a very simple context, namely the GFF

CFT, exploiting the functional machinery built up in previous sections.

6.1 Eliminating the BOE coefficients

For a given bulk field W, there is a list of locality constraints indexed by the external
operators O, On,,

Z,un)\ G12 )1:(), for z > 1. (6.1)

Crucially, the BOE coefficients p) are the same for each choice of external operators. Let

us assume the BOE spectrum to be A, = 20 + 2n for some parameter 3. Applying the

dual set of functionals 612 A the combinations iy )\ '~ may be exactly bootstrapped up to
an overall factor py AL

i AR,

A

= —0,77(28) . (6.2)
More precisely, this is true only if we assume that the form factor has asymptotic behaviour

3 0,(2) ~ 2PT17e (e > 0), (6.3)

Z—00

so that the functionals 12 satisfy the constraint (3.19) (We Will discuss more general cases

below). It follows from (6.2) that the combinations —Z b= )\12 0.912,8(23) are independent
0
of the choice of operators 1,2, as long as the asymptotic constralnt above continues to be

satisfied. Therefore, for any such pair, we have

N2 6128(28) AR
BT gl A,

(6.4)

where hatted quantities are some particular choice of external dimensions 1,2. Thus we see
that bulk locality places an infinite set of constraints on the boundary OPE coefficients:
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starting from knowledge of )\1;2”, one can determine )\1A2n for any choice of external dimensions
1,2 (up to an overall factor of AlAQO).

Let us demonstrate this method for the bulk field ®2 in GFF theory (in which case
f = Ay) with some simple examples of boundary operators. First, let us consider the form
factor (®2 ¢ ¢"*2). Taking the reference dimensions to be, e.g., Al = Ag = Ay, the OPE
relations (6.4) tell us that:*

n 4n+2
X@Qfm =0, m>0. (6.5)

This is easy to verify since, in free theory, we have a factorization A?¢2¢n+ o {((¢%)m ¢%) (9™ ¢™),
and the right-hand-side now vanishes for m > 0 since two-point functions are diagonal. This
implies that the form factor contains only a single boundary block Ga,, which may indeed
be seen from its factorization as (®2 ¢" ¢"2) o (92¢?)(¢"¢™). This is thus an example of
the special case considered in section 2.4 containing only the block A = |Ajs| (equalling
2A4 in this case).

Next let us consider the form factor (®2 ¢ ¢"). A direct computation in AdS gives
F(z) = K 279 K = pd W o (6.6)

so this form factor does satisfy (6.3) with 5 = Ay and the constraints (6.4) apply. Taking
the same reference dimensions, A; = Ay = Ay, the constraints yield a non-trivial relation
between OPE coefficients,

o
A _ A<¢>2> 6.7)
¢>n ¢n - . .

2%, X7

Since this is a free theory, we can check explicitly that these are identities are correct, and
indeed they are since

NS o ADS) (6" hem ) forallm >0, (6.8)
with the proportionality constant dependent only on n.

As a final comment, note that the relations above were unable to fix the zeroth
coeflicients /\i’; 9" This was because the overall normalisation of form factors is always left
unfixed by locality. But, in fact, we would like to point out that this always had to be the
case. This is because all our computations above are really statements about correlators
involving operators with dimensions Ay, 2A4, etc. and a specific kind of BOE, and thus
they are valid for a much wider set of theories. For instance, the results would be unchanged
if we had considered the theory of N decoupled Generalized Free Fields ¢;, setting ¢ — ¢1,
=N -3 Zf\; 1 @i¢;. The unfixed coefficient, for example /\zz % in the n = 2 case, depends
on N. This explains why we were unable to fix it, since none of our assumptions prefer one

value of N over another.

19We recall that (qﬁk)m denotes a primary operator in GFF theory of the schematic form ¢0?™¢*~! and
scaling dimension kAg + 2m. If £ > 2 and m > 0 then there are multiple such primaries.
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6.2 Modification for general asymptotics

As we vary the external operators, the asymptotic behaviour generally changes and may
not be as suppressed as assumed in (6.3), so the functionals 97112’5 may not be applicable.
This just means that one must consider functionals with higher values of &, whose kernels
have extra suppression at large z. Specifically, assuming

F(z) ~_ LPHrHl—e - peN, A, =28+ 2n, (6.9)
we should consider the functionals 9,1712’5“7. Being dual to the n > p part of the spectrum, the
functionals can bootstrap all of the combinations p,, AlAZn with n > p in terms of the others,

p
12,
IEAR == " i AR 020 (An),  n>p. (6.10)
m=0

12
=

solution) and fixing a normalization c}? = ud )\1A20, the following combinations are then

Given knowledge of the numbers ¢ e )xlAzm for m = 1,...,p (specifying a choice of

independent of A, Ao:

1 a 5
i = Wc,?v(p) L ORE) = ST 220 (A n>p. (6.11)
n m=0

Eliminating s, we obtain a relation between OPE coefficients,

12 C ) D)
AN, = Cﬁv(l’) AN s n>p, (6.12)

where 31, 82 are some reference dimensions whose corresponding form factor also decays
at least as fast as (6.9).

These relations between structure constants are a generalization of the p = 0 case (6.4)
above (when o0 - —ME)I’)\lAQOH}IQ’BQB)). For p > 0, we have essentially lost p of the
functionals due to the slower decay of F(z).20 As a result, in (6.12), we lose p of the
relations between structure constants; however, an infinite set of relations still remain.
This simply indicates that there are p 4+ 1 independent solutions with the same spectrum,
external dimensions and asymptotics. Indeed, whenever there are multiple solutions, this
must happen, and the asymptotic of F(z) must become correspondingly less suppressed.

One source of multiplicity of solutions is the degeneracy of generic higher-trace states
(¢™)m (but note this is somewhat particular to the free theory). However, as we will show,
there are multiple solutions even for the non-degenerate state (¢?);. Let us consider in
detail the form factor (®2¢? (¢?);) in GFF theory. The BOE spectrum is A, = 23 + 2n
with 3 = A4. By considering the flat space limit, we estimate the large z asymptotic to be

F(z2) ~ zRotl = 2041 (6.13)

200ne way to see that we have ‘lost’ p functionals is that the shifted functionals 12°%P are dual in the
sense of (4.20) to only the A,>, part of the spectrum. Another is that they can be obtained from the
standard functionals 6:2# by making p subtractions (see eq. (4.24) and discussion there).
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i.e. one power of z harder than the contact term (®2 ¢? ¢?), since the operator (¢?); contains
two extra derivatives and z ~ —s ~ p? in the flat space limit.

The estimated asymptotic (6.13) satisfies (6.9) with p = 1, i.e. requiring one subtraction.
This means there are two independent solutions of the locality constraints with this BOE
spectrum, external dimensions, and asymptotic (or softer). A moment’s reflection indeed
reveals another such solution: instead of the derivatives in the operator (¢?);, one can
produce its excess dimension by coupling to a heavier free field ®,. The form factor
((®1D2)(d1¢2)(43)), in a GFF theory with two scalars of dimensions Ay = A, — 1 and
Ay = Ay + 1, has the same external dimensions (2A4 and 2A4 + 2) and BOE spectrum
(2A4 + 2n) as above. Being a simple contact without derivatives, we expect this solution to
have the more suppressed asymptotic F'(z) ~ 2Re = 2P,

Let us bootstrap these two solutions using the locality constraints. Starting from
‘initial data’ cg,c1, all the other combinations ¢, = uY )\fn are bootstrapped by the sum
rules (6.10),

> 204,20 4+2n
F(2) =) enGoptian  (2), (6.14)
n=0

()" T (=1+As+n)T(1+As+n)
T(—242A,+2n)

4n—1)T(2—2+2A,+n) N [(1-2+2A,+n)
(d—2—4A)(d—4As—2n)T(Ay— DD (Ay+1)n! 7 T(A-)T(Ag+2) (n—1)1

Cp —

(6.15)

One coefficient ¢y may be seen as a normalization ambiguity, while the other ¢; corresponds
to the choice of theory.
Let us identify the values of ¢ corresponding to our two solutions of interest by explicitly
computing the form factors. A bulk computation of the GFF form factor (®2 ¢? (¢?);) gives
2 2
2(Ap +1) "

- 1
d—2 27, "

F(z) = K 2% l , K= (6.16)

NoF
where we fixed the normalisation by setting pg’; =1/ )\ij’ . This result is consistent with the
bootstrap result (6.15) upon expanding it in blocks as (6.14) and making the choice
204(14+ Ay)(d —4 —2Ay)
(d—2—2A4)(d—2—4A4)

With these ‘initial data’, the structure constants are bootstrapped by (6.12) in terms of

co =K, a=K (6.17)

some ‘reference’ ones, which we take to be /\?qf;)n,

52 (62 66
A _ (B tn)(d—2-286 —2n) Age), (6.18)
A, @ Ag(d =2 =24 \of

Using the known formula for the reference structure constants /\((b;;) in GFF theory [63],

n

we obtain
()\¢22(¢2)1>2 _ 2K2 (A¢ + n)Q(d — 2A¢ —2n — 2)2(A¢)n2(A¢ +1-— %)nQ ‘
(#*)n (d—2—280)2A2n! ($)n(28 +n 41— d)u(28s +n — £)n

(6.19)
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Now let us turn to the other solution ((®1®2)(¢1¢2)(43)) described above. In free
theory, this form factor factorizes as ((®1®P2)(d102)(d3)) ox ((P1P2) 1 o) (P2 ¢2) and, as a
result, the form factor is proportional to a simple contact (cf. the form factor (5.5)),

)\(¢1¢2) (¢3)
F(z) = K22, K= 7(;);?2‘22 , (6.20)
($162)

with the normalisation fixed as Ngll;f)) =1/)

the bootstrap result (6.15) with?!

1 P2

(p102)" Expanding (6.20) in blocks, it matches

K 28— 1) 6.21
o=K, a=Ko5 A, (6:21)
To bootstrap the structure constants, we will now take as our ‘reference’ )\?dl)l‘if?)n. Then (6.12)
gives the identity
)\(451 $2) (63) 21 62
($142)n — ($12)n (6 22)
3\(9162) (¢3) 2\$1 02 ’
($102) ($162)

The ‘reference’ structure constants on the right-hand side are well known [63], giving

2 2K2% (A1) (A2)n (A1 +1—9), (A2 +1-9),
<)\(¢1¢2)(¢%)) :n' (At)n (A2)n (A1 + 2) (A2 + 2) (6.23)

(¢162)n LA+ Do+ 1+ 1 —d)n(Ar+ Do +n— D),

It is relatively difficult to obtain (6.19) and (6.23) directly from CFT four-point functions
in general spacetime dimension — which speaks to the power of the present approach —
but, to the extent that we were able to do this, we found perfect agreement with our results.

7 Form factors in the flat space limit

7.1 Taking the flat space limit

In this section, we will study the flat space limit of AdS form factors, mimicking the logic
for boundary correlators [46-49]. Concretely, we consider a gapped QFT in AdS. This
induces a family of boundary CFTs, labeled by the mass gap in units of the inverse AdS
radius. The flat space limit involves two steps. Firstly, we must take large AdS radius R,
while keeping physical masses m ~ A/R fixed. Since the theory is gapped, it follows that
all scaling dimensions become very large in this limit. We will therefore use the terms ‘large
R’ and ‘large A’ interchangeably (and in fact ‘large A’ is the most natural formulation
from the CFT perspective). Secondly, we must perform a suitable analytic continuation
into appropriate scattering kinematics. In the process, there are several subtleties to worry
about, like commuting limits, whether quantities blow up or stay finite, and so on — but
here we will mostly ignore these subtleties. Technically our arguments are very similar to
those of [48], but we will not push our analysis as far as in that reference.

21This solution can also be identified by its more suppressed asymptotic, which implies it can be
bootstrapped directly using (6.4) without ‘subtractions’, in terms of only one normalization constant co.
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Let us begin by motivating the analytic continuation and the mapping of kinematics.
In global AdS coordinates we have,
1

(WXOP) ~ 555 n

_A . _
272 e ot =rnk . (7.1)

We would like this to become a one-point form factor of the bulk field 1, i.e. a plane wave.
This can be achieved by the continuation

n% — —k%/m, n' =ik /m, 29 — iz?, (7.2)

with k* Lorentzian and k? = —m?. The expectation is that, for a generic correlator involving
bulk and boundary fields, in the flat space limit this continuation maps local boundary
operator insertions to in/out states of definite on-shell momenta [64]:

2225 B0[T(X1) ... U (X)) O1(PL) . .. Opn(P)]0)
— 0] (z1) ... Uplap) |k ... ), (7.3)

R—o0
where we explicitly indicate dependence on the AdS radius R.

The perturbative validity of the above follows from a straightforward adaptation of the
arguments of [47]. A non-perturbative proof for an arbitrary number of insertions would be
significantly more difficult. Here we will restrict our attention to the single bulk insertion,
two-point AdS form factors that we’ve been studying so far. In this case we have

_A1+Ag

Fr(2)
2A1+A2 U(X P P — < 2 R
< ( )OAl( 1)0A2( 2)>R (_Pl X)Al(—PQ X)Az (74)
et F1th2) @ F (o) = (0|1W(z)|k1, ka)
R—o0
which therefore sets
_Ajt+Ag
F(s)= lim zs 2* FRr(zs). (7.5)
R—o0
In this formula the cross-ratio is written
-9 2P _ 2
L R”Pyy o= 8 (m1 +mo) (7.6)
(—2P1 : X)(—ZPQ . X) R—oo 4m1m2
with A
s=—(ki + k:g)z, mio = é’Q . (7.7)

The regime of physical kinematics is then s > (m; + m2)?, i.e. negative z with a small
negative imaginary part.

From the above, it seems that the AdS form factor directly becomes the flat space one.
In fact, we do not expect (7.5) to literally hold for arbitrary kinematics: what is meant by
that equation is that we should first take the limit in a region where it exists, and then
analytically continue. In the process of taking the analytic continuation, we may encounter
singularities that were not present in Fr(z) for any fixed R and z, since the limits do not
commute in general. The logic is entirely analogous to the analysis of boundary correlators

in [48] and could presumably be repeated straightforwardly in the present context.?2

22Unlike there however, the lack of positivity in the BOE would surely lead to less powerful results.

— 35 —



Before we proceed, let us comment on what is expected of a form factor in flat space,
and how our proposal above is consistent with these expectations. A basic feature is that,
for physical kinematics s > (m1 + ms)?, there should be a branch cut corresponding to
exchange of double or multiparticle states. This translates into the cut of the AdS form
factor with z < 0. More importantly, in this context, the meaning of locality is that, as
we vary the Mandelstam invariant s, the only singularities we encounter on the complex
plane should have a definite physical meaning, such as poles associated to stable particles,
and branch-cuts for multiparticle exchange. As we mentioned above, such singularities can
in principle arise in the flat space limit. However, if we assume that locality of the AdS
form factor (i.e. analyticity for z > 1) survives the flat space limit, it would then imply
that the momentum space form factor is analytic for s < (m; — m2)2. This makes sense:
the presence of a pole at or below this critical value would mean that we would not be
considering form factors of stable particles, so that the premise of our whole analysis would
be incorrect.

Below we will see, both in specific examples and more generally under reasonable
assumptions, that the flat space form factors we obtain do indeed have the good analyticity
properties set out above, these being essentially inherited from their AdS counterparts.

7.2 A phase shift formula

We will now derive an expression for the flat space form factor in physical kinematics in
terms of the boundary CFT data. The idea is simple: we will use the formula (7.5) directly
for these kinematics s > (m1 +m2)? (or equivalently z < 0 with a small negative imaginary
part), while simultaneously decomposing the form factor using the BOE. We will have to
assume that the flat space limit commutes with the limit of physical kinematics. This seems
reasonable given that it is true in the four-point function context [48] — here we will see a
posteriori that this assumption is justified in a number of examples.
Our goal is then to compute:

A1+Ao A1+A

lim 277 2 Fpr(zs) :Z lim caz™ 2 GR(2), z2<0. (7.8)
A R—o0

R—o00

We will need expressions for boundary blocks in the flat space limit and on-shell kinematics.
Here we will set Ay = Ay = Ay, leaving the more general but cumbersome formulae to
appendix C. A short calculation gives:

—i5(A-24) B A A—d+2 d—2
sty 5 T (2 (3 er a2
2 0GAG) 2<0 (1 —2)% \z-1 21 2’

e_i%(A_qu’) [_4p2 (%)}A/Q

s I () e (2]

o iE(A-20y)
N2 Na (AA(1 - 2)), A2,

A

where the last line is valid up to exponentially suppressed corrections. The function
Na, (A, s) is a unit normalized gaussian in the variable A, of variance O(Ag) and centered



around (A/Ay)? = s:

[ 1 A~ fs0y)°
Na, (A, s) = mexp [—M} (7.10)

A similar calculation shows that blocks with A < 2A, are exponentially suppressed.?? As
for the quantity éX, it is related to a contact form factor:%4

¢ @ A1+A2 - Alree
Fq(51 ;522)(’2) =z 7 =) ()" GR yar2n(?) (7.11)
n=0

with

(2] (2] (tpssy

[ (A1) T (Ag) T (A=izfet2) p (A - 4}

Af
& Tee __

(7.12)
2

Plugging the expressions for the block into the BOE (omitting those with A < 2Ay), we
obtain the following phase shift formula for the on-shell form factor:

F&) = lim Y 2eiEA-timay (fA) Navao(A,s), (7.13)

R=00 Ao A4 Ay €A

which we presented here in the general case Ay # Ay. The function Na, a, is defined in

2
appendix C. It remains a gaussian but now localizes at s = 4 (ﬁ) . The formula above

is only valid for physical kinematics s > (m; + mso)? with a small positive imaginary part.

7.3 Applications

Let us now look at some examples of the formulae above. Firstly, consider the form factors
F®) of operators of the schematic form 9¥®9*® in free theory, which we determined in

section 5.1 to take the form:
F®) (z) = 2Rtk (7.14)

Using (7.5) and setting m; = mg = 1, we immediately get

FR)(s) o (s — 4)F (7.15)
which is the correct result corresponding to the flat space form factor (0|OF®9*® |k, ks).
Alternatively we can use the phase shift formula. The BOE data is now

A 2
(k) k N Afree n
o — 4 1 n=|— . 7.16
An Ag,n—00 (S ) ( ) “An s <A¢> ( )

Plugging this into (7.13), a simple computation leads again to (7.15).
As a different example, we can compute the flat space limit of a local block with
A = Ay < 2A, corresponding to the exchange of a bound state of mass my, = Ay/R. We

ZMore properly, such blocks are exponentially suppressed for sufficiently negative z. We then define the
analytic continuation of the form factor for all negative z by explicitly subtracting out those blocks.
24This form factor and its expansion can be derived in a similar fashion to what was done in section 5.1.
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will obtain a finite answer if we multiply the local block with the correct prefactor. Let

us set éfgee
A (A 2A,) (7.17)
We will compute
Fils) =g  lim  (Agea,) [e720L37 7 (2)] (7.18)

Ap,Ay—r00
The justification for this specific prefactor is that it corresponds to the one obtained by
the AdS Lagrangian computation of section 5.2 since, in the notation of that section, we
have Apéa, a'2(Ay). In other words, this is the prefactor we must include to obtain a
good flat space limit, where g remains constant and finite in units of the mass gap to some
power. Using the phase shift formula we get

[e’s) ~free
Fo(s) = —glp Y e 'a(Bn=280) <0A5> €¢_1(Ab)NA¢(Am s)

=
A Efree A 2
~ 920 [ TAy ) pBe—liA ns | _ (7.19)
2 <éfrc7cl> Ns ( b) ? < Ad) > S.
2m? 1
s mb — S

We see that the form factor takes precisely the expected form in the flat space limit.

We can combine the phase shift formula with this result to get a dispersion relation for
the form factor. For simplicity we will do the derivation for & = Ay = Ay = Ay. We start
from (3.24) and take the flat space limit:

A
Fu= Y et [ X | (F<z>— 3 CAGMZ))]
0<A<2A, o0 0<A<2A4
s—4 o ds’ -5 ,
= O = e (7:20)

where, using the phase shift formula for the integrand,

v(s) =T F(s)= Y 2sin B(A - 2A¢)] (;AA) Na,(A,s), (7.21)

A>A14+A2

Note that the sum over states localizes in a small window around (A/Ay)? — s = O(\/&)
The above establishes an analytic continuation of the flat space form factor from physical to
all complex kinematics. In particular, assuming the expression makes sense (i.e. the integral
converges), the above demonstrates that the flat space form factor is indeed local in the
sense discussed previously.

7.4 Extremality and integrability

To conclude this section, let us make a connection to the theory of 2d integrable models.
In such models, form factors can be constructed appealing to two conditions known as
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Watson’s equations (see e.g. [65]). Let us focus on the two-point form factors considered in
this work. The first condition is that form factors are local, i.e.

F(e?™s) = F(s). (7.22)

This means that form factors do not have branch cuts along the negative s axis. Using the
mapping z = 1 — s/4 given in (7.6), this translates to absence of a discontinuity for z > 1,
i.e. the locality conditions we have discussed in this work. The second condition, which
holds specifically for 2d integrable models, is that the discontinuity of the form factor for
physical kinematics should be given by the S-matrix. This translates to:

F(s+ie) = F(s —i€e)S(s + ie) s>4, (7.23)

where S(s) is the two-to-two S-matrix. We will now see that this condition can be derived
from our construction assuming that the BOE data is of a special kind in the flat space
limit. In fact, our argument actually shows the above holds in general spacetime dimension
upon replacing S(s) — Se—o(s) (the spin-0 phase shift). The key assumption is:

 In the flat space limit Ay — oo, the BOE is effectively captured by a single analytic
family of states of dimensions A, = 2Ay4 + 2n + v,, with v, slowly varying, i.e.
Onyn = O(1/Ay).

Physically this means that the BOE spectrum (in the scalar channel) has no ‘particle
production’ in the flat space limit, so that only double-trace type operators contribute.
Under this assumption, the phase shift formula simplifies to

F(s)= Y 2e72(87280) (?) Na, (A, 5) = e F1g(s), (7.24)
A>2A, €A

with

g(s) = D 2(-1)" KA> NA¢<A,s>] | :
n—0 A A=2A y+2n+n (7.25)

Y(s) = Tn

n=[A,Y52 |

and the flat space limit implied everywhere. In previous work [48] it was shown that e imY(s)
defined above is precisely the 2-to-2 S-matrix of the integrable model, eF7() = S(s + i¢)
(or the spin-0 phase shift in general dimension), from which now follows (7.23).

8 Discussion

We have initiated a systematic study of bulk reconstruction from an operator perspective.
Specifically, we reformulated it as the problem of finding solutions to a set of functional sum
rules on the BOE and boundary OPE data. They arise by imposing locality of correlators
involving one bulk and two boundary insertions — ‘AdS form factors’ A nice feature of
these sum rules is that they can be chosen to be dual to Generalized Free Field solutions in
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the sense of eq. (4.20). This means that they are especially well adapted for studying QFTs
in AdS that are perturbatively close to a free theory. Thus, as promised in the introduction,
this formalism allows one to canonically construct local bulk fields in large N CFTs.

Let us discuss how our construction must be modified to account for bulk theories
with local symmetries, leaving a detailed account for future work [51]. For the purposes
of discussion, let us concentrate on internal, local symmetries. In this context, consider
what would happen if we try to reconstruct a local bulk operator that is charged under the
gauge group. By gauge invariance, we know that the operator must get dressed with gauge
flux, perhaps in the form of a Wilson line. The flux stretches out to the AdS boundary
and should show up as a breakdown of locality.?> Concretely, form factors involving the
boundary conserved current dual to the bulk gauge field should be sensitive to this dressing
as a failure of conservation in the following sense. Supposing we attach a Wilson line to the
bulk operator, reaching the boundary at some point xg, let us schematically denote the full
object as @4, (z,u). Then current conservation gives:

;;L (T4 (1) B2 B (2, 0)) = i 5D (1 — 20) (B(ar2) By (2, 0) o

—iq 6D (21 — w3) (Bw2) By ()

with ¢ the charge of ¢(z). For instance, if we choose zyp = x so that the Wilson line lies
along the orthogonal projection of ® to the boundary, the delta function takes the form
0(z —1). Thus we expect the AdS form factor to have a singularity, and for locality to
break down at z = 1. More generally, dressed operators will lead to failures of conservation
of J¥ and the breakdown of locality away from boundary operator insertions. The good
news is that the above suggests this breakdown should be controlled by the Ward identity
plus a choice of dressing. Thus our sum rules should still be applicable, albeit now with a
non-trivial (and hopefully controllable, at least for large N) right-hand side,

Z cabn(A) = (fixed by conservation + dressing) . (8.2)
A

Similar comments generalize straightforwardly to dressings of operators in the presence of
gravity, replacing the conserved current with the stress tensor. We hope to pursue further
investigations along these lines in the near future.

In spite of the above discussion, we would like to emphasize that the perspective pursued
in this work, namely of non-gravitational QFTs in AdS space, is not without its uses. Indeed,
the study of QFTs in AdS has received increasing interest in recent years [46-49, 57, 68], as
this setup allows QFT questions to be formulated in terms of CFT ones, which can then be
readily adressed with rigorous bootstrap techniques. The present work can be seen as a
way to systematically include additional constraints on a CFT, other than crossing and
unitarity, for it to be compatible with the existence of a local AdS bulk description. In
this paper, we have begun to explore this analytically. For example, in the context of GFF

25 An interesting alternative is that this flux might instead get attached onto features of the background
geometry, or in CFT language, onto specific features of a non-vacuum state [66, 67]. This should lead to a
breakdown of locality that is exponentially suppressed, rather than power law as discussed here.
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theory, we showed explicitly that bulk locality imposes infinitely many relations between
OPE coefficients. Similarly, interesting CFTs without a stress-tensor, such as long-range
models, can be described by QFTs in AdS and the kind of sum rules described in this
work should then be very useful in bootstrap applications to impose extra constraints on
the OPE data. In fact, the simplest such constraints, associated with the existence of a
bulk free field,?% have already been put to use in such applications [55-57]. Our work adds
significantly new constraints to account for the existence of composite bulk fields. The
results may be seen as an AdS generalization of the kind of logic that was previously used
in bootstrap studies of S-matrices and form factors [69, 70].

One of the outcomes of the present work is that flat space form factors can be determined
from the boundary CFT. Here we have focused on the case where the bulk theory is gapped,
but it would be interesting to pursue a more detailed understanding of the dictionary for
gapless theories. This would then allow us to explore situations where the bulk theory suffers
from infrared divergences and there are difficulties in defining a finite S-matrix. AdS/CFT
suggests a natural regularization for these divergences and provides non-perturbative, well-
defined observables — boundary CFT correlators — which can perhaps be used to define
good S-matrices in the bulk.?” It seems to us that, to make progress in this direction, it
would be important to understand how LSZ reduction of bulk correlators in flat space is
related to the push map in AdS/CFT — something for which the constructions presented
in this paper should be very useful.

Although our language has been that of QFTs in AdS space, our results also have
immediate applications to boundary conformal field theories (BCFTs). Indeed, that merely
corresponds to the case where the QFT happens to be a conformally invariant CFT4.1. In
that case the bulk fields can be labelled by representations of the (bulk) conformal group
SO(d +2,1) and, in particular, by bulk scaling dimensions AY. In these circumstances, one
can make a Weyl mapping from AdS to a flat metric, which we can think of as a half-space,
or equivalently the interior of the d + 1 dimensional ball. The mapping of correlators is
simply given by

(—X - D2(X) (8.3)

AdS
In particular, this means BCF'T correlators are trivially related to the ones considered in
this work, so our results apply equally well to that case. In BCFT there is, of course, also
an OPE available between bulk fields, and this fact has been exploited in the past to obtain
constraints on both BOE and bulk OPE CFT data [74] by bootstrapping bulk two point
functions. It would be very interesting to combine these with the set of bulk locality sum
rules that we developed in the present work, and to see what improvements they may add.

As a final note, let us point out that, on a technical level, our construction is closely
analogous to what was done for the crossing equation in CFTs [28], especially in 1d where
there is a single cross-ratio, as for our locality equation. However, our construction of

26 As we saw in section 2.4, free fields in the bulk are a special case where the BOE contains only two blocks.

%7 As well as the well-known infrared divergences in 4d (see [71] for a recent discussion), infrared issues can
also arise in integrable 2d models (see e.g. [72]). Boundary correlators in AdS have indeed been considered
as an infrared regulator in that context [73].
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functional kernels was significantly easier for two reasons. Firstly, it was sufficient for us to
focus on functionals whose actions have simple zeros. While some functionals with double
zeros relevant to the present setup follow from those presented in [30], initial explorations
did not seem to show them as immediately useful. Secondly, the functionals here act directly
on blocks rather than differences of direct and cross channel blocks. Since boundary blocks
are eigenfunctions of a differential operator, one may naturally wonder if our constructions
can be interpreted as obtaining a ‘basis’ for some space. In follow-up work [75], we will
make this idea precise. We will demonstrate that the functionals constructed here indeed
form a basis in a well-defined sense. We will also show that it is possible to characterize and
construct a broad class of many other bases, which are dual to BOEs with non-trivial spectra.
An optimistic hope would be to generalize this line of thought to the crossing equation and
eventually obtain exact ‘extremal’ interacting solutions to the crossing equation, at least
for 1d CFTs.
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A Integral identities for exchange diagram

In this appendix to section 5.2, we give some integral identities that were used to write the
exchange diagram (5.18) in the form (5.21). The integral over X’ in (5.18) can be done
using the following identity

>, A d)
aT T'(d45)
2P - XA 2 2 D(A) ij(—2P; - Py)%
where 19 := M and so on. Then the integral over () is done using the identity
. 3 2 3
[ ,d@ H 5/ H A exp <ZtiPi> L Y Ai=d. (A2
RO ( i=1 i=1
In the particular case P3 = X, i.e. P§ = —1, these integrals can be computed as

1

_ 4 3 —2Po
- (g (—QPZPJ)‘SU) I(:U)’ v (—2P13)(—2P23)
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with
1= | e b D (15 — )T (615 + )T (625 + ). (A4)

— 400 211

Finally, closing the contour and picking up the poles on the right-hand side, this is determined
to be

3
I(x) = HF(S—Ai)] 2 F (%—AL%—Aml—i—Ag—%,x) (A.5)
=1
+T(ADT(A)T (A5 = §) 2272 5By (A, Mg, 1= Mg+ 4,2) . (A6)

B &* interactions

This is an appendix to section 5.3 where we provide some explicit formulae that were
omitted from the main text.

The coefficients d,, of the blocks G5, ,,, in the expansion (5.29) are, to order O(g), a
product of explicitly known quantities,

. . - \AA
_ %2 AN (@2 AA 2A+2n
dn = Hox (90 AoA2n = (“2A+2n/\25+2n) ( AX ) : (B.1)
2A+2n
AA
2A+2n
expansion of the form factor (®2 ¢ ¢) in GFF theory,

To leading order, M§Z+2n)‘ are the coefficients (5.4) appearing in the boundary block

3 AR _ (D" (A
FoRtan™2aton = 1 (28, 24 7) +0(g) (B.2)
2 n

while the ratio of structure constants may be extracted from, e.g., ref. [76],

AA ndlo—d—d. — X
)\25—1—271 _g(_l) +12 4 dTr d/ZF(A)Z (B 3)
AN d 2 :
)‘2&+2n FE)IN(A)
F(A—A—n)l“(g+n)F(A+n)F(A+n+%—%)F(A+A+n—%)+O( 2)
T(A+n+ LD (A+n+1-HT (2A+n+1—-d) g7
The product of (B.2) and (B.3) gives the coefficients d,, in (B.1),
9—4—d —d/21(d
d, — m V(54 (B.4)

n!T(g)
D(Ag—A1—n)T(A1+n)’T(3 =2+ A1 +n) D (=2 + Ao+ A1 +n)T (=S +2A1+n)
T(A0)2T(3+A14+0)T (1= §+A1+n)D(1—d+2A1+n) (= §+2A1+2n)

43 —



The other tower of coefficients ¢, (for the blocks Goa o) are

(D)™ D(mA4A0)’T(2— 2 4+2A)

m= Ao+m), B.5
‘ m'F(AO)QF(2m—%—{—2AO) C( 0 m) ( )
1
) 2722480 (4 4A)r2-DD(A)D(~ 4 +2A,) ©8)
C = ‘
(d—4A)L(3+AT (1= +A1)?
y dAq
(I=A+A)(1+2A1) (A1 +1-9)
1+ 414430 A T-A+ A 1- 4427,
§+A1,2—§+A1,2—A+A172—d+2A1
1 g Aq l_d‘FAl —A+A —d—FQAl
F 29 ’2 2 9 ) 2 A d_A
TA-AT 4<§+A1,1—§+A1,1—A+A1,1_d+2A1’ HA=5-4)

We will also use the fact that the product of two bulk-to-bulk propagators between the
same points has the following expansion [61]

PRE(X", X)PRP(X',X)=> " an PRP A, 1on( X', X), (B.7)
n=0
—d/2 .
o T (20, +2Ap+4n—d)T(d/2+n) B.8)
n!T(d/2)

y (A +n)D(Ap+n)T(Ag+Ap+n—d/2)T(Ag+Ap+2n+1—d)
T(Ag+n+1—d/2)T(Ap+n+1—d/2)T(Ag+Ap+n+1—d)T(Ag+Ap+2n)

C General flat space limit

In this appendix to section 7, we present results relevant for determining the flat space
limit of boundary blocks for general d, A1, Ay. We want to determine the flat space limit
of C;’lf. The idea is to start from the Casimir equation satisfied by GlAQ,

[(33 —A(A - d)} GR2(z)=0 (C.1)
with 03 given by
CRf() = (1= F 2 |17 ()] (€2
We now plug in an ansatz
G = (©3)

and expand (C.1) for large A with Aqp = Aqa/A fixed. Setting

1—vV1-2
S v, el (€4
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we can find

~ AIQ
T
1+A12 7") A12 1+r

N(z) = ’
e 1+u(r +r(2A%2+V(T)+T)
(1 A12> \/1—1/(7‘ +7=(2A%2—IJ(T‘)+T‘)
C.5)
/4 (
D) = 2NN V)

(1472 + 2828 + (14"
12

v(r) = \/(1 —71)2 +4A%,r,
where the normalisation is fixed by the small z asymptotics. Let us introduce now the BOE
density

. r <A+A21—A2> 1: (A—A21+A2) r (—d+A§A1+A2> | )
[ (AT (A=217822) 1 (A) T (A - )

Then in the same large A limit studied in section 7, with z < 0, one finds from the above

expressions
cg(l(:;))Q_Ai”GE (1) ~ 2Vara0(A 1), (C.7)
where N .
FE R (C.8)
and 2

(U _ 8A1A28 ) (09)
(A1 + A9) (5= 4) [(A1 + A9)” s — 443

is a normalised Gaussian centered at s = 4 Aﬁ AQ}Q, tending to a delta function in the large
A limit.
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