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**Abstract**

The Neighbor Joining Algorithm is among the most fundamental algorithmic results in computational biology. However, its definition and correctness proof are not straightforward. In particular, “the question “what does the NJ method seek to do?” has until recently proved somewhat elusive” [Gascuel & Steel, 2006]. While a rigorous mathematical analysis is now available, it is still considered somewhat hard to follow and its proof tedious at best.

In this work, we present an alternative interpretation of the goal of the Neighbor Joining algorithm by proving that it chooses to merge the two taxa $u$ and $v$ that maximize the “leaf-status”, that is, the sum of distances of all leaves to the unique $u$-$v$-path.
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1 Introduction and Preliminaries

**Neighbor Joining.** Given $n$ taxa, as well as pairwise distances $d(u,v)$, the Neighbor Joining algorithm finds an undirected edge-weighted tree $T$ whose leaves correspond to the $n$ taxa and such that each two taxa $u$ and $v$ have distance $d(u,v)$ in $T$, provided such a tree exists (the distances are called “additive” in this case). In this work, we call any such $T$ a representation of the distances $d$. To find a representation for the input distances, the Neighbor Joining algorithm finds a pair of taxa that are guaranteed to form a cherry in some representation $T$ of $d$. It then “merges” these two taxa into a new taxon corresponding to the mid-point of the cherry in $T$. Finally, the distances $d$ are updated and a tree representing these new distances is found recursively. See [FF04; Swo+96] for a more thorough explanation and examples for the Neighbor Joining algorithm.

A drawback of the algorithm is that finding a pair of taxa that form a cherry in a representation is a very opaque process, to the point where the technique has been called “obscure” or even “black magic” [CP13]. Efforts to render this important step more comprehensible and intuitive have been conducted [Att97; CHP93; Swo+96; VD91] (see the excellent collection by Bryant [Bry05], indicating why each of them is not fully satisfying). Gascuel and Steel [GS06] concluded that “NJ greedily optimizes a natural tree length estimate” by selecting “at each step as neighbors that pair of current taxa, which most decreases the whole tree length, as computed using the generalized Pauplin formula”. While this is a solid mathematical characterization, the “whole tree length” is hardly intuitive and proving that a pair that most decreases it should form a cherry in a representation of $d$ is lengthy and tedious. Neighbor Joining will produce a tree even for non-additive distances and it has been claimed that the algorithm does not explicitly optimize any criterion in this case [FF04; Gas00; Swo+96].

In this work, we follow a similar path as Vach and Degens [VD91], giving a simple and intuitive reformulation of the pair-selection criterion that allows easy verification of correctness for additive distances and hopefully helps teach this important algorithm in class. Indeed, it turns out that taxa $u$ and $v$ are selected to be merged if their hypothetical parent is furthest from the center of the representing tree, more precisely, it has maximum “leaf-status” (see below).

Let us have a closer look at the process of selecting taxa to be merged by the Neighbor Joining algorithm. From the distances $d(u,v)$, new quantities $q(u,v)$ are computed as follows.

$$q(u,v) := (n-2) \cdot d(u,v) - \sum_x d(u,x) - \sum_x d(v,x) \quad (1)$$

Then, the pair $(u,v)$ minimizing $q(u,v)$ is selected to be merged. Correctness is established by Studier and Keppler [SK88], who showed that this formulation is equivalent to the one used by Saitou and Nei [SN87]. Indeed, leaves $u$ and $v$ minimizing $q(u,v)$ form a cherry in the sought tree representing the distances $d$ [Att97; EL09].

**Theorem 1 (“Neighbor Joining Theorem”).** Let $D$ be a distance matrix representable by a tree and let $u$ and $v$ be such that $q(u,v)$, as defined in (1), is minimum. Then, there is a tree $T$ representing $D$ in which $(u,v)$ is a cherry.

**Trees, Status and Leaf-Status.** Let $T$ be an undirected tree. We denote its nodes by $V(T)$, its edges by $E(T)$ and its leaves (nodes with degree one) by $L(T)$. Two leaves $u,v \in L(T)$ are said to form a cherry in $T$ if they are adjacent to the same node $x$ and $x$ is called the mid-point of the cherry. In this work, we will consider trees $T$ that do not contain nodes of degree two. Let the edges of $T$ be weighted by a function $\omega: E(T) \to \mathbb{N}^+$. The distance $d_T(u,v)$ between nodes $u,v \in V(T)$ is the weight of the unique $u$-$v$-path in $T$. For a $u$-$v$-path $p$ in $T$, we define the distance of a node $x$ to $p$ as the smallest distance of $x$ to any node on $p$, that is, $d_T(x,p) := \min_{x \in V(T)} d_T(u,x)$.

**Observation 1.** Let $u,v,x \in V(T)$. The distance of $x$ to the $u$-$v$-path $p$ is $d_T(x,p) = \frac{1}{2}(d_T(x,u) + d(x,v) - d(u,v))$.

1 The distances between taxa can be obtained in a variety of ways, for example by comparing their genomes.
For any edge $uv$ of $T$ let $L_{uv}^w$ denote the set of leaves $x$ that are closer to $u$ than to $v$ in $T$, that is $L_{uv}^w := \{x \in L(T) \mid d_T(x, u) < d_T(x, v)\}$. The status of $u \in V(T)$ in $T$ is the sum of all distances from $u$, that is, $s_T(u) := \sum_{x \in V(T)} d_T(u, x)$. While the status has been researched in the past [EJS76; Lin+12; LS09; QZ20; SL11], we require a slight variation of the concept: The leaf-status of $u \in V(T)$ in $T$ is the sum of distances of $u$ to all leaves, that is, $\ell_T(u) := \sum_{x \in L(T)} d_T(u, x)$. The leaf-status of a path $p$ of $T$ is the sum of distances of all leaves to $p$, that is, $\ell_T(p) := \sum_{x \in V(T)} d_T(x, p)$. With Observation 1, we observe that the leaf-status of a path can be formulated in terms of the leaf-statuses of its endpoints. Note how closely this formulation resembles Equation (1).

Observation 2. Let $u, v \in V(T)$ and let $p$ be a $u$-$v$-path in $T$. Then, $\ell_T(p) = \frac{1}{2}(\ell_T(u) + \ell_T(v) - |L(T)| \cdot d(u, v))$.

In the following, we will omit the subscript if $T$ is clear from the context.

Working with Leaf-Statuses. As a warm-up, we prove a version\(^2\) of [EJS76, Property 2.2] for the leaf-status.

Lemma 1. Let $uv \in E(T)$. Then, $\ell(u) - \ell(v) = \omega(uv) (|L_u^w| - |L_v^w|)$.

Proof.

\[
\ell(u) = \sum_{a \in L_u^w} d(a, u) + \sum_{b \in L_u^{\neg w}} d(b, u)
\]

\[
= \sum_{a \in L_u^w} (d(a, u) + \omega(uv)) + \sum_{b \in L_u^{\neg w}} (d(b, u) - \omega(uv))
\]

\[
= \sum_{a \in L_u^w} (d(a, v) - \omega(uv)) + \sum_{b \in L_u^{\neg w}} (d(b, v) + \omega(uv)) = \ell(v) + \omega(uv) (|L_u^w| - |L_v^w|) \quad \Box
\]

Corollary 1. Let $T$ be a tree with at least three leaves and let $x \in V(T)$ minimize $\ell(x)$. Then, $x$ is not a leaf.

A central theorem concerning the status is that, for any path $(v_0, v_1, \ldots, v_k)$ in $T$ originating in a node $v_0$ of minimum status in $T$, we have $s(v_0) \leq s(v_1) < s(v_2) < \ldots < s(v_k)$ [EJS76, Theorem 3.3]. Using Lemma 1, we show a similar version for the leaf-status of $T$ even when edges are positively weighted.

Lemma 2. Let $T$ be a tree with edge-weights $\omega : E(T) \to \mathbb{N}^+$ that is free of degree-2 nodes. Let $(v_0, v_1, \ldots, v_k)$ be a path in $T$ and let $v_0$ have minimum leaf-status in $T$. Then, $\ell(v_0) \leq \ell(v_1) < \ell(v_2) < \ldots < \ell(v_k)$.

Proof. For all $i$, we abbreviate $L_{v_i}^+ := L_{v_i}^{v_{i+1}}$, that is, $L_{v_i}^+$ is the set of leaves that are closer to $v_i$ than to $v_{i+1}$, and $L_{v_i}^- := L_{v_i}^{v_{i-1}}$. Note that, as $T$ is a tree without degree-2 nodes, we have $L_{v_i}^- \subseteq L_{v_{i+1}}^-$ and $L_{v_i}^- \supseteq L_{v_{i+1}}^+$, implying $|L_{v_i}^-| < |L_{v_{i+1}}^-|$ and $|L_{v_i}^-| > |L_{v_{i+1}}^-|$. Further, for all $i$, as $\omega(v_i v_{i+1}) > 0$, we have

\[
\ell(v_i) \leq \ell(v_{i+1}) \quad \text{Lemma 1} \quad |L_{v_i}^-| \geq |L_{v_{i+1}}^-|
\]

and

\[
\ell(v_i) = \ell(v_{i+1}) \quad \text{Lemma 1} \quad |L_{v_i}^-| = |L_{v_{i+1}}^-|
\]

(2)

We prove the lemma by induction on $i$. For $i = 0$, $\ell(v_i) \leq \ell(v_{i+1})$ by definition of $v_0$. Otherwise, $\ell(v_{i+1}) \leq \ell(v_i)$ by induction hypothesis, implying $|L_{v_i}^-| > |L_{v_{i+1}}^-| \geq |L_{v_{i+1}}^-| > |L_{v_i}^-|$ by (2). But then, $\ell(v_i) < \ell(v_{i+1})$ by (2). \(\Box\)

Lemma 2 implies that, in analogy to the status, the nodes $v$ minimizing the leaf-status are “in the center” of $T$ and that $\ell(v)$ is a measure of “elongation from the center” of $T$.

2 Results

Instead of minimizing the “ominous” values $q(u, v)$, we propose to maximize the leaf-status of the $u$-$v$-path $p$ in the target tree $T$, augmented by the length $d(u, v)$ of $p$:

\[
z(u, v) := d(u, v) + \ell(p) = d(u, v) + \sum_{x \in V(T)} d(x, p) \quad \text{Observation 1} \quad = d(u, v) + \frac{1}{2} \sum_{x \in V(T)} (d(u, x) + d(v, x) - d(u, v))
\]

(3)

Indeed, $q(u, v) = -2z(u, v)$ can be easily verified for all taxa $u$ and $v$ and, thus, maximizing $z(u, v)$ is equivalent to minimizing $q(u, v)$. The following key property connects $z(u, v)$ to the leaf-status in a representation $T$ for $d$.\(^2\)

The original property is proved for the status in unweighted graphs, while ours is for the leaf-status in edge-weighted trees.
Lemma 3. Let $T$ be a tree with positive edge-weights without degree-2 nodes and let $u, v \in L(T)$. Let $w$ be an inner node of the unique $u$-$v$-path $p$ in $T$. Then, $z(u, v) \leq \ell(w)$ and equality holds if and only if $p = (u, w, v)$.

Proof. By definition, for all $x \in L(T)$, we have $d(x, p) \leq d(x, w)$ and, as $T$ is free of degree-2 nodes and its edge-weights are positive, equality holds if and only if the $x$-$w$-path avoids all edges of $p$. Since $d(u, v) = d(u, w) + d(w, v)$, we conclude

$$z(u, v) \overset{(2)}{=} d(u, v) + \sum_{x \in L(T)} d(x, p) = d(u, v) + \sum_{x \in L(T) \setminus \{u, v\}} d(x, p) \leq d(u, w) + d(v, w) + \sum_{x \in L(T) \setminus \{u, v\}} d(x, w) = \sum_{x \in L(T)} d(x, w) = \ell(w),$$

and equality holds if and only if all paths from leaves $x \in L(T) \setminus \{u, v\}$ to $w$ are edge-disjoint to $p$ or, equivalently, all edges in $p$ are incident with either $u$ or $v$, that is, $p = (u, w, v)$. \qed

As the main contribution, the following theorem establishes the connection of $z(u, v)$ to the leaf-status, thereby giving a simple, intuitive explanation of the correctness of the Neighbor Joining algorithm: it merges leaves $u$ and $v$ that, in each representation $T$ for $d$, form a cherry whose mid-point has maximum leaf-status and, by Lemma 2, maximum elongation from the center of $T$.

Theorem 2. Let $d$ be distances for at least three taxa, representable by a tree $T$ and let $u, v \in L(T)$ such that $z(u, v)$ is maximum. Then, $u$ and $v$ form a cherry in $T$ and $\ell(w) = z(u, v)$ for its mid-point $w$.

Proof. Assume towards a contradiction that $u$ and $v$ do not form a cherry in $T$. Let $c$ be a node of minimum leaf-status in $T$ and let $p$ be the unique $c$-$u$-path in $T$. By Corollary 1, $c$ is not a leaf and the predecessor $x$ of $u$ in $p$ is not a leaf either.

By Lemma 3 and the assumption that $u$ and $v$ are not a cherry, $z(u, v) < \ell(x)$. Since $x$ does not have degree two in $T$, we know that $x$ has distinct neighbors $s$ and $t$, none of which is $u$ or $v$. Without loss of generality, let $\ell(s) \geq \ell(t)$. If $s$ is a leaf in $T$, then $z(u, s) = \ell(x) > z(u, v)$ by Lemma 3, contradicting maximality of $z(u, v)$. Thus, suppose that $s$ is not a leaf in $T$. Clearly, Lemma 2 forbids $\ell(s), \ell(t) \leq \ell(x)$ and, thus, $\ell(s) > \ell(x)$. Of the two connected components of the result of removing the edge $xs$ from $T$, let $T_s$ be the one containing $s$. Note that (a) $u, c \notin V(T_s)$ and (b) $\ell(y) > \ell(x)$ for all $y \in V(T_s)$ by Lemma 2. Since $s$ is not a leaf in $T$, there is a cherry in $T_s$ that is also a cherry in $T$ and, by Lemma 3, this cherry contradicts maximality of $z(u, v)$. Thus, $u$ and $v$ form a cherry in $T$ and, by Lemma 3, $\ell(x) = z(u, v)$. \qed

3 Conclusion and Discussion

We presented a new, intuitive point of view onto the well-known Neighbor Joining algorithm. We show that finding the minimum in a matrix of “obscure” entries can be interpreted as finding the internal node $w$ maximizing the “leaf-status”, that is, the sum of distances to $w$ in the target tree $T$. While the proof of the Neighbor Joining Theorem is usually skipped in class due to its complexity, our simplified explanation and proof can be taught to undergraduate students with reasonable effort.

The proof that we present here relies on the edge-weights in the target tree $T$ being positive. Indeed, upon closer inspection, the proof only requires the edge-weights of all internal edges of $T$ to be positive. Thus, our results are applicable to a modification of the Neighbor Joining algorithm that constructs the result of contracting all weight-zero edges between internal nodes of $T$. One can realize that, in presence of zero-weight internal edges in $T$, the Neighbor Joining algorithm returns an arbitrary binary tree $T’$ such that contracting all zero-weight internal edges in $T$ and in $T’$ results in the same tree.
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