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A B S T R A C T

This paper presents the workspace optimization of one-translational two-rotational (1T2R)
parallel manipulators using a dimensionally homogeneous constraint-embedded Jacobian. The
mixed degrees of freedom of 1T2R parallel manipulators, which cause dimensional incon-
sistency, make it difficult to optimize their architectural parameters. To solve this problem,
a point-based approach with a shifting property, selection matrix, and constraint-embedded
inverse Jacobian is proposed. A simplified formulation is provided, eliminating the complex
partial differentiation required in previous approaches. The dimensional homogeneity of the
proposed method was analytically proven, and its validity was confirmed by comparing
it with the conventional point-based method using a 3-PRS manipulator. Furthermore, the
approach was applied to an asymmetric 2-RRS/RRRU manipulator with no parasitic motion.
This mechanism has a T-shape combination of limbs with different kinematic parameters,
making it challenging to derive a dimensionally homogeneous Jacobian using the conventional
method. Finally, optimization was performed, and the results show that the proposed method
is more efficient than the conventional approach. The efficiency and simplicity of the proposed
method were verified using two distinct parallel manipulators.

. Introduction

One-translational two-rotational (1T2R) type parallel manipulators (PMs) have one translational motion along the 𝑧-axis and two
otational motions about the x- and y- axes. The remaining axes cannot be used to perform tasks because they are constrained. A
ypical example of a 1T2R-type PM is a 3-PRS manipulator with a symmetrical limb distribution. However, it is crucial to remember
hat a small unwanted and uncontrollable displacement, called parasitic motion, occurs along the constrained directions [1]. To
liminate parasitic motion, special limb structures and combinations have been studied [2–4]. These nonparasitic 1T2R PMs have
hree intersecting limb planes: two planes coincident with each other and the other plane perpendicular to the coincident plane.
ereafter, this type of nonparasitic 1T2R PM is referred to as the T-mechanism to emphasize the shape of the plane intersection.

T-mechanisms are more complex than symmetrical 3-PRS manipulators because of their different limb structures and asymmet-
ical limb combinations, which makes workspace optimization complex and challenging. The schematics of the two manipulators
re shown in Fig. 1.

Increasing the workspace without singularities or at a sufficient distance from the singularity while performing desired tasks
s often related to the manipulator’s performance optimization. The key step in optimizing PMs is to find an efficient method to
etermine the workspace. There are several methods for measuring the performance of a manipulator, which are broadly classified
s Jacobian-based and non-Jacobian-based approaches [5,6].

∗ Corresponding author.
E-mail address: doikkim@kist.re.kr (D. Kim).
094-114X/© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
http://creativecommons.org/licenses/by-nc-nd/4.0/).

ttps://doi.org/10.1016/j.mechmachtheory.2023.105391
eceived 8 December 2022; Received in revised form 7 April 2023; Accepted 9 May 2023

https://www.elsevier.com/locate/mechmt
http://www.elsevier.com/locate/mechmt
mailto:doikkim@kist.re.kr
https://doi.org/10.1016/j.mechmachtheory.2023.105391
http://crossmark.crossref.org/dialog/?doi=10.1016/j.mechmachtheory.2023.105391&domain=pdf
https://doi.org/10.1016/j.mechmachtheory.2023.105391
http://creativecommons.org/licenses/by-nc-nd/4.0/


Mechanism and Machine Theory 188 (2023) 105391H. Nigatu and D. Kim

o
r
w
a
o

c
a
t

a
m
u

u
h
t
t
c
s
a
h

Fig. 1. Schematics of example manipulators. (a) 3-PRS manipulator. (b) 2-RRS/RRRU parasitic motion-free manipulator.

Jacobian-based approaches include local and global conditioning indices based on the condition number [7–10], the character-
istic length approach [11–13], and the characteristic point-based method [14–16].

Non-Jacobian techniques include angle-based [17], screw theory-based [18,19], and matrix orthogonal degree-based [20]
kinematic performance indices.

Although each technique has its own advantages and disadvantages, Jacobian-based approaches appear to be more practical
and accessible because most researchers apply a Jacobian to design and analyze PMs in the early stages. However, a Jacobian
can only be directly used in optimization if the manipulator’s degrees of freedom (DoF) is pure rotation or translation, and its
input actuators have a uniform dimension [15,21–26]. The conventional Jacobian matrix of PMs not in this category cannot be
used for performance evaluation owing to dimensional inhomogeneity. For mixed DoF manipulators, the terms in the Jacobian are
combinations of linear (distance unit) and rotational (dimensionless unit) motion, which leads to inaccurate condition numbers
or singular value computations. Moreover, if one switches from radians to degrees, the condition number of the Jacobian gives
different values even for an identical manipulator with the same configuration. The actual performance of the manipulator cannot
be determined because of the inaccurate and misleading algebraic characteristics of the Jacobian [21]. To deal with this problem,
several researchers have proposed methods to homogenize the Jacobian matrix.

Ma and Angeles in 1992, Ranjbaran et al. in 1995, and many others have proposed characteristic length methods [11,27].
However, despite their widespread use, the geometric meaning of such methods is unclear; these are also inconsistent when deriving
the characteristic length [16].

In 1992, Gosselin introduced a point-based approach for the planar mechanism [28]. In 2003, Kim and Ryu extended the work
of Gosselin by developing an 𝑚×9 Jacobian that mapped nine Cartesian linear velocities of a spatial manipulator into the velocities
f 𝑚-number of actuators, considering that all actuators have a uniform unit [29]. However, suppose three points are selected to
epresent the motion of a 3- DoF manipulator. Nine elements (three for each point) are obtained and only three are independent
hile the others are dependent. Because the mapping matrix in [8,29] includes these dependent elements, the computation of the
lgebraic characteristics may not have physical significance. As a result, the condition number could also cause a misunderstanding
f the performance evaluation.

In 2006, Pond et al. [15] proposed a square dimensionally homogeneous Jacobian mapping of only three independent
omponents of selected points on a moving plate to the corresponding actuated joint rate for dexterity analysis. This method is well
ccepted and can reliably determine the dexterous region of the workspace using the condition number or singular value. However,
his approach involves a highly tedious partial differentiation procedure or computational burden if numerical differentiation used.

Liu et al. [14] formulated a point-based square dimensionally homogeneous Jacobian by considering a set of linearly independent
xes at the points of a tetrahedron. Although they demonstrated the consistency of their approach using various manipulators,
apping the linear velocity of the selected point to the actuated joint rate is a complex process that in some cases is difficult to
nderstand.

This paper proposes a relatively straightforward method of developing a square dimensionally homogeneous Jacobian for manip-
lators with mixed DoFs. The proposed method avoids complex, time-consuming procedures and yields an intuitive dimensionally
omogeneous Jacobian utilizing a readily available constraint-embedded inverse Jacobian and shifting property. This method has
hree steps: (1) The manipulator-level inverse rate kinematic relation is obtained based on the analytic reciprocal screw method [30]
o explicitly include constraints. The constraint-compatible forward rate kinematic relation is obtained by simply inverting the
onstraint-embedded inverse Jacobian. (2) The linear velocities of points on the moving plate are obtained using a well-known
hifting property [31], and independent elements are filtered by a selection matrix. (3) Finally, by relating the equations in steps 2
nd 3, mapping between the independent Cartesian-velocity components and the actuated joint rate, i.e., the square dimensionally
omogeneous Jacobian, is achieved.
2



Mechanism and Machine Theory 188 (2023) 105391H. Nigatu and D. Kim

o
c

d
b
t

2

i
r
m
c
v

C

b
w
p

a
o
c

b
s

The method is then applied to optimize the workspace of a 3-PRS [15] and parasitic motion-free 1T2R manipulator [32]. The
ptimization in this study aims to maximize the workspace by finding the appropriate design variables (e.g., link lengths) using the
ondition number of the dimensionally homogeneous Jacobian.

The remainder of this paper is organized as follows. Section 2 derives the general dimensionally homogeneous Jacobian. Section 3
escribes the determination and optimization of the workspace. Section 4 validates the proposed method using a 3-PRS manipulator
y comparing it with the conventional method. In Section 5, a full kinematic relation and dimensionally homogeneous Jacobian of
he T-mechanism are derived and optimized. Finally, Section 6 concludes the paper.

. Formulation of dimensionally homogeneous Jacobian

To formulate the dimensionally homogeneous Jacobian, the existing Jacobian for the rate kinematics is modified. First, the
nverse rate kinematic relation with constraints is derived as in [30], and then inverted to obtain the constraint-compatible forward
ate kinematic relation. Second, three points on the moving plate are selected to represent the entire Cartesian motion of the
oving plate. Then, the linear velocities of the points are obtained from the Cartesian motion of the moving plate. The independent

omponents of the point velocities are obtained using a corresponding selection matrix. Finally, by relating the independent linear
elocity components of the points on the moving plate and the actuated joint rates, the (𝑓 ×𝑓 ) dimensionally homogeneous Jacobin

can be obtained, where 𝑓 denotes the DoF of the manipulator.

onstraint-embedded rate kinematic relation. The inverse rate kinematic relation of an 𝑓 -DoF manipulator with embedded constraints
is established based on the analytic reciprocal screw relation [30]. The general form is shown as Eq. (1):

[

𝒒̇𝑎
𝟎

]

=

[

𝑮𝑇𝑎
𝑮𝑇𝑐

]

𝒙̇ = 𝑮𝑇 𝒙̇ (1)

where 𝑮𝑎 ∈ R6×𝑓 denotes the motion part of the Jacobian and 𝑮𝑐 ∈ R6×(6−𝑓 ) denotes the constraint part of the Jacobian. 𝒒̇𝑎 ∈ R𝑓×1

is the actuated joint rate. 𝒙̇ ∈ R6×1 is the Cartesian velocity that must satisfy the structural constraint 𝑮𝑇𝑐 𝒙̇ = 𝟎.
For any lower DoF manipulator with the above kinematic relation, Eq. (1) can be inverted to obtain the constraint-compatible

forward rate relation. Note that 𝑮𝑇 can be inverted only if it is nonsingular, i.e., nonsingular in terms of motion and constraint,
either independently and/or simultaneously:

𝒙̇ = 𝑱 𝒒̇ =
[

𝑱 𝑎 𝑱 𝑐
]

[

𝒒̇𝑎
𝟎

]

(2)

Here, the constraint-compatible forward Jacobian matrix 𝑱 ∈ R6×6 is the inverse of 𝑮𝑇 and is partitioned for a simplified expression.
It can be seen in Eq. (2) that the blocks in the second column are related to the constraint, and thus are multiplied by a zero vector
in the joint space. This does not contribute to the generation of actual task motion. Therefore, Eq. (2) can be further simplified as:

𝒙̇ = 𝑱 𝑎𝒒̇𝑎 (3)

where 𝑱 𝑎 has a (6 × 𝑓 ) dimension.
From Eqs. (1) and (2), the inverse Jacobian 𝑮𝑇 and Jacobian 𝑱 have an inverse relation, and thus:

𝑮𝑇 𝑱 =

[

𝑮𝑇𝑎
𝑮𝑇𝑐

]

[

𝑱 𝑎 𝑱 𝒄
]

=

[

𝑮𝑇𝑎 𝑱 𝑎 𝑮𝑇𝑎 𝑱 𝑐
𝑮𝑇𝑐 𝑱 𝑎 𝑮𝑇𝑐 𝑱 𝑐

]

=

[

𝑰 𝟎
𝟎 𝑰

]

= 𝑰 (4)

where each 𝑰 and 𝟎 has a corresponding dimension.
From this relation, the Cartesian velocity 𝒙̇ obtained from Eq. (2) is constraint-compatible, i.e., it always satisfies the constraints.

Linear velocity of selected points. Fig. 2 depicts the moving plate with its Cartesian motion and the selected points. To fully represent
the motion of a moving plate in space, it is necessary to identify three non-collinear points embedded on it. These three points can
be used to define a plane, which can be described by a vector normal to the plane, denoted as 𝒏. To describe the pose of the moving
plate, one of the three points on the plane (𝒑1) is selected, along with any other point on the plane, denoted as 𝒑. A plane can then
e defined using the vector connecting 𝒑1 and 𝒑, and the normal vector 𝒏. This plane can be expressed using a plane equation,
hich can be written as 𝒏𝑇 (𝒑− 𝒑1) = 0. It is important to note that any point satisfying this plane equation is in the plane, and the
lane contains the moving plate, allowing for a full description of its pose.

For most symmetric PMs, the center of the three joints on the moving plate can be taken as these points because they are three
nd non-collinear. However, for special PMs such as the T-mechanism, the non-collinear points may differ from the center of some
f the joints on the moving plate which the details are discussed in Section 5. Nonetheless, Fig. 2 provides an illustration for most
ases.

The Cartesian motion 𝒙̇ passes through the center 𝑂′ of the moving plate, and is described based on the fixed frame 𝑂 on the
ase plate. The center of joints connecting the moving plate with lower links is the most straightforward and logical choice for
electing representative points.

The selected points on the moving plate, denoted by 𝒑𝑖 for 𝑖 = 1, 2, 3, can be represented by the position vector 𝒂𝑖. However,
′

3

since the velocity of the points and the moving plate at 𝑂 are different, there must be a mapping function to relate them. Using
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Fig. 2. Selected points on the moving plate.

these relations and the shifting property [31], the velocity of the moving plate can be mapped to the linear velocity of a point 𝒑𝑖
as follows:

𝒗𝑝 =
⎡

⎢

⎢

⎣

𝑰 −[𝒂1]×
𝑰 −[𝒂2]×
𝑰 −[𝒂3]×

⎤

⎥

⎥

⎦

𝒙̇ = 𝑽 𝑝𝒙̇ (5)

here 𝒗𝑝 is the linear velocity vector of selected points with 9 dimensions. The matrix 𝑽 𝑝 ∈ R9×6 is the velocity transition with the
3 × 3 identity matrix 𝑰 , and the skew-symmetric matrix [𝒂𝑖]× of the vector 𝒂𝑖 where × is a cross product. The position vector 𝒂𝑖 is
represented in the inertial coordinate system. Thus, 𝒂𝑖 = 𝑹𝒂′𝑖 , where 𝒂′𝑖 is the constant local position vector from 𝑂′ to a point 𝒑𝑖,
and 𝑹 is the orientation matrix of the moving plate.

In general, not all components of 𝒗𝑝 are independent. Thus, it is important to extract components of 𝒗𝑝 that can fully describe
the motion of the moving plate with the selection matrix. The selection matrix establishment is dependent on the relation between
the linear velocity of points (𝒗𝑖) and moving plate (𝒙̇ =

[

𝒗𝑇 𝝎𝑇
]𝑇 ). This relation is shown in Eq. (5) and expanding it for the 𝑥, 𝑦

and 𝑧 component of the 𝑖th point yields:

𝑣𝑖𝑥 = 𝑣𝑥 + 𝑎𝑖𝑧𝜔𝑦 − 𝑎𝑖𝑦𝜔𝑧
𝑣𝑖𝑦 = 𝑣𝑦 − 𝑎𝑖𝑧𝜔𝑥 + 𝑎𝑖𝑥𝜔𝑧
𝑣𝑖𝑧 = 𝑣𝑧 + 𝑎𝑖𝑦𝜔𝑥 − 𝑎𝑖𝑥𝜔𝑦

(6)

From Eq. (6), we can observe that component 𝑣𝑖𝑥 contains information about 𝑣𝑥, 𝜔𝑥, and 𝜔𝑧. Similarly, 𝑣𝑖𝑦 comprises 𝑣𝑦, 𝜔𝑥, and
𝜔𝑧, while 𝑣𝑖𝑧 includes 𝑣𝑧, 𝜔𝑥, and 𝜔𝑦. Any manipulator that has independent motion of 𝑣𝑥, 𝜔𝑥, and 𝜔𝑧 can be uniquely described
by 𝑣𝑖𝑥. Similarly, manipulators that have motion in 𝑣𝑦, 𝜔𝑥, and 𝜔𝑧 or 𝑣𝑧, 𝜔𝑥, and 𝜔𝑦 can be uniquely described with 𝑣𝑖𝑦 or 𝑣𝑖𝑧,
respectively.

With this relation, we can determine the components that fully describe the motion of 1T2R PMs. Consequently, we can establish
the selection matrix to select the independent components of 𝒗𝑝 in Eq. (5) as follows:

𝑺𝒗𝑝 = 𝑺𝑽 𝑝𝒙̇

𝒗𝑝𝑠 = 𝑽 𝑝𝑠𝒙̇
(7)

where 𝒗𝑝𝑠 = 𝑺𝒗𝑝 is a vector for the selected independent velocity components, and 𝑽 𝑝𝑠 = 𝑺𝑽 𝑝 is an 3 × 6 matrix to map the selected
independent velocity components from the Cartesian velocity of the moving plate.

The selection matrix 𝑺 ∈ R(3×9) in Eq. (7) filters the linear velocity components that describe the motion of the moving plate.
In the class of 1T2R parallel manipulators (PMs) involving 𝑧-axis translation and 𝑥(𝑦) rotations, the 𝑧 component velocity of each

point can be chosen to describe the motion of the moving plate, and thus the selection matrix becomes:

𝑺 =
⎡

⎢

⎢

⎣

0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1

⎤

⎥

⎥

⎦

(8)

While this paper primarily focuses on the 𝑇𝑧𝑅𝑥𝑅𝑦 type of 1T2R PMs, it is important to note that the complete enumeration of
1T2R PMs comprises nine varieties, including 𝑇𝑥𝑅𝑥𝑅𝑦, 𝑇𝑥𝑅𝑥𝑅𝑧, 𝑇𝑥𝑅𝑦𝑅𝑧, 𝑇𝑦𝑅𝑥𝑅𝑦, 𝑇𝑦𝑅𝑥𝑅𝑧, 𝑇𝑦𝑅𝑦𝑅𝑧, 𝑇𝑧𝑅𝑥𝑅𝑦, and 𝑇𝑧𝑅𝑥𝑅𝑧.

From these nine varieties, only 𝑇𝑥𝑅𝑦𝑅𝑧, 𝑇𝑦𝑅𝑥𝑅𝑧, and 𝑇𝑧𝑅𝑥𝑅𝑦 PMs can be described using 𝑣𝑖𝑥, 𝑣𝑖𝑦, and 𝑣𝑖𝑧, respectively. For other
six manipulators, a combination of them must be used to fully describe the motion of the moving plate (See Appendix B for the
4

detail formulation of selection matrix for this group of PMs).
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Fig. 3. Procedure for dimensionally homogeneous Jacobian.

Dimensionally homogeneous Jacobian. Now, we relate the linear velocity of the points on the moving plate to the joint rate by
substituting Eq. (3) into Eq. (7):

𝒗𝑝𝑠 = 𝑽 𝑝𝑠𝒙̇ = 𝑽 𝑝𝑠𝑱 𝑎𝒒̇𝑎 = 𝑱 𝑑ℎ𝒒̇𝑎 (9)

The product of 𝑽 𝑝𝑠 ∈ R(𝑓×6) and 𝑱 𝑎 ∈ R(6×𝑓 ) is an 𝑓 × 𝑓 matrix, i.e., the dimensionally homogeneous Jacobian, 𝑱 𝑑ℎ = 𝑽 𝑝𝑠𝑱 𝑎. It
can be seen that Eq. (9) is only dependent on the constraint-compatible forward Jacobian. Thus, no new parameters or procedures
are needed in the intermediate process. To summarize the procedures described above, please refer to the flow of procedure shown
in Fig. 3.

Before using 𝑱 𝑑ℎ in Eq. (9), its dimensional homogeneity is discussed. From Eq. (5), 𝑰 is dimensionless, whereas 𝒂𝑖 has a unit of
length. If the Cartesian velocity 𝒙̇ is multiplied, then the result gives a unit of linear velocity. Consequently, if we obtain the correct
forward Jacobian, we can obtain the dimensionally homogeneous mapping of 𝑱 𝑑ℎ in Eq. (9).

The unit of the inverse Jacobian 𝑮𝑇 is known because it is derived analytically in this study. To determine the unit of the
forward Jacobian 𝑱 , the inverse Jacobian is inverted analytically using the approach in [33]. First, matrix 𝑮𝑇 is partitioned into
× 2 submatrices as:

𝑮𝑇 =

[

𝑮𝑇𝑎𝑣 𝑮𝑇𝑎𝑤
𝑮𝑇𝑐𝑣 𝑮𝑇𝑐𝑤

]

(10)

ecause 𝑮𝑎𝑣 is nonsingular, the inverse of Eq. (10) is obtained as follows:

(𝑮)−𝑇 = 𝑱 =

[

𝑮−𝑇
𝑎𝑣 +𝑮−𝑇

𝑎𝑣 𝑮
𝑇
𝑎𝑤(𝑮

𝑇
𝑐𝑤 −𝑮𝑇𝑐𝑣𝑮

−𝑇
𝑎𝑣 𝑮

𝑇
𝑎𝑤)

−1𝑮𝑇𝑐𝑣𝑮
−𝑇
𝑎𝑣 ×

−(𝑮𝑇𝑐𝑤 −𝑮𝑇𝑐𝑣𝑮
−𝑇
𝑎𝑣 𝑮𝑎𝑤)

−1𝑮𝑇𝑐𝑣𝑮
−𝑇
𝑎𝑣 ×

]

=

[

𝑱 𝑎1 ×

𝑱 𝑎2 ×

]

(11)

where (⋅)−𝑇 = ((⋅)𝑇 )−1. As the second column in Eq. (11) is not of interest here, we simply ignore it and focus on 𝑱 𝑎.
The unit relation is dependent on the inverse Jacobian; hence, we must specify a manipulator to analyze a unit relation. For

example, assume that a manipulator has rotational actuators, and the inverse Jacobian in Eq. (10) has the following unit relation:
𝑮𝑎𝑣 and 𝑮𝑐𝑣 have an inverse of length (1/m), and 𝑮𝑎𝑤 and 𝑮𝑐𝑤 are dimensionless. From Eq. (11), we can deduce that 𝑱 𝑎1 has a
unit of length (m), while 𝑱 𝑎2 has no unit (i.e., dimensionless). The Cartesian velocity 𝒙̇ obtained from the above unit relationship
provides the correct dimensionally homogeneous Jacobian with Eq. (9). This relationship will be evaluated in Sections 4 and 5 using
specific manipulators.

3. Workspace determination and optimization

By using the condition number or determinant of the dimensionally homogeneous Jacobian 𝑱 𝑑ℎ in Eq. (9), the geometric
5

parameters of a manipulator can be optimized. In other words, by maximizing the condition number with a threshold, the dexterous
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workspace volume can be maximized; or by setting the determinant det(𝑱 𝑑ℎ) = 0, the reachable workspace can be maximized. This
section describes the determination and optimization of the workspace with the dimensionally homogeneous Jacobian.

3.1. Workspace determination

The workspace of 1T2R PMs is typically defined by three-dimensional Cartesian coordinates, which is the pose achievable with
the origin of the moving plate. The workspace volume is a function of the geometric parameters and structural constraints imposed
on the moving plate.

Most workspace determination algorithms for PMs are of a discretization type [34–36], in which a grid of the positions and
orientations of the points is defined via the sampling step. Smaller sampling steps lead to improved accuracy in determining the
workspace boundary. An existing numerical discretization-based workspace determination algorithm in [35–37] was used to validate
the proposed dimensionally homogeneous Jacobian. First, the pose parameters are discretized with an evenly arranged grid in the
polar coordinate form. Each point in the grid is checked to determine whether it falls inside the workspace.

The condition number of the dimensionally homogeneous Jacobian derived in Section 2 is used to achieve the desired
performance by keeping the manipulator away from the singularity. Algorithm 1 briefly describes how the workspace is determined
using the 𝑱 𝑑ℎ in Eq. (9). In the algorithm, 𝛥𝑧 is the small height difference between the lowest height 𝑧0 and the highest height 𝑧𝑓 .
𝛥𝛼 and 𝛥𝜖 are the orientation changes in the polar coordinates for the angle change and direction change, respectively. Thus, 𝛼 is
changed to determine the workspace boundary, and 𝜖 is searched for one revolution, 2𝜋.

𝑛 and 𝑚 are the number of grids for the height and meridians, respectively. The height is divided by 𝑛 to obtain 𝛥𝑧 = (𝑧𝑓 −𝑧0)∕𝑛,
and the search angle direction is divided by 𝑚 to obtain 𝛥𝜖 = 2𝜋∕𝑚. The initial angle difference 𝛥𝛼0 was obtained independently
from 𝛥𝜖. However, for convenience, 𝛥𝛼0 is given as the same value 𝛥𝛼0 = 𝛥𝜖. The angle difference 𝛥𝛼 was changed by reducing it to
half its value to obtain a more exact workspace boundary. The resolution of the workspace boundary is given by thboundary. 𝛥𝜙 and
𝛥𝜓 are the small increments of the roll and pitch angles, respectively. 𝑘 is the condition number of 𝑱 𝑑ℎ, while 𝑘max is its maximum
alue set as a threshold.

The workspace boundary detection can be summarized by the following step-by-step process.

• The first step is to divide the heave motion into 𝑛 steps, which are the vertical slices of the total volume. A slice represents an
area with reachable orientation angles at a particular height.

• A radial search is applied along the direction (𝜖) of the independent orientation angle with a smaller step size (𝛥𝛼). The search
continues in the polar coordinate until the prescribed condition number limit (𝑘max) is reached. When the condition number
exceeds the limit, the step size is divided in half, and the orientation angle decreases. Then, the search continues in the same
direction until the increment becomes smaller than the tolerance thboundary.

• Once the tolerance and condition number threshold are reached along that particular direction, the orientation angles are
recorded as the boundary of the workspace.

• The increment 𝛥𝜖 is then applied to determine the new radial direction (𝜖), and the search re-starts from zero angles
(𝜓 = 𝜙 = 0). This increment is completed after a full rotation, i.e., 2𝜋 is reached. At this point, the complete workspace
of a slice is determined.

• Finally, the heave or height is updated by a vertical increment 𝛥𝑧 until it reaches the maximum height.

.2. Workspace optimization

In this study, the maximum workspace volume with the maximum possible orientation angles and heave movements are
chieved by changing the values of the geometric parameters. In the optimization, one can determine the reachable or dexterous
orkspace [36]. Here, we opted to maximize the dexterous workspace with the appropriate threshold of the condition number.

Therefore, it is necessary to quantify the workspace volume. As shown in the previous section, the workspace was calculated with
hree inputs: two orientation angles (𝜓, 𝜃) and the height 𝑧 of the 1T2R PMs. Moreover, the condition number of the dimensionally
omogeneous Jacobian with given structural parameters, such as the radii of the base and moving plate and link lengths, was used.
ll of these parameters can be the design values 𝝆 in the optimization. The generalized equation of the cost function is expressed
s:

max
𝝆∗

𝑉 (𝜓, 𝜃, 𝑧,𝝆)

s.t. cond(𝑱 𝑑ℎ) < 𝑘max

(12)

here 𝑘max is the maximum condition number as a constraint to remain in the dexterous workspace.
The workspace volume is obtained from Algorithm 1 as follows:

𝑉 =
𝑛
∑

𝑖=0

𝑚
∑

𝑗=0

(

𝛥𝜖
2

√

𝜓2
𝑖,𝑗 + 𝜃

2
𝑖,𝑗 𝛥𝑧𝑖

)

(13)

Finally, the pattern search algorithm of Matlab® was used to isolate the optimal value from a set of data points within the given
earch domain to obtain the maximum dexterous volume. Pattern search is a nongradient optimization method that uses a search
attern around the existing points. This method was adopted because it ensures global convergence.
6
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Algorithm 1: Workspace boundary determination

input : 𝑧0, 𝑧𝑓 , 𝑛, 𝑚, 𝛥𝛼0, 𝛥𝜖 ←
2𝜋
𝑚
, 𝛥𝑧 ←

𝑧𝑓 − 𝑧0
𝑛

, thboundary, 𝑘max

output: 𝒛, 𝝍 , 𝜽
for 𝑖 = 0 ∶ 𝑛 do

𝜖 ← 0 ⊳ Reset values
𝑧 = 𝑧0 + 𝑖𝛥𝑧
for 𝑗 = 0 ∶ 𝑚 do

𝜓 ← 0, 𝜃 ← 0 ⊳ Reset values
𝛥𝛼 ← 𝛥𝛼0 ⊳ Reset search angle difference
while 𝛥𝛼 > thboundary do

𝑘← 0
𝛥𝜃 ← 𝛥𝛼 sin(𝜖) ⊳ Calculate angle difference
𝛥𝜓 ← 𝛥𝛼 cos(𝜖)
𝜓 ← 𝜓 − 𝛥𝜓 ⊳ Modify angles for initialization
𝜃 ← 𝜃 − 𝛥𝜃
while 𝑘 < 𝑘max do

𝜃 ← 𝜃 + 𝛥𝜃 ⊳ Calculate angles for Jacobian
𝜓 ← 𝜓 + 𝛥𝜓
Compute 𝑱 𝑑ℎ ⊳ Jacobian and condition number.
𝑘 ← cond(𝑱 𝑑ℎ)

end
𝜓 ← 𝜓 − 𝛥𝜓 ⊳ Make angles inside workspace
𝜃 ← 𝜃 − 𝛥𝜃
𝛥𝛼 ← 𝛥𝛼∕2 ⊳ Reduce search angle difference

end
𝜓(𝑖, 𝑗) ← 𝜓 ⊳ Save workspace boundary angles
𝜃(𝑖, 𝑗) ← 𝜃
𝜖 ← 𝜖 + 𝛥𝜖 ⊳ Change search direction

end
𝑧(𝑖, 𝑗) ← 𝑧 ⊳ Save height
Plot 𝒛,𝝍 ,𝜽

end

4. Optimization of 3-PRS manipulator for validation

4.1. Workspace determination

The 3-PRS manipulator shown in Fig. 1(a) was originally presented in [1]. It is a symmetrical 1T2R mechanism with parasitic
otion in its workspace. The position and velocity-level inverse relation of the manipulator used in this section was derived in [38].
he dimensionally homogeneous Jacobian of this mechanism was obtained based on the approach given in Section 2. Note that the
hoice of points on the moving plate for this manipulator follows the general rule described in Section 2. Then, the workspace was
etermined based on the Algorithm 1 setting 𝑛 = 𝑚 = 150, 𝑘max = 6, 𝑧0 = 0.001, and 𝑧𝑓 = 1; and the initial link lengths 𝑙1 = 𝑙2 = 𝑙3 = 1.
he workspace shape and volume obtained in this study are exactly the same as those in [15,36]. Thus, the proposed dimensionally
omogeneous Jacobian can be used for optimization, and is expected to yield results that are consistent with previous results. The
nitial dexterous workspace obtained using the proposed method is shown in Fig. 4.

.2. Optimal dexterous workspace

Based on the report in [39], the relevant design variables for this mechanism are the radius of the moving plate (𝑟𝑎), link
engths (𝑙𝑖), and inclination angle from the base plate that determines the line of action of the prismatic joint (𝛾). Thus, the design
ariable vector as in Eq. (12) is 𝝆 = [𝑟𝑎 𝑙𝑖 𝛾]𝑇 . The upper and lower limits of the parameters are 0.1 ≤ 𝑟𝑎 ≤ 1, 0.1 ≤ 𝑙 ≤ 1, and
≤ 𝛾 ≤ 90 deg. Optimization was performed along with the maximum permissible condition number 𝑘max = 6 as a constraint. The

esulting optimal dexterous workspace is shown in Fig. 5 with the optimal parameters 𝑟𝑎 = 0.620, 𝑙𝑖 = 1, and 𝛾 = 0. The optimization
f this manipulator using the dimensionally homogeneous Jacobian proposed in this study was compared with the method used
n [15], as shown in Tables 1 and 2, respectively. The tables list the initial design variables(𝝆0), initial volume (𝑉0), optimal design
ariable(𝝆𝑜𝑝𝑡), optimal volume(𝑉𝑜𝑝𝑡), iteration number(Iter.) and computation time(sec).

The results show that the proposed method requires less computational time because it is based on an analytical inverse Jacobian.
he longest computation time required by the method in [15] was 22,200 s, while the proposed method required 14,372 s, a
7
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Fig. 4. The dexterous workspace of a 3-PRS manipulator with 𝑘max = 6. (a) Workspace 3D view. (b) Workspace 2D view (top).

Fig. 5. Optimal dexterous workspace of a 3-PRS manipulator. (a) Workspace 3D view. (b) Workspace 2D view (top).

Table 1
Optimized workspace volume: proposed method.

𝝆0 𝑉0 𝝆𝑜𝑝𝑡 𝑉𝑜𝑝𝑡 Iter. sec

𝑟𝑎 , 𝑙𝑖 , 𝛾
0.4, 0.4, 0.0 0.0132 0.640,1.0,0.0 0.09978 120 10,973
0.2, 0.2, 0.2 0.0109 0.639,1.0,0.0 0.09975 139 12,507
0.1, 0.1, 0.1 0.0120 0.620,1.0,0.0 0.09977 161 14,472

Table 2
Optimized workspace volume: method in [15].

𝝆0 𝑉0 𝝆𝑜𝑝𝑡 𝑉𝑜𝑝𝑡 Iter. sec

𝑟𝑎 , 𝑙𝑖 , 𝛾
0.4, 0.4, 0.0 0.0132 0.640,1.0,0.0 0.09976 186 16,950
0.2, 0.2, 0.2 0.0109 0.639,1.0,0.0 0.09977 211 19,320
0.1, 0.1, 0.1 0.0120 0.620,1.0,0.0 0.09977 249 22,200

Note that the work in [36] also determined the 3 × 3 square Jacobian matrix for optimizing the 3-PRS mechanism, but it was
not dimensionally homogeneous. Nonetheless, it did provide a stable condition number for this particular manipulator by setting its
linear unit in meters. This is not a common but a special case. For other cases, such as 3-RRS manipulators, the method in [36] cannot
be used, although the methods in [15,39] are needed to obtain the dimensionally homogeneous Jacobian. The method proposed in
this study can be applied to all cases with a dimensionally homogeneous Jacobian.

5. Optimization of T-mechanism of 2-RRS/RRRU

The T-mechanism of the 2-RRS/RRRU structure is a class of 1T2R manipulators whose basic structure comes from the 3-RRS
mechanism by removing the undesirable parasitic motion [1,2,4,32]. A class of T-mechanisms can cover three-legged parasitic
motion-free PMs with different leg configurations.

The T-mechanism has an asymmetric architecture and is more complex than the 3-PRS mechanism described in Section 4.
Moreover, it has never been analyzed in detail. Thus, Section 5.1 discusses the kinematic features in detail.
8
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5.1. Dimensionally homogeneous Jacobian

Fig. 1(b) shows the schematics of the T-mechanism. The angles between each leg from the positive 𝑥-axis in the clockwise
irection are given by 𝝃 = [0,−90◦,−180◦]. The pose of the moving plate is denoted by the position 𝒑 and orientation 𝑹. Limbs 1
nd 3 have an identical RRS joint arrangement, but limb 2, which is orthogonal to limbs 1 and 3, has an RRRU joint arrangement.
imbs 1 and 3 have two links denoted by 𝑙11(𝑙13) and 𝑙21(𝑙23), respectively. Limb 2 has three links: (𝑙12, 𝑙22, and 𝑙32). All revolute joints
n each limb are parallel and represented by the direction vector 𝒔𝑗𝑖∥, where 𝑗 and 𝑖 are the joint and limb numbers, respectively.
imb 1 is coincident with the 𝑥-axis of the fixed frame. The constants 𝑟𝑎 and 𝑟𝑏 represent the radii of the moving and base plates,

respectively. They are the distance between the joints connecting the limbs and the corresponding plate. The vector 𝒂𝑖 represents the
position of a joint on the moving plate with respect to the fixed frame, and is also represented as 𝒂𝑖 = 𝑹𝒂′𝑖 with the local constant
position vector 𝒂′𝑖 . Similarly, 𝒃𝑖 is a joint on the base plate.

The T-mechanism has no parasitic motion; hence, the workspace is represented only by the independent variables of translation
long the 𝑧-axis and rotation about the x- and y- axes. The output rotation was decoupled because limb 2 generated the 𝑥-axis

rotation (𝜓), while the coordination of limbs 1 and 3 generated the 𝑦-axis orientation (𝜃) independently. As previously discussed,
obtaining the inverse Jacobian is a fundamental factor in formulating the dimensionally homogeneous Jacobian. The inverse rate
kinematics of the T-mechanism, whose detailed derivation is shown in Appendix A, was rewritten with a conventional representation
of the Cartesian velocity 𝒙̇ = [𝒗𝑇 ;𝒘𝑇 ]𝑇 , which has exchanged the order of velocities in Eq. (A.29) as follows:

[

𝒒̇𝑎
𝟎

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝒍𝑇21
𝒍21 ⋅ (𝒔11∥ × 𝒍11)

(𝒍21 × 𝒂1)𝑇

𝒍21 ⋅ (𝒔11∥ × 𝒍11)
𝒍𝑇22

𝒔12∥ ⋅ (𝒍12 × 𝒍22)
𝑘

(𝒔42∥ × 𝒔52∥)𝑇

𝒔12∥ ⋅ (𝒍12 × 𝒍22)
𝒍𝑇23

𝒍23 ⋅ (𝒔13∥ × 𝒍13)
(𝒍23 × 𝒂3)𝑇

𝒍23 ⋅ (𝒔13∥ × 𝒍13)

𝒔𝑇11∥ (𝒔11∥ × 𝒂1)𝑇

𝒔𝑇12∥ 𝟎𝑇

𝒔𝑇13∥ (𝒔13∥ × 𝒂3)𝑇

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[

𝒗

𝒘

]

=

[

𝑮𝑇𝑎
𝑮𝑇𝑐

]

𝒙̇ (14)

By inverting Eq. (14), the forward rate kinematic relation of Eq. (3) can be obtained, which will be used for incorporating the
constraints.

Since the 3-RRS/RRRU (T-mechanism) has 3-DoF, three noncolinear points are sufficient to describe the motion of the moving
plate. Unfortunately, the three points connecting the limbs and moving plate are colinear in this case; therefore, we need at least one
noncolinear point. Two points of limbs 1 and 3 were selected, i.e., the center of the spherical joints. The remaining point relating
limb 2 and the moving plate was selected somewhere on link 𝑙32. As shown in Fig. 6, one candidate point can be 𝒑2, temporarily
coincident with the third revolute joint of limb 2. It is worth noting that in our approach, we used the constraint-embedded Jacobian
relation to derive the dimensionally homogeneous Jacobian. Hence, the points must be the distal-link of the limbs. Moreover, the
point at the third revolute joint of limb 2 is always parallel to the moving plate due to the nature of universal joint. Therefore, it
is important to consider that if the second limb’s last joint differed, a distinct choice would be required, and further analysis might
be necessary.

Accordingly, the linear velocities of the selected points are given by:

𝒗𝑝 =
⎡

⎢

⎢

⎣

𝒗1
𝒗2
𝒗3

⎤

⎥

⎥

⎦

=
⎡

⎢

⎢

⎣

𝑰3 −[𝒂1]×
𝑰3 −[𝒍32]×
𝑰3 −[𝒂3]×

⎤

⎥

⎥

⎦

[

𝒗
𝝎

]

= 𝑽 𝑝𝒙̇ (15)

where 𝒍32 = 𝑹𝑻 𝑦(−𝑙32) and 𝑙32 is the length of the selected points from 𝑂′, and 𝒗𝑖 is the linear velocity of the selected point 𝑖.
Now, we need to select the independent components from the linear velocities of the selected points. For the T-mechanism

presented here, the 𝑧-directional velocity of each selected point was independent and sufficient to describe the motion of the moving
plate. Thus, we multiply Eq. (8) with Eq. (15), to obtain the following equation that relates the independent linear velocity of the
points to 𝒙̇:

𝒗𝑝𝑠 = 𝑺𝑽 𝑝𝒙̇ = 𝑽 𝑝𝑠𝒙̇ =
⎡

⎢

⎢

⎣

0 0 1 𝑎1𝑦 −𝑎1𝑥 0
0 0 1 𝑙32𝑦 −𝑙32𝑥 0
0 0 1 𝑎3𝑦 −𝑎3𝑥 0

⎤

⎥

⎥

⎦

[

𝒗
𝝎

]

(16)

Finally, by substituting 𝒙̇ in Eq. (16) with the inverse relation of Eq. (14), the (3 × 3) dimensionally homogeneous Jacobian, 𝑱 𝑑ℎ for
the T-mechanism is obtained as Eq. (9):

̇ ̇
9

𝒗𝑝𝑠 = 𝑽 𝑝𝑠𝑱 𝑎𝒒𝑎 = 𝑱 𝑑ℎ𝒒𝑎 (17)
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Fig. 6. Selected representative points on the moving plate.

Fig. 7. Initial workspace of the T-mechanism with 𝑘max = 2. (a) Workspace 3D view. (b) 2D view (𝜓 − 𝑧 plane). (c) 2D view (𝜃 − 𝑧 plane).

5.2. Optimization of the T-mechanism

The dexterous workspace of the manipulator was optimized using the square dimensionally homogeneous matrix 𝑱 𝑑ℎ given
in Eq. (17) and the procedure in Algorithm 1. The initial parameters used to obtain the workspace shown in Fig. 7 are 𝑟𝑏 = 𝑟𝑎 =
𝑙1𝑖 = 𝑙2𝑖 = 𝑙32 = 45 mm. The condition number used to limit the workspace is 𝑘max = 2. The number of grids is 𝑛 = 150 and 𝑚 = 150.

As shown in Fig. 7, the workspace with the initial parameters has a small orientation range and must be optimized. It should be
noted that the height in Fig. 7 was normalized with the optimized link lengths to compare the results before and after optimization.

Before optimization, the design parameters influencing the workspace were rearranged. Because limbs 1 and 3 are being coupled
and symmetrical, the same parameters were assigned to limb 1. The parameters for limbs 1 and 3 are the link lengths 𝑙11 = 𝑙13,
𝑙21 = 𝑙23; those for limb 2 are the link lengths 𝑙12, 𝑙22, 𝑙32. For the plates, the radii of the moving plate 𝑟𝑎 and base plate 𝑟𝑏 are
also design parameters. We added one more parameter 𝑟𝑏2 as the radius of the base plate for limb 2 because it is decoupled from
other limbs, and it may be helpful to increase the workspace with different limb positions. This is optional but was added in the
optimization for generality. Finally, the radius of the base plate 𝑟𝑏 is the reference length, and all other lengths are represented as
relative ratios to remove the size effect. This leaves only seven parameters for optimization as follows:

𝑙11 = 𝑙13 = 𝜌1𝑟𝑏, 𝑙21 = 𝑙23 = 𝜌2𝑟𝑏, 𝑙12 = 𝜌3𝑟𝑏, 𝑙22 = 𝜌4𝑟𝑏, 𝑙32 = 𝜌5𝑟𝑏, 𝑟𝑏2 = 𝜌6𝑟𝑏, 𝑟𝑎 = 𝜌7𝑟𝑏 (18)

In the optimization, the ratio vector 𝝆 = [𝜌1 𝜌2 𝜌3 𝜌4 𝜌5 𝜌6 𝜌7]𝑇 was used. For the initial workspace shown in Fig. 7, the coefficients
are one, which implies that all parameters have the same value as 𝑟𝑏.

The maximum height of the manipulator is the full extension of limbs 1 or 3, 𝑧max = 𝑙1𝑖 + 𝑙2𝑖. Thus, the actual height 𝑧 was
normalized to remove the size effect as 𝑧′ = 𝑧∕𝑧 . The normalized height range 𝑧′ is always 0 ≤ 𝑧′ ≤ 1. Finally, the cost function
10
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Fig. 8. Optimal T-mechanism. (a) 3-D view. (b) x-z plane view. (c) y-z plane view.

Fig. 9. Optimal workspace of T-mechanism with 𝑘max = 2. (a) Workspace 3D view. (b) 2D view (𝜓 − 𝑧 plane). (c) 2D view (𝜃 − 𝑧 plane).

Table 3
Dexterous workspace volume optimization: Method I.

𝜌0 𝑉0 𝜌𝑜𝑝𝑡 𝑉𝑜𝑝𝑡 Iter. sec

𝜌1 , 𝜌2 , 𝜌3 , 𝜌4 , 𝜌5 , 𝜌6 , 𝜌7
1, 1, 1, 1, 1, 1, 1 0.051 2.19, 1.72, 2.24, 1.94, 1.50, 0.84, 3.00 0.48182 510 45,960
2, 2, 2, 2, 2, 2, 2 0.01 2.19, 1.72, 2.24, 1.94, 1.50, 0.84, 3.08 0.48091 673 60,539
0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 0.0014 2.19, 1.72, 2.24, 1.94, 1.50, 0.84, 3.00 0.48391 660 59,292

Eq. (12) was changed to a normalized formulation as:

max
𝝆∗

𝑉 (𝜓, 𝜃, 𝑧′,𝝆)

s.t. cond(𝑱 𝑑ℎ) < 𝑘max

(19)

The maximum condition number is 𝑘max = 2. The coefficient ratio is bounded in the range 0.01 ≤ 𝝆 ≤ 10.

Method I: Full-set optimization. First, all the seven coefficients in 𝝆 were simultaneously optimized with Eq. (13) and Eq. (19). The
following optimal values are obtained.

𝝆𝑜𝑝𝑡 =
[

2.0092 1.7207 2.2441 1.9355 1.5000 0.8398 3.000
]

(20)

From the optimized link ratio 𝝆𝑜𝑝𝑡, the optimized link lengths (mm) can be obtained by multiplying the reference length
𝑟𝑏 = 45.0 mm as follows:

𝒍opt = 𝝆𝑜𝑝𝑡𝑟𝑏 =
[

𝑙11(𝑙13) 𝑙21(𝑙23) 𝑙12 𝑙22 𝑙32 𝑟𝑏2 𝑟𝑎
]

=
[

90.4 77.4 101.0 87.1 67.5 37.8 135.0
]

(21)

The home configuration of the manipulator with optimized parameters is shown in Fig. 8. The optimization result shows that
𝑙11 = 𝑙13 > 𝑙21 = 𝑙23, 𝑙12 > 𝑙22 > 𝑙32, 𝑟𝑏2 < 𝑟𝑏, and 𝑟𝑎 > 𝑟𝑏.

The resulting optimal workspace is shown in Fig. 9. Fig. 9(a) shows a 3D view of the workspace. Fig. 9(b) and (c) depict the
𝜓 − 𝑧 and 𝜃 − 𝑧 plane views, respectively. As shown in the figure, the workspace is much larger than the original one in Fig. 7.
Table 3 shows the results of three optimization trials with different initial parameters.

For the purpose of comparison, the T-mechanism was also optimized using the method in [15]. The results are listed in Table 4.
Similar to Section 4, the proposed method is more efficient in terms of the optimization time and number of iterations, as shown
in Tables 3 and 4.
11
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Table 4
Dexterous workspace volume optimization: Based on [15].

𝜌0 𝑉0 𝜌𝑜𝑝𝑡 𝑉𝑜𝑝𝑡 Iter. sec

𝜌1 , 𝜌2 , 𝜌3 , 𝜌4 , 𝜌5 , 𝜌6 , 𝜌7
1, 1, 1, 1, 1, 1, 1 0.051 2.18, 1.72, 2.25, 1.93, 1.50, 0.84, 3.00 0.47610 602 54,859
2, 2, 2, 2, 2, 2, 2 0.01 2.18, 1.71, 2.23, 1.94, 1.50, 0.84, 3.08 0.48012 831 75,727
0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5 0.0014 2.19, 1.73, 2.25, 1.94, 1.50, 0.84, 3.00 0.48391 818 74,543

Table 5
Dexterous workspace volume optimization: Method II.

𝜌0 𝑉0 𝜌𝑜𝑝𝑡 𝑉𝑜𝑝𝑡 Iter. sec

𝜌1 , 𝜌2 , 𝜌7
1, 1, 1 0.051 2.01, 1.72, 3.00 0.209412 138 12,405
2, 2, 2 0.010 2.01, 1.72, 3.00 0.209422 133 12,002
0.5, 0.5 ,0.5 0.0014 2.01, 1.72, 3.01 0.209401 136 12,207

𝜌3 , 𝜌4 , 𝜌5 , 𝜌6
1, 1, 1, 1 0.21 2.24, 1.94, 1.50, 0.84 0.483911 68 6202
2, 2, 2, 2 0.21 2.24, 1.94, 1.50, 0.84 0.483911 71 6360
0.5, 0.5, 0.5, 0.5 0.21 2.24, 1.94, 1.50, 0.84 0.483907 67 6210

𝜌1 , 𝜌2 , 𝜌3 , 𝜌4 , 𝜌5 , 𝜌6 , 𝜌7 Optimal valuesa 0.48 2.19, 1.72, 2.24, 1.94, 1.50, 0.84, 3.0 0.483900 20 1800

aAll optimal values obtained from phase one and phase two are used to perform complete optimization.

Fig. 10. Intermediate workspace with 𝑘max = 2 after optimizing 𝜌1 , 𝜌2 and 𝜌7. (a) 2D view (𝜓 − 𝑧 plane). (b) 2D view (𝜃 − 𝑧 plane).

Method II: Decoupled-set optimization. In Section 5.1, it was shown that the T-mechanism has a decoupled motion, i.e., limbs 1
and 3 for the 𝑦-axis rotation and limb 2 for the 𝑥-axis rotation, independently. Using this decoupled property can further improve
the optimization performance. To do so, the parameters were separately grouped as follows: parameters associated with limbs 1
and 3 (𝜌1, 𝜌2, 𝜌7), and parameters of limb 2 (𝜌3, 𝜌4, 𝜌5, 𝜌6). These two groups of parameters were optimized separately. Then, these
separately optimized parameters were again optimized simultaneously to obtain the final result.

The number of parameters in the first group of parameters was much smaller than the total number of parameters; therefore,
their optimization was more efficient. When the first group of parameters was optimized, some of the other parameters were also
optimized because they shared the same ratio. Thus, the second group of parameters were optimized more efficiently, and the final
overall optimization started from almost optimized parameters. Consequently, the overall optimization quickly converged to the
solution. Table 5 lists the optimization results with the same initial conditions in Table 3.

The intermediate workspace in Fig. 10, obtained before optimizing second group of parameters, shows that after the optimization
of limbs 1 and 3, the 𝑥-axis rotation (𝜓) of the manipulator was reduced compared with the initial rotation shown in Fig. 7(b). The
valid heave range slightly increased but was less than the optimal height shown in Fig. 9. The 𝑦-axis rotation (𝜃) is similar to the
final optimized rotation shown in Fig. 9, i.e., the 𝑦-axis rotation was optimized, as expected.

Although the final results are identical regardless of whether the parameters were optimized simultaneously or separately, the
optimization time significantly decreased, as shown in Tables 3 and 5. For example, the first initial parameter case of the full-set
optimization in Table 3 took 510 iterations in 45,960 s, but the decoupled-set optimization in Table 5 took only 226 iterations
in 20,407 s. The T-mechanism has a complex kinematic structure, However its decoupled motion makes the optimization more
efficient.

Optimized workspace with different conditions. To observe how the workspace size and shape varied with the increase in the condition
number, Fig. 11 was plotted with 𝑘max = 2, 6, and ∞. Figs. 11(a) and 11(b) are obtained with 𝑘 = 2 and 𝑘 = 6, respectively. For
convenience, 𝑘max = ∞ is approximated with det(𝑱 𝑑ℎ) = 0 as shown in Fig. 11(c). It can be seen that the workspace increased as
the condition number increased. The shape became more symmetrical compared with that of the lower condition number.
12
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Fig. 11. Optimal dexterous workspace 2D view. (a) 𝑘max = 2. (b) 𝑘max = 6. (c) 𝑘max = ∞.

6. Conclusion

This study derived a constraint-embedded dimensionally homogeneous Jacobian for workspace optimization. The dimensionally
homogeneous Jacobian was obtained from an existing inverse Jacobian without separate derivations by applying a point-based
approach and selecting the independent velocities. Its dimensional homogeneity was also analytically proven. The proposed method
reduced the complexity of the derivation process and the computational burden. The method was applied to 3-PRS and 2-RRS/RRRU
manipulators. The 3-PRS manipulator was used for comparison, and the optimization results were equivalent to previous results.
The T-mechanism was used to validate the workspace optimization performance of a nonsymmetric and complex manipulator. First,
seven kinematic parameters (three for the RRS, four for the RRRU) were selected and optimized simultaneously to maximize the
workspace. Compared with the previous method, the computational burden was reduced by 20%. Further, by using the decoupled
structure of the T-mechanism, the optimization process was divided into the following: (1) the optimization of RRS, (2) the
optimization of RRRU, and 3) and optionally, the optimization of all the parameters simultaneously. The results were consistent with
those of simultaneous optimization. However, the total computation time was significantly reduced to an average of 224 iterations
(20,262 s), which is only 36.5% of the time of simultaneous optimization and 30% of that of the previous method. The proposed
method can also be applied to optimize other lower DoF PMs with different constraints and motions.
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Appendix A. Derivation of inverse rate kinematics of the t-mechanism

As discussed in Section 5, the manipulator has two RRS and one RRRU limbs. Consequently, the Jacobians of these limbs are
separately derived. The inverse Jacobian of the RRS limb is first derived, and then that of the RRRU limb is formulated. Finally, the
manipulator-level inverse Jacobian is established from the limb-level inverse Jacobian. A limb-level Jacobian is a Jacobian from the
origin of the base plate 𝑂 to the end of the limb that connects the limb and moving plate, i.e., a spherical joint for limbs 1 and 3,
13
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w

Fig. A.1. Schematics of the T-mechanism.

and a universal joint for limb 2. A manipulator-level Jacobian combines these three limb-level Jacobians into one by multiplying
the corresponding transformation, which transforms the end of the limb into the origin of the moving plate 𝑂′.

In the following sections, all the derivation processes are described with the screw representation, i.e., $ = [𝑤𝑇 ; 𝑣𝑇 ]𝑇 , for
convenience.

A.1. Rate kinematics of limb RRS

Based on the schematics in Fig. A.1, the Jacobian of the two identical RRS limbs, limbs 1 and 3, is obtained as:

𝑱 𝑠 =
[

𝒔1𝑠∥ 𝒔2𝑠∥ 𝒔3𝑠∥ 𝒔4𝑠∥ 𝒔5𝑠∥
𝒔1𝑠∥ × 𝒓1𝑠 𝒔2𝑠∥ × 𝒍2𝑠 𝟎 𝟎 𝟎

]

(A.1)

where 𝒔𝑖𝑠∥ is the direction vector for the 𝑖th joint of the limb 𝑠 = 1, 3; and 𝒓𝑖𝑠 is the distance from joint 𝑖 to the end of the limb. For
example, 𝒓1𝑠 is the distance from joint 1 to the end of the limb, i.e., 𝒓1𝑠 = 𝒍1𝑠 + 𝒍2𝑠. The position vector 𝒍2𝑠 can be rewritten as 𝒓2𝑠
with this definition. Note that the direction of joint 1, 𝒔1𝑠∥, is parallel to that of joint 2, 𝒔2𝑠∥, i.e., 𝒔1𝑠∥ ∥ 𝒔2𝑠∥. In addition, the position
vector can be considered as 𝒓3𝑠 = 𝒓4𝑠 = 𝒓5𝑠 = 𝟎 from Eq. (A.1). The limb restriction screw is obtained from the following constraint
equation established from the 5 zero-pitch, 5$0, screw system of Eq. (A.1) as:

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝒔𝑇5𝑠∥ 𝟎𝑇

𝒔𝑇4𝑠∥ 𝟎𝑇

𝒔𝑇3𝑠∥ 𝟎𝑇

𝒔𝑇2𝑠∥ (𝒔2𝑠∥ × 𝒍2𝑠)𝑇

𝒔𝑇1𝑠∥ (𝒔1𝑠∥ × 𝒓1𝑠)𝑇

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[

𝒔𝑟⟂
𝒔𝑟∥

]

= 𝟎 (A.2)

The reciprocal screw satisfying Eq. (A.2) is obtained by the analytical methods in [30,40]. The direction vector for this limb is
analytically obtained for the 5$0 system as follows:

𝒔𝑟∥ = −[𝒔5𝑠∥ ⋅ (𝒔4𝑠∥ × 𝒔3𝑠∥)]
(

(𝒑52 × 𝒔2𝑠∥) × (𝒑51 × 𝒔1𝑠∥)
)

+[𝒔5𝑠∥ ⋅ (𝒔3𝑠∥ × 𝒔1𝑠∥)]
(

(𝒑54 × 𝒔4𝑠∥) × (𝒑52 × 𝒔2𝑠∥)
)

−[𝒔5𝑠∥ ⋅ (𝒔4𝑠∥ × 𝒔1𝑠∥)]
(

(𝒑53 × 𝒔3𝑠∥) × (𝒑52 × 𝒔2𝑠∥)
)

+[𝒔5𝑠∥ ⋅ (𝒔3𝑠∥ × 𝒔2𝑠∥)]
(

(𝒑54 × 𝒔4𝑠∥) × (𝒑51 × 𝒔1𝑠∥)
)

−[𝒔5𝑠∥ ⋅ (𝒔4𝑠∥ × 𝒔5𝑠∥)]
(

(𝒑54 × 𝒔4𝑠∥) × (𝒑53 × 𝒔3𝑠∥)
)

+[𝒔5𝑠∥ ⋅ (𝒔4𝑠∥ × 𝒔2𝑠∥)]
(

(𝒑53 × 𝒔3𝑠∥) × (𝒑51 × 𝒔1𝑠∥)
)

(A.3)

here 𝒑5𝑖 = 𝒑5 −𝒑𝑖 which implies a vector between the 5th and 𝑖th joint screws; thus, it is equal to 𝒑5𝑖 = 𝒓5𝑠 − 𝒓𝑖𝑠. From the relation
14

in Eq. (A.1), 𝒑54 = 𝒑53 = 𝟎 because the position vector 𝒓3𝑠 = 𝒓4𝑠 = 𝒓5𝑠 = 𝟎.
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Eq. (A.3) is simplified as:

𝒔𝑟∥ = −[𝒔5𝑠∥ ⋅ (𝒔4𝑠∥ × 𝒔3𝑠∥)]
(

(𝒑52 × 𝒔2𝑠∥) × (𝒑51 × 𝒔1𝑠∥)
)

≈ (𝒑52 × 𝒔2𝑠∥) × (𝒑51 × 𝒔1𝑠∥) ∵ dropping scalar value
= (𝒍2𝑠 × 𝒔2𝑠∥) × ((𝒍1𝑠 + 𝒍2𝑠) × 𝒔1𝑠∥) ∵ 𝒑52 = −𝒍2𝑠 and 𝒑51 = −𝒓1𝑠 = −(𝒍1𝑠 + 𝒍2𝑠)
= (𝒍2𝑠 × 𝒔2𝑠∥) × (𝒍1𝑠 × 𝒔1𝑠∥) ∵ 𝒔1𝑠∥ ∥ 𝒔2𝑠∥
= (𝒍2𝑠 ⋅ (𝒔2𝑠∥ × 𝒔1𝑠∥))𝒍1𝑠 − (𝒍2𝑠 ⋅ (𝒔2𝑠∥ × 𝒍1𝑠))𝒔1𝑠∥ ∵ vector quadruple product

≈ 𝒔1𝑠∥ ∵ 𝒔1𝑠∥ ∥ 𝒔2𝑠∥ and dropping scalar value (A.4)

y substituting the direction vector 𝒔𝑟∥ obtained in Eq. (A.4) into Eq. (A.2), the moment vector 𝒔𝑟⟂ can be solved, and turns out to
be zero, 𝒔𝑟⟂ = 𝟎. Then, the limb restriction screw becomes as in Eq. (A.5):

$𝑐𝑠 =
[

𝒔𝑇1𝑠∥ 𝟎𝑇
]𝑇

(A.5)

By embedding the restriction screw, the extended Jacobian becomes:

𝑱 𝑒𝑠 =
[

𝒔1𝑠∥ 𝒔2𝑠∥ 𝒔3𝑠∥ 𝒔4𝑠∥ 𝒔5𝑠∥ 𝟎
𝒔1𝑠∥ × 𝒓1𝑠 𝒔2𝑠∥ × 𝒍2𝑠 𝟎 𝟎 𝟎 𝒔1𝑠∥

]

(A.6)

where the last column is the instantaneous constraint that cannot exhibit motion in the direction. All the others are related to the
joint motion.

The inverse relation of the active joint, i.e., the first joint, is obtained by removing the first column of Eq. (A.6) to have five
screw systems. Then, the reciprocal screw of the first joint can be obtained similarly as in the above procedure for the restriction
screw (see [30,40,41] for a detailed description). The final result is:

$𝑎𝑠 =
[

𝒍𝑇2𝑠 𝟎𝑇
]𝑇 (A.7)

Similarly, the reciprocal screws of the other passive joints can be obtained.
Now we have the limb-level inverse Jacobian of the RRS branch. By changing the reference point, the relation can be transformed

into the manipulator-level inverse Jacobian. The process to transform the reference point from the center of the spherical joint to
the origin of the moving plate is:

𝑴 =
[

𝑰 𝟎
−[𝒂𝑠]× 𝑰

]

(A.8)

where 𝒂𝑠 is the vector from the spherical joint to the origin of the moving plate and [⋅]× is the skew-symmetric matrix of vector (⋅).
Consequently, we obtained the transformed (manipulator-level) wrenches as:

𝒘𝑎𝑠 =
[

(𝒍2𝑠 × 𝒂𝑠)𝑇 𝒍𝑇2𝑠
]𝑇 (A.9)

𝒘𝑐𝑠 =
[

(𝒔1𝑠∥ × 𝒂𝑠)𝑇 𝒔𝑇1𝑠∥
]𝑇

(A.10)

ote that the wrenches are reciprocal coordinates with different orders.

.2. Rate kinematics of limb RRRU

The limb-level Jacobian of the second limb is obtained as:

𝑱 2 =
[

𝒔12∥ 𝒔22∥ 𝒔32∥ 𝒔42∥ 𝒔52∥
𝒔12∥ × 𝒓12 𝒔22∥ × 𝒓22 𝒔32∥ × 𝒓32 𝟎 𝟎

]

(A.11)

here 𝒓12 = 𝒍12 + 𝒍22 + 𝒍32, 𝒓22 = 𝒍22 + 𝒍32 and 𝒓32 = 𝒍32.
Following a similar procedure as that for limb RRS, the limb restriction screw is obtained from Eq. (A.11) as shown below.

$𝑐2 =
[

𝒔𝑇12∥ 𝟎𝑇
]𝑇

(A.12)

he extended Jacobian by adding the restriction screw is:

𝑱 2 =
[

𝒔12∥ 𝒔22∥ 𝒔32∥ 𝒔42∥ 𝒔52∥ 𝟎
𝒔12∥ × 𝒓12 𝒔22∥ × 𝒓22 𝒔32∥ × 𝒓32 𝟎 𝟎 𝒔12∥

]

(A.13)

The reciprocal screw for the active joint is obtained by removing the first column of the extended Jacobian Eq. (A.13), which is the
4$0 − 1$∞ screw system, as follows:

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

𝒔𝑇52∥ 𝟎𝑇

𝒔𝑇42∥ 𝟎𝑇

𝒔𝑇32∥ (𝒔32∥ × 𝒍32)𝑇

𝒔𝑇22∥ (𝒔22∥ × (𝒍22 + 𝒍32))𝑇

𝟎𝑇 𝒔𝑇

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

[

𝒔𝑎⟂
𝒔𝑎∥

]

= 𝟎 (A.14)
15
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The reciprocal screw satisfying Eq. (A.14) is obtained by the analytic methods in [30,40]. The direction vector for this limb is
obtained analytically for the 4$0 − 1$∞ system as follows:

𝒔𝑎∥ = −[𝒔52∥ ⋅ (𝒔32∥ × 𝒔22∥)]
(

(𝒑54 × 𝒔42∥) × 𝒔12∥
)

+[𝒔52∥ ⋅ (𝒔42∥ × 𝒔22∥)]
(

(𝒑53 × 𝒔32∥) × 𝒔12∥
)

−[𝒔52∥ ⋅ (𝒔42∥ × 𝒔32∥)]
(

(𝒑52 × 𝒔22∥) × 𝒔12∥
)

(A.15)

here 𝒑54 = 𝟎 is the position vector 𝒓42 = 𝒓52 = 𝟎. The other vectors are 𝒑53 = −𝒍32 and 𝒑52 = −(𝒍22 + 𝒍32).
Using the relations of the vector triple product, parallel direction vectors of revolute joints 𝒔12∥ ∥ 𝒔22∥ ∥ 𝒔32∥, and the orthogonality

f the link vector and direction vector of the revolute joints 𝒑5𝑖 ⟂ 𝒔𝑗2∥ for 𝑖, 𝑗 = 1, 2, 3, Eq. (A.15) is simplified as 𝒔𝑎∥ = 𝒍22.
The moment vector in this case is more complex than the limb RRS, which must satisfy Eq. (A.14). From the first and second

rows in Eq. (A.14), we obtain the moment vector perpendicular to both 𝒔52∥ and 𝒔42∥ of the universal joint as:

𝒔𝑎⟂ = 𝑘(𝒔42∥ × 𝒔52∥)

but the constant scalar 𝑘 is not specified. The constant 𝑘 can be obtained from the third row as follows:

𝒔32∥ ⋅ 𝒔𝑎⟂ = 𝑘𝒔32∥ ⋅ (𝒔42∥ × 𝒔52∥) = −(𝒔32∥ × 𝒍32) ⋅ 𝒍22 (A.16)

𝑘 =
𝒔32∥ ⋅ (𝒍22 × 𝒍32)
𝒔32∥ ⋅ (𝒔42∥ × 𝒔52∥)

(A.17)

Note that the fourth row is equivalent to the third row in terms of the relation of the scalar triple product, the orthogonality between
the revolute joint direction vector and link vector, and the parallel condition of the revolute joint direction vector. The fifth row
always yields zero with the orthogonality between the revolute joint direction vector and link vector.

The universal joint can have several types of installations with different joint directions. However, from Eq. (A.17), the universal
joint direction, 𝒔42∥ and 𝒔52∥ need not be parallel with the joint direction 𝒔32∥ to avoid a zero denominator. Consequently, the
universal joint must be installed with the joints heading toward the y- and z-axes, as shown in Fig. A.1.

No transformation is required for this limb because its terminal is directly attached to the origin of the moving plate. The
wrenches for the active joint and constraints are:

𝒘𝑎2 =
[

𝑘(𝒔42∥ × 𝒔52∥)𝑇 𝒍𝑇22
]𝑇 (A.18)

𝒘𝑐2 =
[

𝟎𝑇 𝒔𝑇12∥
]𝑇

(A.19)

A.3. Inverse rate kinematics of T-mechanism

By combining all the limb relations, the inverse rate kinematics of the T-mechanism can be obtained. The inverse Jacobian
shown in Eq. (14) is obtained by multiplying the joint wrench screws Eq. (A.9), Eq. (A.10), Eq. (A.18), and Eq. (A.19) by the
extended forward Jacobian Eq. (A.6) and Eq. (A.13) premultiplied by the transformation matrix Eq. (A.8), respectively, with some
rearrangements.

For example, Eq. (A.9) is multiplied by the transformed extended Jacobian to obtain:

𝒘𝑇
𝑎𝑠𝑴𝑱 𝑒𝑠 =

[

𝑑𝑠1 𝑑𝑠2 𝑑𝑠3 𝑑𝑠4 𝑑𝑠5 𝑑𝑠6
]

(A.20)

where

𝑑𝑠1 = (𝒍2𝑠 × 𝒂𝑠) ⋅ 𝒔1𝑠∥ + 𝒍2𝑠 ⋅ (𝒔1𝑠∥ × (𝒓1𝑠 + 𝒂𝑠)) = 𝒍2𝑠 ⋅ (𝒔1𝑠∥ × (𝒍1𝑠 + 𝒍2𝑠)) = 𝒍2𝑠 ⋅ (𝒔1𝑠∥ × 𝒍1𝑠) (A.21)

𝑑𝑠2 = (𝒍2𝑠 × 𝒂𝑠) ⋅ 𝒔2𝑠∥ + 𝒍2𝑠 ⋅ (𝒔2𝑠∥ × (𝒍2𝑠 + 𝒂𝑠)) = 0 (A.22)

𝑑𝑠3 = (𝒍2𝑠 × 𝒂𝑠) ⋅ 𝒔3𝑠∥ + 𝒍2𝑠 ⋅ (𝒔3𝑠∥ × 𝒂𝑠) = 0 (A.23)

𝑑𝑠4 = (𝒍2𝑠 × 𝒂𝑠) ⋅ 𝒔4𝑠∥ + 𝒍2𝑠 ⋅ (𝒔4𝑠∥ × 𝒂𝑠) = 0 (A.24)

𝑑𝑠5 = (𝒍2𝑠 × 𝒂𝑠) ⋅ 𝒔5𝑠∥ + 𝒍2𝑠 ⋅ (𝒔5𝑠∥ × 𝒂𝑠) = 0 (A.25)

𝑑𝑠6 = 𝒍2𝑠 ⋅ 𝒔1𝑠∥ = 0 ∵ 𝒍2𝑠 ⟂ 𝒔1𝑠∥ (A.26)

onsequently, the inverse rate kinematics for the active joint of limb 𝑠 = 1, 3 becomes:

𝒘𝑇
𝑎𝑠𝒙̇ = 𝒘𝑇

𝑎𝑠𝑴𝑱 𝑒𝑠𝒒̇𝑠 = 𝑑𝑠1𝑞̇1𝑠 (A.27)
𝒘𝑇
𝑎𝑠

𝑑𝑠1
𝒙̇ = 𝑞̇1𝑠 (A.28)
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where the moving plate velocity is 𝒙̇ = [𝒘𝑇 ; 𝒗𝑇 ]𝑇 and 𝒒̇𝑠 = [𝑞̇1𝑠,… , 𝑞̇5𝑠]𝑇 for the joint rate. Other inverse relations are similarly
obtained as follows:

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

(𝒍21 × 𝒂1)𝑇

𝒍21 ⋅ (𝒔11∥ × 𝒍11)
𝒍𝑇21

𝒍21 ⋅ (𝒔11∥ × 𝒍11)

𝑘
(𝒔42∥ × 𝒔52∥)𝑇

𝒔12∥ ⋅ (𝒍12 × 𝒍22)
𝒍𝑇22

𝒔12∥ ⋅ (𝒍12 × 𝒍22)

(𝒍23 × 𝒂3)𝑇

𝒍23 ⋅ (𝒔13∥ × 𝒍13)
𝒍𝑇23

𝒍23 ⋅ (𝒔13∥ × 𝒍13)

(𝒔11∥ × 𝒂1)𝑇 𝒔𝑇11∥
𝟎𝑇 𝒔𝑇12∥

(𝒔13∥ × 𝒂3)𝑇 𝒔𝑇13∥

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[

𝒘

𝒗

]

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑞̇11
𝑞̇12
𝑞̇13
0

0

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(A.29)

where the first three rows are the active joints and the remaining rows are the constraints of each limb.

Appendix B. Selection matrix for 1T2R PMs with nominal velocity

As it is discussed in Section 2, establishment of selection matrix is dependent on the relation between linear velocity of points
(𝒗𝑖) and moving plate (𝒙̇). However, PMs different from 𝑇𝑥𝑅𝑦𝑅𝑧, 𝑇𝑦𝑅𝑥𝑅𝑧 and 𝑇𝑧𝑅𝑥𝑅𝑦, cannot be described with one component
velocity. In such cases, combining velocity components from different points might be required to fully describe the moving plate’s
motion. Here after, we will call the combined velocity ‘‘nominal velocity’’. Usually, selection matrices have entries of 1s and 0s.
However, for a group of PMs described with nominal velocity, a selection matrix should include some geometric parameters to
eliminate unwanted motions. Consequently, we refer to this selection matrix as an ‘‘extended selection matrix.’’

For example, consider the 𝑇𝑥𝑅𝑥𝑅𝑦 PMs, for which the desired variables that describe their motion are 𝑣𝑥, 𝜔𝑥, and 𝜔𝑦. However,
𝒗𝑖 in Eq. (B.1) includes only some of the desired motion marked by the underbar.

𝑣𝑖𝑥 = 𝑣𝑥 + 𝜔𝑦𝑎𝑖𝑧 − 𝜔𝑧𝑎𝑖𝑦

𝑣𝑖𝑦 = 𝑣𝑦 − 𝜔𝑥𝑎𝑖𝑧 + 𝜔𝑧𝑎𝑖𝑥
𝑣𝑖𝑧 = 𝑣𝑧 + 𝜔𝑥𝑎𝑖𝑦 − 𝜔𝑦𝑎𝑖𝑥

(B.1)

Therefore, in this case, we need to use nominal velocity by combining 𝑣𝑖𝑥 and 𝑣𝑖𝑧 components from the points. This approach allows
us to incorporate all independent motion of the moving plate and remove any unwanted motions involved. The resulting nominal
velocity has all information of the moving plate and can fully describe its motion.

For the 𝑇𝑥𝑅𝑥𝑅𝑦 PM mentioned above, we can have the following extended selection matrix (𝑺) with the condition that 𝑣𝑥, 𝜔𝑥, 𝜔𝑦
must be included while removing 𝑣𝑧, 𝑣𝑦 and 𝜔𝑧.

𝑺 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑎1𝑦
𝑎2𝑦 − 𝑎1𝑦

0 1 −
𝑎1𝑦

𝑎2𝑦 − 𝑎1𝑦
0 −1 0 0 0

0 0 0
𝑎3𝑦

𝑎3𝑦 − 𝑎2𝑦
0 1 −

𝑎2𝑦
𝑎3𝑦 − 𝑎2𝑦

0 −1

−
𝑎3𝑦

𝑎1𝑦 − 𝑎3𝑦
0 −1 0 0 0

𝑎1𝑦
𝑎1𝑦 − 𝑎3𝑦

0 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(B.2)

Note that 𝑺 has no dimension, meaning that it is equivalent to the standard selection matrix in terms of its units. By multiplying the
extended selection matrix given in Eq. (B.2) with Eq. (5), we obtain a 3 × 6 matrix that maps the nominal velocity on the platform
to the task velocity.

Thus, the equation for the nominal velocity on the moving plate becomes:

⎡

⎢

⎢

⎢

⎢

⎣

𝑣1

𝑣2

𝑣3

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 (𝑎1𝑦 − 𝑎2𝑦) −
(

𝑎1𝑥 − 𝑎2𝑥 −
𝑎1𝑦𝑎2𝑧
𝑎1𝑦 − 𝑎2𝑦

+
𝑎2𝑦𝑎1𝑧
𝑎1𝑦 − 𝑎2𝑦

)

1 (𝑎2𝑦 − 𝑎3𝑦) −
(

𝑎2𝑥 − 𝑎3𝑥 −
𝑎2𝑦𝑎3𝑧
𝑎2𝑦 − 𝑎3𝑦

+
𝑎3𝑦𝑎2𝑧
𝑎2𝑦 − 𝑎3𝑦

)

1 (𝑎3𝑦 − 𝑎1𝑦) −
(

𝑎3𝑥 − 𝑎1𝑥 −
𝑎1𝑦𝑎3𝑧
𝑎1𝑦 − 𝑎3𝑦

+
𝑎3𝑦𝑎1𝑧
𝑎1𝑦 − 𝑎3𝑦

)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

𝑣𝑥
𝜔𝑥
𝜔𝑦

⎤

⎥

⎥

⎥

⎦

(B.3)

where

𝑣1 = 𝑣1𝑧 − 𝑣2𝑧 +
𝑎1𝑦

𝑎1𝑦 − 𝑎2𝑦
𝑣2𝑥 −

𝑎2𝑦
𝑎1𝑦 − 𝑎2𝑦

𝑣1𝑥

𝑣2 = 𝑣2𝑧 − 𝑣3𝑧 +
𝑎2𝑦

𝑎2𝑦 − 𝑎3𝑦
𝑣3𝑥 −

𝑎3𝑦
𝑎2𝑦 − 𝑎3𝑦

𝑣2𝑥

𝑣3 = 𝑣3𝑧 − 𝑣1𝑧 +
𝑎1𝑦 𝑣3𝑥 −

𝑎3𝑦 𝑣1𝑥
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Table B.6
Enumeration of a variety of 1T2R parallel manipulators and corresponding point motion.

Variety of 1T2R PMs Type of representative motion Desired motion of MPa Undesired motion of MPa

𝑇𝑥𝑅𝑥𝑅𝑦 Combination 𝑣𝑥 , 𝜔𝑥 , 𝜔𝑦 𝑣𝑦 , 𝑣𝑧 , 𝜔𝑧
𝑇𝑥𝑅𝑥𝑅𝑧 Combination 𝑣𝑥 , 𝜔𝑥 , 𝜔𝑧 𝑣𝑦 , 𝑣𝑧 , 𝜔𝑦
𝑇𝑥𝑅𝑦𝑅𝑧 𝑣𝑖𝑥 𝑣𝑥 , 𝜔𝑦 , 𝜔𝑧 𝑣𝑦 , 𝑣𝑧 , 𝜔𝑥
𝑇𝑦𝑅𝑥𝑅𝑦 Combination 𝑣𝑦 , 𝜔𝑥 , 𝜔𝑦 𝑣𝑥 , 𝑣𝑧 , 𝜔𝑧
𝑇𝑦𝑅𝑥𝑅𝑧 𝑣𝑖𝑦 𝑣𝑦 , 𝜔𝑥 , 𝜔𝑧 𝑣𝑥 , 𝑣𝑧 , 𝜔𝑦
𝑇𝑦𝑅𝑦𝑅𝑧 Combination 𝑣𝑦 , 𝜔𝑦 , 𝜔𝑧 𝑣𝑥 , 𝑣𝑧 , 𝜔𝑥
𝑇𝑧𝑅𝑥𝑅𝑦 𝑣𝑖𝑧 𝑣𝑧 , 𝜔𝑥 , 𝜔𝑦 𝑣𝑥 , 𝑣𝑦 , 𝜔𝑧
𝑇𝑧𝑅𝑥𝑅𝑧 Combination 𝑣𝑧 , 𝜔𝑦 , 𝜔𝑧 𝑣𝑥 , 𝑣𝑦 , 𝜔𝑦
𝑇𝑧𝑅𝑦𝑅𝑧 Combination 𝑣𝑧 , 𝜔𝑦 , 𝜔𝑧 𝑣𝑥 , 𝑣𝑦 , 𝜔𝑥

aMP stands for moving platform.

In Eq. (B.3), we can see that 𝑣𝑥, 𝜔𝑥 and 𝜔𝑦 are included and the undesired motion 𝑣𝑧 and 𝜔𝑧 are removed. Thus, the points nominal
elocity is mapped to the three independent motion, 𝑣𝑥, 𝜔𝑥, and 𝜔𝑦, of the moving plate. Following the same procedure, the extended
election matrix and nominal velocity of the rest of 1T2R manipulators can be obtained. Nominal velocity is an independent velocity
hat fully represent the motion of the moving plate.

Table B.6 lists all the different types of 1T2R PMs, along with a single and combined component velocities used to describe
he motion of the moving plate during the formulation of the dimensionally homogeneous Jacobian. The table also includes the
ndependent parameters of each manipulator. By referring to the information provided in the table, as well as the descriptions and
xamples presented above, it is possible to establish the selection matrix for other 1T2R manipulators.
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