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#### Abstract

DPPs were introduced by Macchi as a model in quantum optics the 1970s. Since then, they have been widely used as models and subsampling tools in statistics and computer science. Most applications require sampling from a DPP, and given their quantum origin, it is natural to wonder whether sampling a DPP on a quantum computer is easier than on a classical one. We focus here on DPPs over a finite state space, which are distributions over the subsets of $\{1, \ldots, N\}$ parametrized by an $N \times N$ Hermitian kernel matrix. Vanilla sampling consists in two steps, of respective costs $\mathcal{O}\left(N^{3}\right)$ and $\mathcal{O}\left(N r^{2}\right)$ operations on a classical computer, where $r$ is the rank of the kernel matrix. A large first part of the current paper consists in explaining why the state-of-the-art in quantum simulation of fermionic systems already yields quantum DPP sampling algorithms. We then modify existing quantum circuits, and discuss their insertion in a full DPP sampling pipeline that starts from practical kernel specifications. The bottom line is that, with $P$ (classical) parallel processors, we can divide the preprocessing cost by $P$ and build a quantum circuit with $\mathcal{O}(N r)$ gates that sample a given DPP, with depth varying from $\mathcal{O}(N)$ to $\mathcal{O}(r \log N)$ depending on qubit-communication constraints on the target machine. We also connect existing work on the simulation of superconductors to Pfaffian point processes, which generalize DPPs and would be a natural addition to the machine learner's toolbox. Finally, the circuits are empirically validated on a classical simulator and on 5-qubit machines.


Keywords - Determinantal and Pfaffian point processes, fermionic systems, quantum circuits, Givens rotations.

## Contents

1 Introduction ..... 2
2 Determinantal and Pfaffian point processes ..... 5
2.1 Determinantal point processes ..... 5
2.2 Pfaffian point processes ..... 7

[^0]3 From qubits to fermions ..... 8
3.1 Models in quantum physics ..... 8
3.1.1 An observable and a state define a random variable ..... 8
3.1.2 Commuting observables and a state define a random vector ..... 9
3.2 The canonical anti-commutation relations ..... 9
3.3 Fermionic operators acting on qubits ..... 10
4 From fermions to Pfaffian point processes ..... 11
4.1 Building a DPP from a quantum measurement ..... 11
4.2 The case of L-ensembles ..... 12
4.3 The case of projection DPPs ..... 14
4.4 Building a PfPP from the BdG Hamiltonian ..... 15
5 Quantum circuits to sample DPPs and PfPPs ..... 17
5.1 Quantum circuits ..... 17
5.2 The case of a projection DPP ..... 18
5.2.1 QR by Givens rotations ..... 18
5.2.2 Parallel QR algorithms and qubit operation constraints ..... 20
5.2.3 A hybrid parallel/quantum algorithm for projection DPPs ..... 21
5.3 Reducing general DPPs to mixture DPPs ..... 23
5.4 Dilating a general DPP to a projection DPP ..... 24
5.5 Sampling the PfPP corresponding to the BdG Hamiltonian ..... 24
5.5.1 QR decomposition with double Givens rotations ..... 25
5.5.2 Quantum gates ..... 28
6 Numerical experiments ..... 28
6.1 Projection DPPs ..... 28
6.2 Pfaffian PPs ..... 32
7 Discussion ..... 34
A Mathematical details ..... 36
A. 1 More about Givens operators ..... 36
A. 2 Proof of Lemma 4.7 ..... 36
A. 3 Proof of Proposition 4.8 ..... 36
B Gate details ..... 37
B. 1 Givens rotation using a controlled unitary gate. ..... 38
B. 2 Qiskit 0.42.1 implementation without controlled unitary gate. ..... 39
C Sources of error in quantum computers ..... 39

## 1 Introduction

Determinantal point processes (DPPs) were introduced in the thesis of Macchi, 1972, recently translated and reprinted as (Macchi, 2017). Macchi's motivation was the design of probabilistic models for free fermions in quantum optics; see the preface of (Macchi, 2017) for a history of DPPs, and (Bardenet, Feller, et al., 2022) for an extended discussion of the links between free fermions and DPPs. DPPs have known another surge of interest since the 90 s for their application to random matrix theory
(Johansson, 2005). More recently, they have been adopted as models or sampling tools in fields like spatial statistics (Lavancier, Møller, and Rubak, 2015), Monte Carlo methods (Bardenet and Hardy, 2020), machine learning (Kulesza and Taskar, 2012), or numerical linear algebra (Derezinski and Mahoney, 2021). In the latter two fields, the considered DPPs are often finite, in the sense that a DPP is a probability measure over subsets of a ground set of finite cardinality $N \gg 1$. Such a finite DPP is specified by an $N \times N$ matrix called its kernel matrix, which we assume here to be Hermitian.

In machine learning as in numerical linear algebra, it is crucial to be able to sample from the considered finite DPPs. For instance, a famous DPP is the subset of edges of a uniform spanning tree in a connected graph (Pemantle, 1991). Sampling these uniform spanning trees is a necessary step for building the randomized preconditioners of Laplacian systems in (Kyng and Song, 2018). As another example, DPPs have been used as randomized summaries of large collections of items, such as a corpus of texts. Sampling the corresponding DPP then allows to extract a small representative subset of sentences (Kulesza and Taskar, 2011, Section 4 and references therein). Other machine learning applications include constructing coresets (Tremblay, Barthelmé, and Amblard, 2019), kernel matrix approximation (Derezinski, Khanna, and Mahoney, 2020a; Fanuel, Schreurs, and Suykens, 2021) and feature extraction for linear regression (Belhadji, Bardenet, and Chainais, 2020).

Much research has thus been devoted to sampling finite DPPs on a classical computer, either exactly or approximately. The default generic exact sampler is the 'HKPV' sampler (Hough, Krishnapur, Peres, and Virág, 2006). To fix ideas, when applied to a projection DPP, i.e., a DPP that puts all its mass on subsets of some fixed cardinality $r \leq N$, and assuming the kernel matrix is given in diagonalized form, HKPV has complexity $\mathcal{O}\left(N r^{2}\right)$. For DPPs on graphs such as uniform spanning trees, there also exist dedicated algorithms, such as the loop-erased random walks of Wilson (1996), with an expected number of steps equal to the mean commute time to a chosen root node of the graph.

Given that DPPs are originally a model in quantum electronic optics, and are still the default mathematical object used to describe a quantum physical system known as free fermions (Dean, Le Doussal, Majumdar, and Schehr, 2019), it is natural to ask whether finite DPPs can be sampled more efficiently on a quantum computer than on a classical computer. Somewhat implicitly, the question has actually already been tackled in a string of physics papers whose goal is the more ambitious quantum simulation of fermionic systems (Ortiz, Gubernatis, Knill, and Laflamme, 2001; Wecker, Hastings, Wiebe, Clark, Nayak, and Troyer, 2015; Kivlichan, McClean, Wiebe, Gidney, Aspuru-Guzik, Chan, and Babbush, 2018; Jiang, Sung, Kechedzhi, Smelyanskiy, and Boixo, 2018). In a reverse cross-disciplinary direction, and still rather implicitly, the quantum algorithms therein are reminiscent of parallel QR decompositions, a key topic in numerical algebra (Sameh and Kuck, 1978; Demmel, Grigori, Hoemmen, and Langou, 2012). While finishing this work, we also realized that in the computer science literature, and independently of the aforementioned physics works, Kerenidis and Prakash (2022) recently proposed similar quantum algorithms to sample projection DPPs, as a building block for quantum data analysis pipelines. For our purpose, their main contribution is a quantum circuit with depth logarithmic in $N$, when Jiang et al. (2018) only discuss depths linear in $N$.

On our side, motivated by applications of finite DPPs in data science, we initiated in (Bardenet, Feller, et al., 2022) a programme of reconnection of DPPs to their physical fermionic roots, to foster cross-disciplinary research between mathematics, computer science, and physics on the topic, even if our languages and lore are quite
different. In particular, physicists have developed tools for the analysis and the construction of fermionic systems that we would like to apply to DPPs in data science, without reinventing the wheel. The current paper is part of this programme, and sums up our understanding of what the state of the art in physics tells us on sampling finite DPPs, after we follow in the footsteps of (Macchi, 1972) and map a given DPP to a fermionic density operator. This cross-disciplinary, self-contained survey is our first contribution.

As an example of what our disciplines can bring to each other, our second contribution is to relate the Pfaffian point processes as defined by Koshida (2021) - a generalization of DPPs that is natural in theoretical physics but has not yet been used in data science - to a quantum algorithm by Jiang et al. (2018) for solving the Bogoliubov-de Gennes Hamiltonian. As another example of the fertility of crossdisciplinary work, after we make the link between the quantum circuits of (Wecker et al., 2015; Jiang et al., 2018) and parallel QR decompositions (Demmel et al., 2012), many new variants of the quantum circuits in (Jiang et al., 2018) become immediately available, adapting to a range of qubit-communication and hardware constraints. In particular, we exhibit a variant of the quantum circuits in (Jiang et al., 2018) with the same dimensions as the best circuit in (Kerenidis et al., 2022).

Overall, our conclusions on quantum DPP sampling are that if a projection kernel is given in diagonalized form $\mathbf{K}=\mathbf{Q}^{*} \mathbf{Q}$, with $\mathbf{Q} \in \mathbb{C}^{r \times N}$ a matrix with orthonormal rows, one can build quantum circuits that sample $\operatorname{DPP}(\mathbf{K})$ with $\mathcal{O}(r N)$ one- and twoqubit gates, and depth depending on what hardware constraints we put on which qubits can be jointly operated. Acting only on neighbouring qubits, depth is $\mathcal{O}(N)$ (Wecker et al., 2015; Jiang et al., 2018), while acting on arbitrary pairs of qubits can take the depth down to $\mathcal{O}(r \log N)$; see our variant of (Jiang et al., 2018) in Section 5.2.2 and the logarithmic depth Clifford loaders of Kerenidis et al., 2022. Such depths (i.e., the largest number of gates applied to any single qubit) favourably compare to the time complexity $\mathcal{O}\left(N r^{2}\right)$ of the classical HKPV algorithm, or the expected complexity in $\mathcal{O}\left(N r+r^{3} \log r\right)$ of the randomized version of HKPV in (Dereziński, Clarkson, Mahoney, and Warmuth, 2019; Barthelmé, Tremblay, and Amblard, 2023).

That being said, diagonalizing $\mathbf{K}$ on a classical computer as a preprocessing step remains a $\mathcal{O}\left(N^{3}\right)$ bottleneck, or at least $\mathcal{O}\left(N d^{2}\right)$ in the common case where the diagonalization of $\mathbf{K}$ can be reduced to the SVD of an $N \times d$ matrix. This bottleneck thus seems to cancel the advantage of using a quantum circuit if one insists on starting with $\mathbf{K}$ stored on a classical computer. Yet, while the projection kernel $\mathbf{K}$ may not be available in diagonalized form, it is common in data science applications (Kyng et al., 2018; Belhadji et al., 2020) to specify it implicitly, as a set of vectors spanning its range. As noted by Barthelmé et al., 2023, using a (classical) parallel QR algorithm and $P$ processors, we can reduce the classical preprocessing step to $\mathcal{O}\left(N d^{2} / P\right)$ flops. Importantly for our quantum pipeline, we discuss here how to further reuse the intermediate steps of this preprocessing in the design of the quantum circuit to apply next. This yields a hybrid parallel/quantum algorithm to sample projection DPPs. Compared to the classical HKPV sampler, our pipeline thus provides a linear speedup. Compared to the expected complexity of the randomized classical algorithm discussed in (Dereziński et al., 2019; Barthelmé et al., 2023), we show a gain in the sampling step, but we arguably share the same bottleneck of classical parallel QR preprocessing. Finally, the necessity for classical preprocessing may disappear in the future, once $\mathbf{K}$ can be assumed to be initially available as a quantum state, stored on a quantum computer.

The rest of the paper is organized as follows. In Section 2, we define DPPs and
one of their generalizations, Pfaffian PPs (PfPPs). In Section 3, we introduce the vocabulary of quantum field theory, at the basis of the connection between PfPPs and free fermions. By sticking to the case of a finite-dimensional state space, we can avoid technical difficulties and provide a rigorous, stand-alone introduction, mostly following (Nielsen, 2005). Section 4 is devoted to building a Hamiltonian starting from a DPP or a PfPP, so that a simple quantum measurement yields a sample from the corresponding point process. In Section 5, we show how Wecker et al., 2015; Jiang et al., 2018 build circuits to simulate the fermionic systems corresponding to our point processes. Our presentation insists on the implicit links with parallel QR algorithms, which allow us to introduce variants of the circuits with smaller complexity under assumptions on the qubit communication constraints of the target machine. Finally, we investigate in Section 6 the implementation of the circuits with the library Qiskit (Qiskit contributors, 2023), and the noise when running the circuits on 5-qubit IBMQ machines (IBM Quantum, 2021).

Appendix A contains a few detailed proofs that we extracted from the main body of the paper. Appendix B contains a discussion on gate details to implement the basic operations introduced in the circuits of Section 5. Appendix C is an overview of the sources of error in current quantum computers and their orders of magnitude.

Notations. The complex conjugate of a complex number $z$ is denoted by $\bar{z}$. Similarly, $\overline{\mathbf{M}}$ denotes the entrywise complex conjugate of a matrix $\mathbf{M}$. The transpose of $\mathbf{M}$ reads $\mathbf{M}^{\top}$ and its Moore-Penrose pseudo-inverse is $\mathbf{M}^{+}$. The adjoint of an operator $A$ is written $A^{*}$. Also, we denote the canonical basis elements of $\mathbb{C}^{N}$ by $\mathbf{e}_{k}, 1 \leq k \leq N$. The sigmoid function is $\sigma(x)=1 /(1+\exp (-x))$. For $N \in \mathbb{N}^{*}$, let $[N]=\{1, \ldots, N\}$. A point process on $[N]$ is a probability measure over subsets of $[N]$

## 2 Determinantal and Pfaffian point processes

In this section, we introduce discrete determinantal point processes (DPPs), and refer to (Kulesza et al., 2012) for their elementary properties. We also introduce Pfaffian point processes (PfPPs, Rains, 2000; Soshnikov, 2003), a generalization of DPPs that has not yet been used in machine learning, to the best of our knowledge. As we shall see in Section 4.4, both DPPs and PfPPs naturally appear when modeling physical particles known as fermions.

### 2.1 Determinantal point processes

Definition 2.1 (DPP). Let $\mathbf{K} \in \mathbb{C}^{N \times N}$. A random subset $Y \subseteq[N]$ is drawn from the DPP of marginal kernel $\mathbf{K}$, denoted by $Y \sim \operatorname{DPP}(\mathbf{K})$ if and only if

$$
\begin{equation*}
\forall S \subseteq[N], \quad \mathbb{P}(S \subseteq Y)=\operatorname{det}\left(\mathbf{K}_{S}\right) \tag{1}
\end{equation*}
$$

where $\mathbf{K}_{S}=\left[\mathbf{K}_{i, j}\right]_{i, j \in S}$. We take as convention $\operatorname{det}\left(\mathbf{K}_{\emptyset}\right)=1$.
A priori, it is not obvious that a given complex matrix $\mathbf{K}$ defines a DPP.
Theorem 2.2 (Macchi, 1972, Soshnikov, 2000). When K is Hermitian, existence of $\operatorname{DPP}(\mathbf{K})$ is equivalent to the spectrum of $\mathbf{K}$ being included in $[0,1]$.

In particular, when the spectrum of $\mathbf{K}$ is included in $\{0,1\}$, we call $\mathbf{K}$ a projection kernel, and the corresponding DPP a projection DPP. Letting $r$ be the number of unit
eigenvalues of its kernel, samples from a projection DPP have fixed cardinality $r$ with probability 1 (Hough et al., 2006, Lemma 17). In applications, projection kernels of rank $r$ are often available in one of two forms: either

$$
\begin{equation*}
\mathbf{K}=\mathbf{A}\left(\mathbf{A}^{*} \mathbf{A}\right)^{+} \mathbf{A}^{*}, \tag{2}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{C}^{N \times M}$ is any matrix with rank $r \leq \min (N, M)$, or in diagonalized form

$$
\begin{equation*}
\mathbf{K}=\mathbf{U U}^{*} \tag{3}
\end{equation*}
$$

where $\mathbf{U} \in \mathbb{C}^{N \times r}$ has orthonormal columns. We give an example application for each form.

Example 2.3 (Uniform spanning trees). Consider a finite connected graph $G$ with $M$ vertices and $N$ edges, encoded by its oriented edge-vertex incidence matrix $\mathbf{A} \in$ $\{-1,0,1\}^{N \times M}$. There are a finite number of spanning trees of $G$, and we draw one uniformly at random. The edges in that random tree correspond to a subset $Y$ of the indices $[N]$ of the rows of $\mathbf{A}$. It turns out (Pemantle, 1991) that $Y$ is a projection DPP with kernel (2).

Uniform spanning trees are useful in many contexts, e.g. to build preconditioners for certain linear systems (Kyng et al., 2018, Section 5). Another example of application of DPPs is column-subset selection.

Example 2.4 (Column subset selection). Belhadji et al., 2020 propose to select $k$ columns of a "fat" matrix ${ }^{1} \mathbf{X} \in \mathbb{R}^{n \times N}, N \gg n$, using the projection DPP with rank-k kernel

$$
\begin{equation*}
\mathbf{K}=\mathbf{V}_{:, 1: k} \mathbf{V}_{:, 1: k}^{\top}, \tag{4}
\end{equation*}
$$

where $\mathbf{X}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{\top}$ is the singular value decomposition of $\mathbf{X}$. This is an example of DPP with a kernel specified by (3). Belhadji et al., 2020 prove that the projection of $\mathbf{X}$ onto the subspace spanned by the selected columns is essentially an optimal low-rank approximation of $\mathbf{X}$. This ensures statistical guarantees in sketched linear regression.

Because we assume that the kernel is Hermitian, a DPP can be seen as a repulsive distribution, in the sense that for all distinct $i, j \in[N]$,

$$
\begin{aligned}
\mathbb{P}(\{i, j\} \subseteq Y) & =\mathbf{K}_{i, i} \mathbf{K}_{j, j}-\mathbf{K}_{i, j} \overline{\mathbf{K}_{i, j}} \\
& =\mathbb{P}(\{i\} \subseteq Y) \mathbb{P}(\{j\} \subseteq Y)-\left|\mathbf{K}_{i, j}\right|^{2} \\
& \leq \mathbb{P}(\{i\} \subseteq Y) \mathbb{P}(\{j\} \subseteq Y)
\end{aligned}
$$

This repulsiveness enforces diversity in samples, and is particularly adequate in applications where a DPP is used to extract a small diverse subset of a large collection of $N$ items. Beyond column subset selection, this diversity is natural in machine learning tasks such as summary extraction (Kulesza and Taskar, 2012) or experimental design (Derezinski, Liang, and Mahoney, 2020b; Poinas and Bardenet, 2023).

[^1]
### 2.2 Pfaffian point processes

Similarly to the determinant, the Pfaffian of a $2 k \times 2 k$ skew-symmetric matrix is a polynomial of the matrix entries

$$
\operatorname{Pf}(\mathbf{A})=\sum_{\sigma \text { contraction }} \operatorname{sgn}(\sigma) \mathbf{A}_{\sigma(1) \sigma(2)} \ldots \mathbf{A}_{\sigma(2 k-1) \sigma(2 k)} .
$$

Recall that a contraction of order $m$ ( $m$ even) is a permutation such that $\sigma(1)<\sigma(3)<$ $\ldots<\sigma(m-1)$, and $\sigma(2 i-1)<\sigma(2 i)$ for $i \leq m / 2$. To relate to determinants, note that the Pfaffian of a skew-symmetric matrix $\mathbf{A}$ of even size satisfies $\operatorname{det} \mathbf{A}=(\operatorname{Pf} \mathbf{A})^{2}$.
Definition 2.5 (PfPP). Let $\mathbb{K}:[N] \times[N] \rightarrow \mathbb{C}^{2 \times 2}$ satisfy $\mathbb{K}(i, j)^{\top}=-\mathbb{K}(j, i)$ for all $1 \leq i, j \leq N$. A random subset $Y \subseteq[N]$ is drawn from the PfPP of marginal kernel $\mathbb{K}$, denoted by $Y \sim \operatorname{PfPP}(\mathbb{K})$ if and only if

$$
\begin{equation*}
\forall S \subseteq[N], \quad \mathbb{P}(S \subseteq Y)=\operatorname{Pf}\left(\mathbf{K}_{S}\right) \tag{5}
\end{equation*}
$$

where $\mathbf{K}_{S}=[\mathbb{K}(i, j)]_{i, j \in S}$ is a complex matrix made of $|S|$ blocks of size $2 \times 2$.
Sufficient conditions on $\mathbb{K}$ for the existence of $\operatorname{PfPP}(\mathbb{K})$ were given by Kargin (2014, Theorem 1.3) when $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) \mathbb{K}(i, j)$ can be mapped to a self-adjoint quaternionic kernel taking values in the set of $2 \times 2$ complex matrices. Later Kassel (2015, Theorem 2.3) gave an equivalent of the Macchi-Soshnikov Theorem 2.2 for this type of processes; see (Kassel and Lévy, 2022, Theorem 7.6 and Proposition 7.11). This class of Pfaffian PPs was also studied by Bufetov, Deelan Cunden, and Qiu (2021) in the continuous setting.

More recently, Koshida (2021) gave another sufficient condition for the existence of a Pfaffian point process on a discrete ground set, which is well-suited to the processes considered in our paper. The PfPPs of Koshida (2021) correspond to the case where $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \mathbb{K}(i, j)$ is a self-adjoint complex kernel. The intersection of the classes of PfPPs studied by Kargin (2014) and Koshida (2021) is simply the set of PfPPs for which the $2 \times 2$ matrix $\mathbb{K}(i, j)$ has a vanishing diagonal, i.e., DPPs with Hermitian kernels; see Example 2.7 below.

Before going further, we introduce a few useful notations. Consider a $2 N \times 2 N$ complex matrix $\mathbf{S}$, viewed as made of four $N \times N$ blocks. Define the following transformation of $\mathbf{S}$, called here particle-hole transformation, which consists in taking the complex conjugation and exchanging blocks along diagonals, i.e.

$$
\operatorname{ph}(\mathbf{S})=\mathbf{C} \overline{\mathbf{S}} \mathbf{C} \text {, with } \mathbf{C}=\left(\begin{array}{ll}
\mathbf{0} & \mathbf{I} \\
\mathbf{I} & \mathbf{0}
\end{array}\right) .
$$

Proposition 2.6 (Koshida, 2021). Let $\mathbf{S}=\left(\begin{array}{ll}\mathbf{S}_{11} \\ \mathbf{S}_{21} & \mathbf{S}_{12} \\ \mathbf{S}_{22}\end{array}\right)$ be an Hermitian $2 N \times 2 N$ matrix such that $0 \preceq \mathbf{S} \preceq \mathbf{I}$ and $\mathrm{ph}(\mathbf{S})=\mathbf{I}-\mathbf{S}$. There exists a Pfaffian point process with the marginal kernel

$$
\mathbb{K}(i, j)=\left(\begin{array}{cc}
\mathbf{S}_{21}(i, j) & \mathbf{S}_{22}(i, j) \\
\mathbf{S}_{11}(i, j)-\delta_{i j} & \mathbf{S}_{12}(i, j)
\end{array}\right), \quad 1 \leq i, j \leq N .
$$

A few remarks are in order. First, the properties of $\mathbf{S}$ allow to simplify the expression of the kernel in

$$
\mathbb{K}(i, j)=\left(\begin{array}{cc}
\mathbf{S}_{21}(i, j) & \mathbf{S}_{22}(i, j)  \tag{6}\\
-\mathbf{S}_{22}(j, i) & \mathbf{S}_{21}(j, i)
\end{array}\right),
$$

where $\mathbf{S}_{21}$ is skew-symmetric and $\mathbf{S}_{22}$ is Hermitian. Second, DPPs with Hermitian kernels appear as particular instances of the PfPPs of Proposition 2.6.

Example 2.7 (vanishing diagonal). Let $\mathbf{S}$ satisfy the conditions of Proposition 2.6, and let $\mathbb{K}$ be the corresponding Pfaffian kernel. If $\mathbf{S}_{21}=0, Y \sim \operatorname{PfPP}(\mathbb{K})$ is distributed according to $\operatorname{DPP}\left(\mathbf{S}_{22}\right)$.

Third, for $Y \sim \operatorname{PfPP}(\mathbb{K})$ and $i \neq j$, the 2-point correlation function is

$$
\begin{align*}
\mathbb{P}(\{i, j\} \subseteq Y) & =\mathbf{S}_{22}(i, i) \mathbf{S}_{22}(j, j)-\left|\mathbf{S}_{22}(i, j)\right|^{2}+\left|\mathbf{S}_{21}(i, j)\right|^{2} \\
& =\mathbb{P}(\{i\} \subseteq Y) \mathbb{P}(\{j\} \subseteq Y)-\left|\mathbf{S}_{22}(i, j)\right|^{2}+\left|\mathbf{S}_{21}(i, j)\right|^{2} \tag{7}
\end{align*}
$$

Compared with DPPs with Hermitian kernels, Equation (7) suggests that a Pfaffian point process as in Proposition 2.6 is less repulsive than the related determinantal process $\operatorname{DPP}\left(\mathbf{S}_{22}\right)$ - an intuition for this fact is given in Section 4.4 below. Relatedly, note that the 1-point correlation functions of $\operatorname{DPP}\left(\mathbf{S}_{22}\right)$ and $\operatorname{PfPP}(\mathbb{K})$ for $\mathbb{K}$ given in (6) are the same. In particular, the expected cardinality of $Y \sim \operatorname{PfPP}(\mathbb{K})$ is simply $\mathbb{E}|Y|=\operatorname{Tr}\left(\mathbf{S}_{22}\right)$.

## 3 From qubits to fermions

The content of this section is standard; see e.g., the reference textbook (Nielsen and Chuang, 2010) for quantum computing basics and (Nielsen, 2005) for the JordanWigner transform. We also refer to (Bardenet, Feller, et al., 2022), which presents all the basic elements required in this section in the context of optical measurements and the resulting point processes.

### 3.1 Models in quantum physics

A quantum model is given by $(i)$ a Hilbert space $(\mathbb{H},\langle\cdot \mid \cdot\rangle)$ called the state space, and (ii) a collection of self-adjoint operators $\mathbb{H} \rightarrow \mathbb{H}$ called observables, of which one particular observable $H: \mathbb{H} \rightarrow \mathbb{H}$ is singled out and called the Hamiltonian. Let $\psi \neq 0$ be an element of $\mathbb{H}$. All elements of the form $z \psi$ for a complex $z \neq 0$ represent the same quantum state, called a pure quantum state, as opposed to more general states to be defined later. To simplify expressions, it is conventional to only consider elements $\psi$ of unit norm, and to denote a unit-norm pure state by the "ket" $|\psi\rangle$, keeping in mind that, as long as $|z|=1$, all vectors $z|\psi\rangle \in \mathbb{H}$ represent the same state. The corresponding "bra" $\langle\psi|$ is the linear form $|x\rangle \mapsto\langle\psi \mid x\rangle$.

### 3.1.1 An observable and a state define a random variable

Henceforth, we assume that $\mathbb{H}$ has finite dimension $d$. Take an observable $A$. By the spectral theorem, $A$ can be diagonalized in an orthonormal basis, say with eigenpairs $\left(\lambda_{i}, u_{i}\right)$ with $1 \leq i \leq d$. For simplicity, we momentarily assume that all the eigenvalues of $A$ have multiplicity 1. Together with a state $|\psi\rangle$, the observable $A=\sum_{i} \lambda_{i} u_{i} u_{i}^{*}$ describes a random variable $X_{A, \psi}$ on $\operatorname{spec}(A)=\left\{\lambda_{1}, \ldots, \lambda_{d}\right\}$, through

$$
\begin{equation*}
\mathbb{P}\left(X_{A, \psi}=\lambda_{i}\right)=\left|\left\langle\psi \mid u_{i}\right\rangle\right|^{2} \tag{8}
\end{equation*}
$$

When modeling statistical uncertainty on a state, like when describing the noisy output of an experimental device, physical states are not modelled as unit-norm vectors of $\mathbb{H}$, but rather as positive trace-one operators. To see how, we first map $|\psi\rangle$ to the
rank-one projector $\rho=|\psi\rangle\langle\psi|$. Then the distribution (8) can be equivalently defined as

$$
\begin{equation*}
\mathbb{P}\left(X_{A, \rho}=\lambda_{i}\right)=\operatorname{tr}\left[\rho 1_{\left\{\lambda_{i}\right\}}(A)\right], \tag{9}
\end{equation*}
$$

where for any $f: \mathbb{R} \rightarrow \mathbb{R}$, we have $f(A)=\sum_{i} f\left(\lambda_{i}\right) u_{i} u_{i}^{*}$. In particular, the expectation of $X_{A,|\psi\rangle\langle\psi|}$ is $\langle\psi| A|\psi\rangle$. Note that Definition (9) generalizes to operators $A$ with eigenvalues with arbitrary multiplicity, and to states $\rho$ beyond projectors. In particular, for $\mu$ a probability measure on $\mathbb{H}$,

$$
\begin{equation*}
\rho=\mathbb{E}_{\psi \sim \mu}|\psi\rangle\langle\psi| \tag{10}
\end{equation*}
$$

still defines a probability measure on the spectrum of $A$ through (9). The expectation of that distribution, also called the expectation value of operator $A$, is $\langle A\rangle_{\rho} \triangleq \operatorname{tr} \rho A$. In physics, the association (9) of a state-observable pair $(\rho, A)$ with the random variable $X_{A, \rho}$ is known as Born's rule.

Any $\rho$ that is not a rank-one projector is called a mixed state, by opposition to rank-one projectors, which are pure states. Mixed states like (10) are commonly used to describe any uncertainty in the actual state of an experimental entity. ${ }^{2}$

### 3.1.2 Commuting observables and a state define a random vector

When all pairs of a set of observables $A_{1}, \ldots, A_{p}$ commute, then these observables can be diagonalized in the same orthonormal basis $\left(u_{i}\right)$, and (9) can be naturally generalized to describe a random vector ( $X_{A_{j}, \rho}$ ) of dimension $p$, with values in the Cartesian product

$$
\operatorname{spec}\left(A_{1}\right) \times \cdots \times \operatorname{spec}\left(A_{p}\right)
$$

More precisely, the law of ( $X_{A_{j}, \rho}$ ) is given by

$$
\begin{equation*}
\mathbb{P}\left(X_{A_{1}, \rho}=x_{1}, \ldots, X_{A_{p}, \rho}=x_{p}\right)=\operatorname{tr}\left[\rho 1_{\left\{x_{1}\right\}}\left(A_{1}\right) \ldots 1_{\left\{x_{p}\right\}}\left(A_{p}\right)\right], \tag{11}
\end{equation*}
$$

see e.g. (Bouten, Van Handel, and James, 2007) for an introduction. In this paper, we will associate a Pfaffian point process to a particular mixed state and a set of commuting observables, which can respectively be efficiently prepared and measured on a quantum computer. To define these objects, we first need to explain how physicists build Hamiltonians of fermionic systems.

### 3.2 The canonical anti-commutation relations

The Hamiltonian and its structure are often the key part in specifying a model, much like the factorization of a joint distribution in a probabilistic model. In the case of fermions, a family of physical particles that includes electrons, Hamiltonians are typically built as polynomials of fermionic creation-annihilation operators, i.e., operators that satisfy the so-called canonical anti-commutation relations (CAR).

Definition 3.1 (CAR). Let $\mathbb{H}$ be a Hilbert space. The operators $c_{j}: \mathbb{H} \rightarrow \mathbb{H}, j=$ $1, \ldots, p$ and their adjoints are said to satisfy the canonical anti-commutation relations if

$$
\begin{equation*}
\left\{c_{i}, c_{j}\right\}=\left\{c_{i}^{*}, c_{j}^{*}\right\}=0 \quad \text { and } \quad\left\{c_{i}, c_{j}^{*}\right\}=\delta_{i j} \mathbb{I} \tag{CAR}
\end{equation*}
$$

where $\{u, v\}:=u v+v u$ is the anti-commutator of operators $u$ and $v$.

[^2]Assuming existence ${ }^{3}$ for a moment, and limiting ourselves to a finite dimensional Hilbert space $\mathbb{H}$ of dimension $d=2^{N}$, one can say many things on $\mathbb{H}$ from the fact that there are $N$ operators $c_{1}, \ldots, c_{N}$ satisfying (CAR). On that topic, we recommend reading (Nielsen, 2005), from which we borrow the following lemma.
Lemma 3.2 (Fock basis; see e.g. Nielsen, 2005). Let $\operatorname{dim} \mathbb{H}=2^{N}, N \in \mathbb{N}^{*}$, and assume that $c_{1}, \ldots, c_{N}$ are distinct operators on $\mathbb{H}$ that satisfy (CAR). First, there is a vector $|\emptyset\rangle \in \mathbb{H}$, called the vacuum, which is a simultaneous eigenvector of all $c_{i}^{*} c_{i}, i=1, \ldots, N$, always with eigenvalue 0 . Second, for $\mathbf{n}=\left(n_{1}, \ldots, n_{N}\right) \in\{0,1\}^{N}$, consider

$$
|\mathbf{n}\rangle:=\prod_{i=1}^{N}\left(c_{i}^{*}\right)^{n_{i}}|\emptyset\rangle
$$

Then $\mathcal{B}_{\text {Fock }}=(|\mathbf{n}\rangle)$ is an orthonormal basis of $\mathbb{H}$. Third, for all $1 \leq i \leq N$,

$$
\begin{equation*}
c_{i}^{*} c_{i}|\mathbf{n}\rangle=n_{i}|\mathbf{n}\rangle \tag{12}
\end{equation*}
$$

and, for $i \neq j$,

$$
\begin{equation*}
c_{i}^{*} c_{j}|\mathbf{n}\rangle= \pm n_{j}\left(1-n_{i}\right)|\widetilde{\mathbf{n}}\rangle, \tag{13}
\end{equation*}
$$

where $\widetilde{n}_{i}=1, \widetilde{n}_{j}=0$, and $\widetilde{n}_{k}=n_{k}$ for $k \neq i, j$.
The basis built in the lemma in called the Fock basis. Its construction depends on the choice of the operators $c_{1}, \ldots, c_{N}$. When there is a risk of confusion, we shall thus further denote $|\mathbf{n}\rangle$ and $|\emptyset\rangle$ as $\left|\mathbf{n}_{c}\right\rangle$ and $\left|\emptyset_{c}\right\rangle$, respectively. Second, because applying $c_{i}$ to a vector of the Fock basis has the effect of zeroing the $i$ th component if it was 1 , and mapping to zero otherwise, we call the $c_{i}$ 's annihilation operators. Similarly, we call their adjoints creation operators.

### 3.3 Fermionic operators acting on qubits

Henceforth, we let $\mathbb{H}:=\left(\mathbb{C}^{2}\right)^{\otimes N}$. This is the state space describing $N$ qubits, of dimension $2^{N}$. A qubit corresponds to any physical system, the state of which is described by one out of two levels. We associate these two levels with a distinguished orthonormal basis $(|0\rangle,|1\rangle)$ of $\mathbb{C}^{2}$, commonly called the computational basis.

Consider the so-called Pauli operators on $\mathbb{C}^{2}$, given in the computational basis as

$$
\mathbf{I}=\left(\begin{array}{ll}
1 & 0  \tag{14}\\
0 & 1
\end{array}\right), \quad \sigma_{x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Note that $\sigma_{x}^{2}=\sigma_{y}^{2}=\sigma_{z}^{2}=\mathbf{I}$, and that $\sigma_{x} \sigma_{y}=\mathrm{i} \sigma_{z}$.
Definition 3.3 (The Jordan-Wigner (JW) transformation). Define the JW annihilation operators $a_{j}$ on $\mathbb{H}$, for $j \in\{1, \ldots N\}$, by their matrices in the computational basis

$$
\begin{equation*}
\underbrace{\sigma_{z} \otimes \cdots \otimes \sigma_{z}}_{j-1 \text { times }} \otimes\left(\frac{\sigma_{x}+\mathrm{i} \sigma_{y}}{2}\right) \otimes \mathbf{I} \otimes \cdots \otimes \mathbf{I} \tag{15}
\end{equation*}
$$

The creation operator $a_{j}^{*}$, adjoint of $a_{j}$, has matrix

$$
\underbrace{\sigma_{z} \otimes \cdots \otimes \sigma_{z}}_{j-1 \text { times }} \otimes\left(\frac{\sigma_{x}-\mathrm{i} \sigma_{y}}{2}\right) \otimes \mathbf{I} \otimes \cdots \otimes \mathbf{I}
$$

[^3]It is easy to check the following properties of the Jordan-Wigner operators.
Proposition 3.4. Let $a_{1}, \ldots, a_{N}$ be the $J W$ operators from Definition 3.3. They satisfy (CAR). Moreover, the so-called number operators $N_{j}=a_{j}^{*} a_{j}$ have the simple matrix form

$$
\underbrace{\mathbf{I} \otimes \cdots \otimes \mathbf{I}}_{j-1 \text { times }} \otimes \frac{\mathbf{I}-\sigma_{z}}{2} \otimes \mathbf{I} \cdots \otimes \mathbf{I} .
$$

Finally, the Fock basis $|\mathbf{n}\rangle$ obtained by setting $c_{j}=a_{j}$ in Lemma 3.2 is actually the computational basis, i.e.,

$$
|\mathbf{n}\rangle=\left|n_{1}\right\rangle \otimes \cdots \otimes\left|n_{N}\right\rangle .
$$

There are alternative ways to define fermionic operators on $\mathbb{H}$ using Pauli matrices, like the parity or Bravyi-Kitaev transformations (Bravyi and Kitaev, 2002); or the Ball-Verstraete-Cirac transformation (Ball, 2005; Verstraete and Cirac, 2005). In particular, and at the expense of simplicity, the Bravyi-Kitaev transformation yields operators with smaller weight than Jordan-Wigner: only $\mathcal{O}(\log N)$ terms are allowed to differ from the identity in the equivalent of (15).

## 4 From fermions to Pfaffian point processes

We first show in Section 4.1 how to build any discrete DPP with Hermitian kernel from a mixed state corresponding to a particle number preserving Hamiltonian and a set of commuting observables. This connection between DPPs and quasi-free states was observed by Olshanski (2020). Then we do the same for a class of discrete PfPPs in Section 4.4 associated to Hamiltonians without particle number conservation.

### 4.1 Building a DPP from a quantum measurement

Let $\mathbf{H} \in \mathbb{C}^{N \times N}$ be Hermitian, and consider the operator

$$
\begin{equation*}
H=\sum_{i, j=1}^{N} c_{i}^{*} \mathbf{H}_{i j} c_{j} \tag{16}
\end{equation*}
$$

which we think of as a Hamiltonian acting on $\mathbb{H}$. This Hamiltonian preserves the particle number, i.e., $H$ commutes with the number operator $\sum_{i} c_{i}^{*} c_{i}$. Let $\left(\lambda_{k}, \mathbf{u}_{k}\right)_{1 \leq k \leq N}$ be the eigenpairs of $\mathbf{H}$ where the eigenvalues satisfy $\lambda_{1} \leq \cdots \leq \lambda_{N}$. The Hamiltonian (16) can thus be rewritten in "diagonalized" form

$$
H=\sum_{i, j=1}^{N} c_{i}^{*}\left(\sum_{k=1}^{N} \lambda_{k} \mathbf{u}_{k} \mathbf{u}_{k}^{*}\right)_{i j} c_{j}=\sum_{i, j, k=1}^{N} \lambda_{k} c_{i}^{*} \mathbf{u}_{k i} \mathbf{u}_{k j}^{*} c_{j}=\sum_{k=1}^{N} \lambda_{k} b_{k}^{*} b_{k},
$$

where we defined the operators

$$
\begin{equation*}
b_{k}=\sum_{j=1}^{N} \mathbf{u}_{k j}^{*} c_{j}, \tag{17}
\end{equation*}
$$

which can be checked to satisfy (CAR).
In what follows, we consider in Section 4.2 DPPs for which the correlation kernel has a spectrum in $[0,1)$, referred to as L-ensembles in the literature. Next, in Section 4.3, we discuss projection DPPs.

### 4.2 The case of L-ensembles

Below, Proposition 4.1 states that there is a natural DPP associated with a Hamiltonian like (16), whose marginal kernel $\mathbf{K}$ is obtained by applying a sigmoid to the spectrum of $\mathbf{H}$; formally $\mathbf{K}=\sigma(-\beta \overline{\mathbf{H}})$ with $\beta>0$ being a parameter called inverse temperature.

Proposition 4.1 (DPP kernel by taking the sigmoid). Let $\beta>0$ and $\mu \geq 0, H$ and $\left(b_{k}\right)$ be respectively defined by (16) and (17). Consider the mixed state

$$
\begin{equation*}
\rho=\frac{1}{Z} \mathrm{e}^{-\beta\left(H-\mu \sum_{j=1}^{N} b_{j}^{*} b_{j}\right)}, \tag{18}
\end{equation*}
$$

where the normalization constant $Z$ ensures that $\operatorname{tr} \rho=1$. For $i \in[N]$, the observable $N_{i}=c_{i}^{*} c_{i}$ is a projector, so that the random variable $X_{N_{i}, \rho}$ associated to $N_{i}$ and the state (18) by (9) takes values in $\{0,1\}$. Moreover, all $N_{i}$ 's commute pairwise, and thus define a joint Boolean vector $\left(X_{N_{i}, \rho}\right)_{i \in[N]}$ through (11). Consider the point process

$$
S=\left\{i \in[N]: X_{N_{i}, \rho}=1\right\},
$$

corresponding to jointly observing all operators $N_{i}$ in the state (18), and reporting the indices corresponding to $a$. Then $S$ is determinantal with correlation kernel

$$
\mathbf{K}=\overline{\mathbf{U}} \operatorname{Diag}\left(\frac{\mathrm{e}^{-\beta\left(\lambda_{k}-\mu\right)}}{1+\mathrm{e}^{-\beta\left(\lambda_{k}-\mu\right)}}\right) \overline{\mathbf{U}}^{*}
$$

where $\mathbf{U}$ and $\left(\lambda_{k}\right)_{k}$ are obtained by the diagonalization $\mathbf{H}=\mathbf{U} \operatorname{Diag}\left(\lambda_{k}\right) \mathbf{U}^{*}$.
Proof. All number operators $N_{i}=c_{i}^{*} c_{i}$ commute pairwisely and have spectrum in $\{0,1\}$; see Lemma 3.2. Consequently, their joint measurement indeed describes a random binary vector $X=\left(X_{N_{i}, \rho}\right)$. By Born's rule (11), the correlation function of the point process corresponding to the indices of the 1 s in $X$ are given by

$$
\mathbb{P}\left(\left\{i_{1}, \ldots, i_{k}\right\} \subseteq X\right)=\operatorname{tr}\left(\rho N_{i_{1}} \ldots N_{i_{k}}\right) \triangleq\left\langle N_{i_{1}} \ldots N_{i_{k}}\right\rangle_{\rho} .
$$

Because of the anti-commutation relations (CAR), an explicit computation known as Wick's theorem implies that for any $i_{1}, \ldots, i_{k} \in[N]$,

$$
\begin{equation*}
\left\langle N_{i_{1}} \ldots N_{i_{k}}\right\rangle_{\rho}=\operatorname{det}\left(\left\langle c_{i_{m}}^{*} c_{i_{n}}\right\rangle_{\rho}\right)_{m, n} . \tag{19}
\end{equation*}
$$

Wick's theorem is a standard result in quantum physics; see e.g. (Bardenet et al., 2022, Section 3.5) for a rewriting with our notations of one of the canonical references (Cohen-Tannoudji, Diu, and Laloë, 1977).

Now, Equation (19) implies that the point process $X$, consisting of simultaneously measuring the occupation of all qubits using $\left(N_{i}\right)$, is determinantal with correlation kernel

$$
\begin{equation*}
\mathbf{K}_{i j}=\left\langle c_{i}^{*} c_{j}\right\rangle_{\rho} \tag{20}
\end{equation*}
$$

In order to provide an explicit computation of $\mathbf{K}_{i j}$, we use Lemma 3.2 with the operators $b_{1}, \ldots, b_{N}$, to obtain a basis $(|\mathbf{n}\rangle)=\left(|\mathbf{n}\rangle_{b}\right)$ of eigenvectors of all operators of the
form $b_{i}^{*} b_{i}, i=1, \ldots, N$. We now proceed to computing the trace in (20) by summing over that basis. We write

$$
\begin{aligned}
\mathbf{K}_{i j} & =\operatorname{tr}\left[\rho c_{i}^{*} c_{j}\right] \\
& =\operatorname{tr}\left[\rho c_{i}^{*} c_{j} \sum_{\mathbf{n}}|\mathbf{n}\rangle\langle\mathbf{n}|\right] \\
& =Z^{-1} \sum_{\mathbf{n}}\langle\mathbf{n}| \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}} c_{i}^{*} c_{j}|\mathbf{n}\rangle .
\end{aligned}
$$

Now note that $c_{j}=\sum_{\ell=1}^{N} \mathbf{u}_{j \ell} b_{\ell}$, so that $c_{i}^{*} c_{j}=\sum_{k, \ell=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j \ell} b_{k}^{*} b_{\ell}$, and

$$
\mathbf{K}_{i j}=Z^{-1} \sum_{k, \ell=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j \ell} \sum_{\mathbf{n}}\langle\mathbf{n}| \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}} b_{k}^{*} b_{\ell}|\mathbf{n}\rangle .
$$

Because of (13) and the orthonormality of the basis (|n〉), for $k \neq \ell$,

$$
\langle\mathbf{n}| \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}} b_{k}^{*} b_{\ell}|\mathbf{n}\rangle=0 .
$$

Therefore,

$$
\begin{align*}
\mathbf{K}_{i j} & =Z^{-1} \sum_{k=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j k} \sum_{\mathbf{n}}\langle\mathbf{n}| \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}} b_{k}^{*} b_{k}|\mathbf{n}\rangle  \tag{21}\\
& =Z^{-1} \sum_{k=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j k} \sum_{\mathbf{n}} n_{k} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}} . \tag{22}
\end{align*}
$$

Now, we pause and compute the normalization constant $Z$ of $\rho$. Starting from $\operatorname{tr} \rho=1$, we write

$$
Z=\operatorname{tr} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}}=\sum_{\mathbf{n}}\langle\mathbf{n}| \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) b_{p}^{*} b_{p}}|\mathbf{n}\rangle=\sum_{\mathbf{n}} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}}
$$

Rewriting the sum as a product, we obtain

$$
\begin{equation*}
Z=\prod_{p=1}^{N} \sum_{n_{p} \in\{0,1\}} \mathrm{e}^{-\beta\left(\lambda_{p}-\mu\right) n_{p}}=\prod_{p=1}^{N}\left(1+\mathrm{e}^{-\beta\left(\lambda_{p}-\mu\right)}\right) . \tag{23}
\end{equation*}
$$

Now, explicitly writing the dependence of $Z=Z(\boldsymbol{\lambda})$ to $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$, Equations (22) and (23) together yield

$$
\begin{align*}
\mathbf{K}_{i j} & =\sum_{k=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j k} \frac{\sum_{\mathbf{n}} n_{k} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}}}{\sum_{\mathbf{n}} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}}}  \tag{24}\\
& =\sum_{k=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j k}\left[-\frac{1}{\beta} \frac{\mathrm{~d}}{\mathrm{~d} \lambda_{k}} \log Z(\boldsymbol{\lambda})\right]  \tag{25}\\
& =\sum_{k=1}^{N} \mathbf{u}_{i k}^{*} \mathbf{u}_{j k} \frac{\mathrm{e}^{-\beta\left(\lambda_{k}-\mu\right)}}{1+\mathrm{e}^{-\beta\left(\lambda_{k}-\mu\right)}}, \tag{26}
\end{align*}
$$

for any $1 \leq i, j \leq N$.

Corollary 4.2 (Hamiltonian by taking the logit). Let $\mathbf{K}=\mathbf{V D V}^{*}$ be an Hermitian DPP kernel with $0 \prec \mathbf{D} \prec \mathbf{I}$. Then Proposition 4.1 yields a DPP with kernel $\mathbf{K}$ provided we choose $\mathbf{V}=\overline{\mathbf{U}}$ and the eigenvalues $\boldsymbol{\lambda}$ so that

$$
\beta\left(\lambda_{i}-\mu\right)=\log \frac{1-d_{i}}{d_{i}} .
$$

Furthermore, assuming $d_{1} \geq \cdots \geq d_{N} \geq 0$, and $d_{r}<\mu<d_{r+1}$, $\mathbf{K}$ converges to the projection kernel onto the first $r$ columns of $\mathbf{V}$.

Proof. The first part is a consequence of (21). The second statement is maybe easiest to see in terms of Frobenius norm, to wit $\|\mathbf{A}\|^{2}=\sum_{i=1}^{N} \sigma_{i}^{2}(\mathbf{A})$, where $\sigma_{i}(\mathbf{A})$ are the singular values of $\mathbf{A}$. If $\mathbf{P}$ denotes the projector into the first $r$ columns of $\mathbf{V}$, then the absolute values of the eigenvalues of the Hermitian matrix $\mathbf{K}-\mathbf{P}$ are its singular values, and all of them converge to 0 .

### 4.3 The case of projection DPPs

With the notation of Section 4.2, we note that $(|\mathbf{n}\rangle)=\left(|\mathbf{n}\rangle_{b}\right)$ is a basis of eigenvectors of $\rho$, and that

$$
\rho|\mathbf{n}\rangle=\frac{\mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}}}{\sum_{\mathbf{n}^{\prime}} \mathrm{e}^{-\beta \sum_{p}\left(\lambda_{p}-\mu\right) n_{p}^{\prime}}}|\mathbf{n}\rangle
$$

In particular, the only eigenvalue that does not vanish when $\beta \rightarrow \infty$ is that of $|1, \ldots, 1,0, \ldots, 0\rangle$, where the 1 s occupy the first $r$ components, and $r \in\{1, \ldots, N\}$ is such that with $\lambda_{r}<\mu<\lambda_{r+1}$. Indeed, the ratio of the eigenvalue of $|1, \ldots, 1,0, \ldots, 0\rangle$ with that of any other eigenvector diverges to $+\infty$, while all eigenvalues remain in $[0,1]$ and the trace is fixed to 1 . Thus, denoting $|\psi\rangle=|1, \ldots, 1,0, \ldots, 0\rangle$,

$$
\rho \rightarrow|\psi\rangle\langle\psi|
$$

in Frobenius norm as $\beta \rightarrow \infty$. In particular,

$$
\operatorname{tr} N_{i_{1}} \ldots N_{i_{k}} \rho \rightarrow \operatorname{tr} N_{i_{1}} \ldots N_{i_{k}}|\psi\rangle\langle\psi|
$$

as $\beta \rightarrow \infty$. Combined with the second statement of Corollary 4.2, we know that the correlation functions of the point process corresponding to preparing $|\psi\rangle\langle\psi|$ and measuring the occupation of all qubits and recording where the $1 s$ occur is the projection DPP of kernel $\mathbf{P}=\mathbf{V}_{:, 1: r} \mathbf{V}_{:, 1: r}^{*}$.

Remark 4.3 (Beyond Gaussian states). We have shown that the kernels of projection DPPs are obtained as limits of kernels associated with Gaussian states (18). Actually, a DPP kernel can be associated with a density matrix of a quasi-free state generalizing the Gaussian state, for which Wick's theorem also holds; see e.g. (Koshida, 2021, Section 1.3). In particular, every quasi-free state is a convex combination of pure states. We give now a few details by following (Dierckx, Fannes, and Pogorzelska, 2008). Let $\mathcal{C} \subseteq[N]$ and let $\left|\psi_{\mathcal{C}}\right\rangle=\prod_{i \in \mathcal{C}} c_{i}^{*}|\emptyset\rangle$. Let $\mathbf{K}$ be an Hermitian matrix with eigenvalues $\left(\nu_{p}\right)$ in $[0,1]$. The density matrix associated with $\mathbf{K}$ is the quasi-free state

$$
\rho=\sum_{\mathcal{C} \subseteq[N]} \alpha_{\mathcal{C}}\left|\psi_{\mathcal{C}}\right\rangle\left\langle\psi_{\mathcal{C}}\right| \text { with } \alpha_{\mathcal{C}}=\prod_{p \in \mathcal{C}} \nu_{p} \prod_{q \in[N] \backslash \mathcal{C}}\left(1-\nu_{q}\right) .
$$

### 4.4 Building a PfPP from the BdG Hamiltonian

We shall see that Pfaffian point processes appear using slightly more sophisticated Hamiltonians. Unlike Hamiltonian (16), the Hermitian operator

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i, j=1}^{N} \mathbf{M}_{i j}\left(c_{i}^{*} c_{j}-c_{j} c_{i}^{*}\right)+\frac{1}{2} \sum_{i, j=1}^{N}\left(\boldsymbol{\Delta}_{i j} c_{i}^{*} c_{j}^{*}+\boldsymbol{\Delta}_{i j}^{*} c_{i} c_{j}\right), \tag{27}
\end{equation*}
$$

with complex matrices $\mathbf{M}=\mathbf{M}^{*}$ and $\boldsymbol{\Delta}$, does not commute with the total number operator $N=\sum_{i} c_{i}^{*} c_{i}$. Physicists say that $H$ does not "preserve" the total number of particles.

Note that, due to the anti-commutation relation $c_{i}^{*} c_{j}^{*}=-c_{j}^{*} c_{i}^{*}$, we can simply redefine $\boldsymbol{\Delta}$ so that $\boldsymbol{\Delta}=-\boldsymbol{\Delta}^{\top}$. The Hamiltonian (27) becomes the so-called Bogoliubov-de Gennes (BdG) Hamiltonian

$$
\begin{equation*}
H_{\mathrm{BdG}}=\frac{1}{2} \sum_{i, j=1}^{N} \mathbf{M}_{i j}\left(c_{i}^{*} c_{j}-c_{j} c_{i}^{*}\right)+\frac{1}{2} \sum_{i, j=1}^{N}\left(\boldsymbol{\Delta}_{i j} c_{i}^{*} c_{j}^{*}-\overline{\boldsymbol{\Delta}_{i j}} c_{i} c_{j}\right), \tag{28}
\end{equation*}
$$

which is a model for superconductors; see e.g. (Schnyder, Ryu, Furusaki, and Ludwig, 2008) for a modern overview.

We now investigate the point process associated to the occupation numbers of the Gaussian state $Z^{-1} \exp \left(-\beta H_{\mathrm{BdG}}\right)$, for $\beta>0$, as we did for (18). It is convenient to stack the operators $c_{1}, \ldots, c_{N}$ and their adjoints in column vectors, and write $\mathbf{c}=\left[c_{1} \ldots c_{N}\right]^{\top}$ and $\mathbf{c}^{*}=\left[c_{1}^{*} \ldots c_{N}^{*}\right]^{\top}$. We can then rewrite the Hamiltonian more compactly as

$$
H_{\mathrm{BdG}}=\frac{1}{2}\binom{\mathrm{c}^{*}}{\mathrm{c}}^{*} \mathbf{H}_{\mathrm{BdG}}\binom{\mathrm{c}^{*}}{\mathrm{c}} \text { with } \mathbf{H}_{\mathrm{BdG}}=\left(\begin{array}{cc}
-\overline{\mathbf{M}} & -\overline{\boldsymbol{\Delta}}  \tag{29}\\
\boldsymbol{\Delta} & \mathbf{M}
\end{array}\right) .
$$

By construction, the matrix $\mathbf{H}_{\mathrm{BdG}}$ obeys the particle-hole symmetry, namely $\mathbf{C} \overline{\mathbf{H}}_{\mathrm{BdG}} \mathbf{C}=$ $-\mathbf{H}_{\mathrm{BdG}}$ where we recall the definition of the involution $\mathbf{C}=\left(\begin{array}{cc}\mathbf{0} & \mathbf{I} \\ \mathbf{I} & 0\end{array}\right)$. The name particlehole symmetry comes from the fact that

$$
\mathbf{C}\binom{\mathrm{c}^{*}}{\mathrm{c}}=\binom{\mathrm{c}}{\mathrm{c}^{*}}
$$

flips the role of creation and annihilation operators.
Before going further, we introduce a group of transformations preserving (CAR) that are used to diagonalize the Bogoliubov-de Gennes Hamiltonian; see (Moore, 2014, Section 18.4.3).

Definition 4.4 (orthogonal complex matrix). A complex invertible $2 N \times 2 N$ matrix $\mathbf{W}$ satisfying $\mathbf{W}^{\top} \mathbf{C W}=\mathbf{C}$ is called an orthogonal complex matrix. The group of orthogonal complex matrices is denoted by $O(\mathbf{C}, \mathbb{C})$.

For any orthogonal complex matrix $\mathbf{W}$ and any $N$ operators $c_{1}, \ldots, c_{N}$ satisfying (CAR), another set of creation-annihilation operators satisfying (CAR) is given by the so-called Bogoliubov transformation

$$
\begin{equation*}
\binom{b^{*}}{b}=W\binom{\mathrm{c}^{*}}{\mathrm{c}}, \tag{30}
\end{equation*}
$$

and by further requiring that $\mathbf{W}$ is unitary, $b_{k}^{*}$ is the adjoint of $b_{k}$ for all $k \in[N]$. Hence, in what follows, we only consider transformations $\mathbf{W} \in O(\mathbf{C}, \mathbb{C}) \cap U(2 N)$.

Lemma 4.5. A unitary orthogonal complex matrix is of the form $\left(\frac{\mathbf{U}}{\mathbf{V}} \mathbf{V}\right)$, with $\mathbf{U U}^{*}+$ $\mathbf{V} \mathbf{V}^{*}=\mathbf{I}$ and $\mathbf{U V}^{\top}+\mathbf{V} \mathbf{U}^{\top}=\mathbf{0}$.

Next, following Jiang et al. (2018), we diagonalize (28) by a convenient change of variables, which consists in finding a suitable Bogoliubov transformation. The upshot is that we have the decomposition

$$
\mathbf{H}_{\mathrm{BdG}}=\mathbf{W}^{*}\left(\begin{array}{cc}
\operatorname{Diag}\left(-\epsilon_{k}\right) & 0 \\
0 & \operatorname{Diag}\left(\epsilon_{k}\right)
\end{array}\right) \mathbf{W}
$$

as shown in Lemma 4.6 below.
Lemma 4.6 (Diagonalization of BdG Hamiltonian). Let $\boldsymbol{\Omega}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}\mathbf{I} \\ \mathrm{iI}^{\mathbf{I}} & { }_{-\mathrm{iI}}\end{array}\right)$ and define $\mathbf{A}=-\mathrm{i} \overline{\boldsymbol{\Omega}}\left(\begin{array}{cc}\Delta & \mathbf{M} \\ -\overline{\mathbf{M}} & -\overline{\boldsymbol{\Delta}}\end{array}\right) \boldsymbol{\Omega}^{*}$. The following statements hold.
(i) $H_{\mathrm{BdG}}=\frac{\mathrm{i}}{2} \boldsymbol{f}^{\top} \mathbf{A} \boldsymbol{f}$ where $\boldsymbol{f}=\boldsymbol{\Omega}\binom{\mathrm{c}^{*}}{\mathbf{c}}$ and $\mathbf{A}$ is real skew-symmetric.
(ii) There exists a real orthogonal matrix $\boldsymbol{R}$ and a real vector $\boldsymbol{\epsilon}=\left[\epsilon_{1}, \ldots, \epsilon_{N}\right]^{\top}$ such that $\boldsymbol{R} \mathbf{A} \boldsymbol{R}^{\top}=\left(\begin{array}{cc}0 & \operatorname{Diag}\left(\epsilon_{k}\right) \\ -\operatorname{Diag}\left(\epsilon_{k}\right) & 0\end{array}\right)$.
(iii) Another set of creation-annihilation operators satisfying (CAR) is given by $\binom{b^{*}}{b}=$ $\boldsymbol{W}\binom{\mathbf{c}^{*}}{\mathbf{c}}$, where $\boldsymbol{W}=\boldsymbol{\Omega}^{*} \boldsymbol{R} \boldsymbol{\Omega} \in O(\mathbf{C}, \mathbb{C}) \cap U(2 N)$.
(iv) We have the diagonalization $H_{\mathrm{BdG}}=\frac{1}{2}\binom{\mathbf{b}^{*}}{\mathbf{b}}^{\top}\left(\begin{array}{c}\mathbf{0} \\ -\operatorname{Diag}\left(\epsilon_{k}\right)\end{array} \underset{\mathbf{D i a g}\left(\epsilon_{k}\right)}{\mathbf{0}}\right)\binom{\mathbf{b}^{*}}{\mathbf{b}}$.

We refer to (Jiang et al., 2018) for a proof sketch.
Now, we leverage these results to compute the expectation value of bilinears under $\rho_{\text {BdG }}$. Lemma 4.7 states a result analogous to Proposition 4.1, and its proof, given in Appendix A.2, relies on similar techniques such as Wick's theorem.
Lemma 4.7. Let $\boldsymbol{\epsilon}=\left[\epsilon_{1}, \ldots, \epsilon_{N}\right]^{\top}$ be the eigenvalues of $H_{\mathrm{BdG}}$ as given by Lemma 4.6 and let $\rho=\frac{1}{Z} \exp \left(-\beta H_{\mathrm{BdG}}\right)$. We have

$$
\mathbf{S} \triangleq\left(\begin{array}{ll}
\left(\left\langle c_{i} c_{j}^{*}\right\rangle_{\rho}\right)_{i, j} & \left(\left\langle c_{i} c_{j}\right\rangle_{\rho}\right)_{i, j} \\
\left(\left\langle c_{i}^{*} c_{j}^{*}\right\rangle_{\rho}\right)_{i, j} & \left(\left\langle c_{i}^{*} c_{j}\right\rangle_{\rho}\right)_{i, j}
\end{array}\right)=\overline{\mathbf{W}}^{*}\left(\begin{array}{cc}
\operatorname{Diag}\left(\sigma\left(\beta \epsilon_{k}\right)\right) & \mathbf{0} \\
\mathbf{0} & \operatorname{Diag}\left(\sigma\left(-\beta \epsilon_{k}\right)\right)
\end{array}\right) \overline{\mathbf{W}}
$$

where $\sigma(x)$ is the sigmoid function; see Section 1. Furthermore, we have that $\mathbf{S}=$ $\sigma\left(-\beta \overline{\mathbf{H}_{\mathrm{BdG}}}\right)$ and $\mathbf{S}$ satisfies $0 \preceq \mathbf{S} \preceq \mathbf{I}$, as well as $\mathbf{C} \overline{\mathbf{S}} \mathbf{C}=\mathbf{I}-\mathbf{S}$.

For convenience, we introduce the following notations, for $1 \leq i, j \leq N$,

$$
\left(\begin{array}{cc}
\left\langle c_{i} c_{j}^{*}\right\rangle_{\rho} & \left\langle c_{i} c_{j}\right\rangle_{\rho} \\
\left\langle c_{i}^{*} c_{j}^{*}\right\rangle_{\rho} & \left\langle c_{i}^{*} c_{j}\right\rangle_{\rho}
\end{array}\right) \triangleq\left(\begin{array}{cc}
\delta_{i j}-\mathbf{K}_{i j}^{T} & -\overline{\mathbf{P}_{i j}} \\
\mathbf{P}_{i j} & \mathbf{K}_{i j}
\end{array}\right) .
$$

where $\mathbf{0} \preceq \mathbf{K} \preceq \mathbf{I}$ is Hermitian and $\mathbf{P}$ is skew-symmetric. By definition, we have

$$
\mathbf{S}=\left(\begin{array}{cc}
\mathbf{I}-\overline{\mathbf{K}} & \mathbf{P}^{*} \\
\mathbf{P} & \mathbf{K}
\end{array}\right)
$$

The particle-hole transformation amounts to replacing in $\mathbf{S}$ each $c_{i}$ by $c_{i}^{*}$ and viceversa. As a consequence of (CAR), $\mathbf{S}$ satisfies $\mathbf{C} \overline{\mathbf{S}} \mathbf{C}=\mathbf{I}-\mathbf{S}$; see Section 2.2.

Proposition 4.8 can be seen as a generalization to mixed states of the analysis of Terhal and DiVincenzo (2002), and restates the results of Koshida (2021).

Proposition 4.8. Let $N_{i}=c_{i}^{*} c_{i}$ for $1 \leq i \leq N$ and let $\rho=Z^{-1} \exp \left(-\beta H_{\mathrm{BdG}}\right)$. For any $i_{1}, \ldots, i_{k} \in[N]$, we have

$$
\begin{equation*}
\left\langle N_{i_{1}} \ldots N_{i_{k}}\right\rangle_{\rho}=\operatorname{Pf}\left(\mathbb{K}\left(i_{m}, i_{n}\right)\right)_{1 \leq m, n \leq k}, \tag{31}
\end{equation*}
$$

where each block of the above $2 k \times 2 k$ matrix is given in terms of the following kernel valued in $2 \times 2$ matrices:

$$
\mathbb{K}(i, j)=\left(\begin{array}{cc}
\mathbf{P}_{i j} & \mathbf{K}_{i j}  \tag{32}\\
-\mathbf{K}_{j i} & -\overline{\mathbf{P}_{i j}}
\end{array}\right) .
$$

The latter satisfies $\mathbb{K}(i, j)^{\top}=-\mathbb{K}(j, i)$ for $1 \leq i, j \leq N$.
The proof of this result, given in Appendix A.3, is also based on Wick's theorem.

## 5 Quantum circuits to sample DPPs and PfPPs

Armed with the connections between PfPPs and fermions in Section 4, it remains to connect fermions and quantum circuits. Quantum circuits are briefly introduced in Section 5.1 for self-containedness. In Section 5.2, we describe the quantum circuit of Wecker et al., 2015, later modified by Jiang et al. (2018), that corresponds to a projection DPP given the diagonalized form of its kernel. In Section 5.2.2, we depart from (Jiang et al., 2018) and highlight the connections of their construction with a classical parallel QR algorithm in numerical algebra (Sameh et al., 1978). Consequently, we propose to take inspiration from more recent parallel QR algorithms, such as (Demmel et al., 2012), to construct circuits with different constraints on the communication between qubits. In particular, we recover circuits with depth the shortest depth reported in (Kerenidis et al., 2022), but with QR-style arguments rather than sophisticated data loaders. Moreover, and maybe more importantly for DPP sampling, while sampling from a DPP with non-diagonalized kernel remains limited by the initial (classical) diagonalization step, we argue that if one chooses the right avatar in the available distributed QR algorithms, we can even give a hybrid pipeline of a classical parallel and a quantum algorithm to sample some projection DPPs with non-diagonalized kernel, with a linear speedup compared to the vanilla classical DPP sampler of Hough et al. (2006). The covered DPPs include practically relevant cases such as the uniform spanning trees and column subsets of Examples 2.3 and 2.4. In Sections 5.3 and 5.4, we give two standard arguments, respectively due to (Hough et al., 2006) and (Lyons, 2003), to reduce the treatment of (non-projection) Hermitian DPPs to projection DPPs. This concludes our treatment of DPPs. In Section 5.5, we go back to connecting point processes to the work of Jiang et al. (2018), showing how one can use their circuit corresponding to the BdG Hamiltonian to sample a Pfaffian PP.

### 5.1 Quantum circuits

We refer to (Nielsen et al., 2010, Part II) for a description of quantum circuits and the basic building blocks. In short, in the quantum circuit model of quantum computation, one describes a computation by the initialization of a set of $N$ qubits, a sequence of unitary operators among a small set of physically-implementable operators called gates, and a physically-implementable observable called measurement. Not all gates can be implemented on every quantum computer, but software development kits like Qiskit
(Qiskit contributors, 2023) allow the user to define a quantum circuit using a large enough set of gates. The latter usually include any tensor product of identity matrices and Pauli matrices (14) (the so-called $X, Y$, and $Z$ gates, respectively corresponding to $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$ in (14)) and a few two-qubit gates such as the ubiquitous CNOT. Qiskit then "transpiles" the resulting circuit into a sequence of actually-implementable gates for a given machine. For instance, with the current technology, not all qubits can be jointly operated on a given machine, e.g., one may not be able to apply a gate that acts on two qubits that are physically too far from each other in the actual quantum machine, or only be able to do so with a significant chance of error. Assuming the transpiling process preserves the dimensions of the circuit, one measures the complexity of a quantum circuit by quantities such as its total number of gates and its depth, i.e., the largest number of elementary gates applied to any single qubit.

Finally, in order to judge the possibility of sampling DPPs today, and be able to estimate what we can do in the future as hardware and software improve, it is important to keep in mind the main sources of error and their order of magnitude in current quantum hardware; see Appendix C.

### 5.2 The case of a projection DPP

Consider again $\left(a_{j}\right)$ to be the Jordan-Wigner operators, which satisfy (CAR), and $(|\mathbf{n}\rangle)$ to be the corresponding Fock basis. Let $r \in \mathbb{N}^{*}, \mathbf{Q} \in \mathbb{C}^{r \times N}$ have orthonormal rows, and $b_{j}^{*}=\sum_{\ell=1}^{N} q_{j \ell} a_{\ell}^{*}$ for $1 \leq j \leq r$. Let further

$$
\begin{equation*}
|\psi\rangle=b_{1}^{*} \ldots b_{r}^{*}|\emptyset\rangle . \tag{33}
\end{equation*}
$$

From Section 4.3, we know that simultaneously measuring $N_{i}=a_{i}^{*} a_{i}, i=1, \ldots, N$ on $\rho=|\psi\rangle\langle\psi|$ samples the projection DPP with kernel $\mathbf{K}=\mathbf{Q}^{*} \mathbf{Q}$. Measuring $N_{i}$ is easy, because the Fock basis of the JW operators is the computational basis, see Proposition 3.4, and measurement in the computational basis is a basic operation on any quantum computer. For the same reason, implementing $a_{1}^{*} \ldots a_{r}^{*}|\emptyset\rangle$ simply amounts to initializing the first $r$ qubits to $|1\rangle$, and the rest to $|0\rangle$. It remains to be able to prepare the state (33), where the $b_{i}$ 's intervene, not the $a_{i}$ 's. This is done by a procedure akin to the QR algorithm by successive Givens rotations; a standard reference on QR algorithms and matrix computations in general is (Golub and Van Loan, 2012).

### 5.2.1 QR by Givens rotations

Proposition 5.1 (Wecker et al., 2015; Kivlichan et al., 2018; Jiang et al., 2018). There is a unitary operator $\mathcal{U}(\mathbf{Q})$ on $\mathbb{H}$ such that

$$
b_{1}^{*} \ldots b_{r}^{*}|\emptyset\rangle=\mathcal{U}(\mathbf{Q}) a_{1}^{*} \ldots a_{r}^{*}|\emptyset\rangle,
$$

and $\mathcal{U}(\mathbf{Q})$ is a product of unitaries corresponding to elementary quantum gates.
Proof. The Givens rotation with parameters $\theta, \phi$ and indices $\ell^{1}, \ell^{2} \in[N]$ is the unitary matrix

$$
\mathbf{G}=\mathbf{G}_{\ell^{1}, \ell^{2}}(\theta, \phi)=\mathbf{P}\left(\begin{array}{cc}
\boldsymbol{\gamma} & \mathbf{0}  \tag{34}\\
\mathbf{0} & \mathbb{I}
\end{array}\right) \mathbf{P}^{-1} \text { with } \boldsymbol{\gamma}=\left(\begin{array}{cc}
\cos \theta & \mathrm{e}^{-\mathrm{i} \phi} \sin \theta \\
-\sin \theta \mathrm{e}^{\mathrm{i} \phi} & \cos \theta
\end{array}\right),
$$

where $\mathbf{P}$ is the matrix of the permutation $\left(1 \ell^{1}\right)\left(2 \ell^{2}\right)$, allowing to select the vectors on which the rotation is applied. ${ }^{4}$ Choosing $\theta, \phi$ relevantly, one can make sure that $\mathbf{Q G}^{*}$ has a zero in position $\left(\ell^{1}, \ell^{2}\right)$, while all columns other than $\left(\ell_{1}, \ell_{2}\right)$ are left unchanged. Iteratively choosing ( $\ell^{1}, \ell^{2}$ ), we can sequentially introduce zeros in $\mathbf{Q}$ by multiplying it by $n_{G}$ Givens rotations $\mathbf{G}_{1}, \ldots, \mathbf{G}_{n_{G}}$, never changing an entry that we previously set to zero, until

$$
\begin{equation*}
\mathbf{Q G}_{1}^{*} \ldots \mathbf{G}_{n_{G}}^{*}=(\boldsymbol{\Lambda} \mid \mathbf{0}) \tag{35}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is an $r \times r$ diagonal unitary matrix, and the right block is the $r \times(N-r)$ zero matrix.

Now, to each Givens rotation $\mathbf{G}=\mathbf{G}_{\ell^{1}, \ell^{2}}(\theta, \phi)$, we associate a unitary operator $\mathcal{G}=\mathcal{G}_{\ell^{1}, \ell^{2}}(\theta, \phi)$ on $\mathbb{H}$. We call $\mathcal{G}$ a Givens operator, as it realizes the Givens rotation $\mathbf{G}$ by a conjugation of creation operators, i.e.

$$
\begin{aligned}
\mathcal{G} a_{\ell^{1}}^{*} \mathcal{G}^{*} & =\cos \theta a_{\ell^{1}}^{*}+\mathrm{e}^{-\mathrm{i} \phi} \sin \theta a_{\ell^{2}}^{*}, \\
\mathcal{G} a_{\ell^{2}}^{*} \mathcal{G}^{*} & =-\mathrm{e}^{\mathrm{i} \phi} \sin \theta a_{\ell^{1}}^{*}+\cos \theta a_{\ell^{2}}^{*}, \\
\mathcal{G} a_{i}^{*} \mathcal{G}^{*} & =a_{i}^{*}, \quad \forall i \notin\left\{\ell^{1}, \ell^{2}\right\} .
\end{aligned}
$$

We refer to Appendix A. 1 for an explicit construction. For future convenience, we note that this action can be compactly summarized if one stacks up the creation operators in a vector $\mathbf{a}^{*}=\left(a_{1}^{*} \cdots a_{N}^{*}\right)^{\top}$, and writes

$$
\begin{equation*}
\mathcal{G} \mathbf{a}^{*} \mathcal{G}^{*}=\mathbf{G} \cdot \mathbf{a}^{*} \tag{36}
\end{equation*}
$$

with • defined by matrix-vector multiplication.
Finally, consider the unitary

$$
\begin{equation*}
\mathcal{U}(\mathbf{Q}) \triangleq \mathcal{G}_{n_{G}} \ldots \mathcal{G}_{1} \tag{37}
\end{equation*}
$$

where $\mathcal{G}_{i}$ is the Givens operator corresponding to $\mathbf{G}_{i}$ in (35). Then, by construction and up to a phase factor, for all $1 \leq k \leq r$,

$$
\mathcal{U}(\mathbf{Q}) a_{k}^{*} \mathcal{U}(\mathbf{Q})^{*}=b_{k}^{*}, \text { and } \mathcal{U}(\mathbf{Q})|\emptyset\rangle=|\emptyset\rangle .
$$

In particular,

$$
\begin{aligned}
|\psi\rangle=b_{1}^{*} \ldots b_{r}^{*}|\emptyset\rangle & =\mathcal{U}(\mathbf{Q}) a_{1}^{*} \mathcal{U}(\mathbf{Q})^{*} \ldots \mathcal{U}(\mathbf{Q}) a_{r}^{*} \mathcal{U}(\mathbf{Q})^{*}|\emptyset\rangle \\
& =\mathcal{U}(\mathbf{Q}) a_{1}^{*} \ldots a_{r}^{*}|\emptyset\rangle
\end{aligned}
$$

again up to a phase factor, which is irrelevant in the resulting state $|\psi\rangle\langle\psi|$.

The operator $\mathcal{U}(\mathbf{Q})$ in Proposition 5.1 is indeed a product of elementary two-qubit gates, because any Givens operator $\mathcal{G}_{\ell^{1}, \ell^{2}}(\theta, \phi)$ can be implemented as such, as first put forward by (Wecker et al., 2015). We discuss gate details in Appendix B.

To see how many gates are required for a given DPP kernel, we need to discuss a final degree of freedom: the Givens chain of rotations (34) is not unique. This is where constraints on which qubits can be jointly acted upon enter the picture.

[^4]
### 5.2.2 Parallel QR algorithms and qubit operation constraints

The product of Givens rotations in (34) can give rise to a quantum circuit of short depth if there are subproducts of rotations that can be performed on disjoint pairs of qubits. Independently of quantum computation, this is exactly the same kind of constraint that numerical algebraists have been studying in a long string of works on parallel QR factorization; ${ }^{5}$ see (Demmel et al., 2012) and references therein.

As a first example, after a preprocessing phase, the preparation of (33) in (Jiang et al., 2018, Section III) implicitly implements a parallel QR algorithm known as SamehKuck (Sameh et al., 1978). More precisely, in a preprocessing phase, Jiang et al., 2018 zero out $r(r-1) / 2$ entries in the upper-right corner of $\mathbf{Q}$ by pre-multiplying $\mathbf{Q}$ by a product of (complex) Givens rotations. Let us write this product of unitary matrices by $\mathbf{V}$. This preprocessing requires $r(r-1) / 2$ Givens rotations which are implemented thanks to a classical computer. To fix ideas, when $r=3$ and $N=6$, this results in a matrix of the following form

$$
\mathbf{V Q}=\left(\begin{array}{llllll}
* & * & * & * & 0 & 0  \tag{38}\\
* & * & * & * & * & 0 \\
* & * & * & * & * & *
\end{array}\right) .
$$

Note that replacing $\mathbf{Q}$ by $\mathbf{V Q}$ does not change the kernel of the resulting DPP since $\mathbf{V}^{*} \mathbf{V}=\mathbf{I}$. Now, Jiang et al., 2018 apply QR to VQ as in the proof of Proposition 5.1, applying Givens rotations on disjoint pairs of neighbouring columns, as they become available. Rather than giving a formal description of the algorithm, available in (Sameh et al., 1978), we follow Jiang et al., 2018 and depict its application on Example (38). We use the convenient notation of Jiang et al., 2018, i.e. bold characters to show the most recently actively updated entries of the matrix, and underlined characters to show entries that automatically result from the rows of $\mathbf{Q}$ being orthonormal. The successive parallel rounds of the algorithm are then

$$
\begin{align*}
\mathbf{V Q} & =\left(\begin{array}{llllll}
* & * & * & * & 0 & 0 \\
* & * & * & * & * & 0 \\
* & * & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{cccccc}
* & * & * & \mathbf{0} & 0 & 0 \\
* & * & * & * & * & 0 \\
* & * & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccc}
* & * & \mathbf{0} & 0 & 0 & 0 \\
* & * & * & * & \mathbf{0} & 0 \\
* & * & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
\frac{\lambda_{1}}{0} & \mathbf{0} & 0 & 0 & 0 \\
\underline{0} & * & * & \mathbf{0} & 0 \\
\underline{0} & * & * & * & * \\
\mathbf{0}
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & \underline{\lambda_{2}} & \mathbf{0} & 0 & 0 & 0 \\
0 & \underline{0} & * & * & \mathbf{0} & 0
\end{array}\right) \rightarrow\left(\begin{array}{cccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{2} & 0 & 0 & 0 & 0 \\
0 & 0 & \underline{\lambda_{3}} & \mathbf{0} & 0 & 0
\end{array}\right) . \tag{39}
\end{align*}
$$

The factors $\lambda_{i}$ are of unit modulus, as in the construction behind Proposition 5.1. The upshot is that only a lower triangular matrix remains whose only non-zero entries are on the diagonal, while the other entries of the lower triangle automatically vanish due to row orthonormality.

The resulting circuit, an example of which is given in Figure 1, requires $\mathcal{O}(N r)$ gates, and has depth $\mathcal{O}(N)$. The $\mathcal{O}\left(r^{2}\right)$ preprocessing, which is optional and could also be performed in the quantum circuit, allows getting rid of a handful of (necessarily

[^5]faulty) quantum gates at a small classical cost. Finally, constraining Givens operators to act on neighbouring qubits, or equivalently, Givens rotations to act on neighbouring columns, is practically relevant if the actual quantum computer at disposal favours two-qubit gates acting on neighbouring qubits.

As a second extreme example, assume that we have no constraint on which pairs of qubits can be jointly operated. We can then perform parallel QR on $\mathbf{Q}$ using only $\mathcal{O}(r \log N)$ parallel rounds, simply by acting on all available disjoint pairs in a single row until all but one entry are zeroed, keeping in mind that the leftmost $r$ entries of each row will be automatically updated because of orthonormality constraints. On an example with $N=8$ and $r=3$, this would yield

$$
\begin{aligned}
& \mathbf{Q} \rightarrow\left(\begin{array}{llllllll}
* & \mathbf{0} & * & \mathbf{0} & * & \mathbf{0} & * & \mathbf{0} \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{llllllll}
* & 0 & \mathbf{0} & 0 & * & 0 & \mathbf{0} & 0 \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccccc}
\frac{\lambda_{1}}{0} & 0 & 0 & 0 & \mathbf{0} & 0 & 0 & 0 \\
\underline{0} & * & * & * & * & * & * & * \\
\underline{0} & * & * & * & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{cccccccc}
\frac{\lambda_{1}}{0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & * & * & \mathbf{0} & * & \mathbf{0} & * & \mathbf{0} \\
0 & * & * & * & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & * & \mathbf{0} & 0 & * & 0 & \mathbf{0} & 0 \\
0 & * & * & * & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \underline{\lambda_{2}} & 0 & 0 & \mathbf{0} & 0 & 0 & 0 \\
0 & \underline{0} & * & * & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & * & \mathbf{0} & * & \mathbf{0} & * & \mathbf{0}
\end{array}\right) \rightarrow\left(\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \boldsymbol{\lambda}_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & * & 0 & * & 0 & \mathbf{0} & 0
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccccc}
\lambda_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \underline{\lambda_{3}} & 0 & \mathbf{0} & 0 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

The resulting quantum circuit has $\mathcal{O}(N r)$ gates as the one of Jiang et al., 2018, but a depth of only $\mathcal{O}\left(r \log _{2} N\right)$. This depth is similar to the shortest depth obtained by Kerenidis et al., 2022 with a similar tree-like structure called "parallel Clifford loaders".

Just like in parallel QR , we argue that the choice of the chain (34) of rotations should depend on the particular hardware constraints, like which qubits we allow to be jointly operated. Parallel QR algorithms allow quite arbitrary dependency structures, see e.g. (Demmel et al., 2012, Section 4). While initially motivated by communicationor storage constraints in parallel classical computing, these dependency structures are actually tailored to designing quantum circuits to prepare states like (33) depending on a given quantum architecture. Taking the analogy with parallel QR even one step further, we now show that the initial bottleneck of diagonalizing the kernel of a DPP can be combined with the design of the quantum circuit in a single run of a parallel QR algorithm.

### 5.2.3 A hybrid parallel/quantum algorithm for projection DPPs

The link of Givens-based quantum circuits with parallel QR algorithms suggests pipelines to sample from projection DPPs, even when the kernel is not yet in diagonalized form.

Proposition 5.2. Assume that we have access only to $\mathbf{A} \in \mathbb{R}^{d \times N}$, and that we want to sample from $\operatorname{DPP}(\mathbf{K})$, where $\mathbf{K}=\mathbf{V}_{:,[r]} \mathbf{V}_{:,[r]}^{*}$ and $\mathbf{V}$ is defined by the singular value decomposition $\mathbf{A}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{*}$. Then, given $P$ classical processors, for a run time


Figure 1: A circuit sampling a DPP with projection kernel of rank $r=3$, with $N=5$ items. On the left-hand side, Pauli $X$ gates are used to create fermionic modes on the three first qubits. Note also the parallel QR Givens rotations on neibouring qubits indicated by parametrized $X X+Y Y$ gates. See Appendix B for gate details. On the right-hand side, measurements of occupation numbers are denoted by black squares.
in $\mathcal{O}\left(N d^{2} / P\right)$ up to logarithmic factors in $P$, we can design a quantum circuit with depth $\mathcal{O}(N \log P / P)$ and $\mathcal{O}(N d)$ gates, such that simultaneous measurements in the computational basis at the output of the circuit yield a sample of $\operatorname{DPP}(\mathbf{K})$.

Three comments are in order. First, specifying the kernel $\mathbf{K}$ as in Proposition 5.2, where $\mathbf{K}$ is the projection kernel onto the first $r$ principal components of a full-rank rectangular matrix $\mathbf{A}$, is common in practice. In particular, it covers the column subset selection of Example 2.4 and the uniform spanning forests of Example 2.3. Second, for simplicity we have omitted the additional $\mathcal{O}\left(r^{2}\right)$ preprocessing introduced by Jiang et al., 2018. Third, at least if we neglect physical sources of noise in the quantum circuit (see Appendix C), the bottleneck in the hybrid sampler remains the initial classical cost $\mathcal{O}\left(N d^{2} / P\right)$. Compared with the vanilla classical approach, we have gained a linear speedup thanks to parallelization. Note that it is not clear how such a linear speedup can be gained in the vanilla classical algorithm, but that it can be gained in non-quantum randomized variants (Dereziński et al., 2019; Barthelmé et al., 2023). Dequantizing Proposition 5.2, to obtain a non-quantum algorithm with a similar cost, is actually an interesting question, which we leave to future work.

Proof. To prove Proposition 5.2, we first use a Givens-based parallel QR algorithm to compute $\mathbf{A}^{*}=\mathbf{Q R}$; see (Demmel et al., 2012) and references therein for a recent entry. One can incorporate here communication constraints that will turn into qubitcommunication constraints in the final algorithm. For simplicity, we assume $N \gg d$ and use the parallel tall-skinny QR of (Demmel et al., 2012, Section 2.1), with $P \leq N / d$ processors. Without going into details, for $P$ a power of two, the idea is to partition A* into $P$ equal $N / P \times d$ blocks, perform QR for each block using a user-chosen QR algorithm, and for $\log P$ stages, group the resulting $R$ matrices in pairs and perform QR. The run time is $\mathcal{O}\left(N d^{2} / P\right)$, up to logarithmic factors, which is a linear speedup compared to classical, non-parallel QR. Now, perform the singular value decomposition
of the $d \times d$ matrix $\mathbf{R}=\tilde{\mathbf{U}} \tilde{\boldsymbol{\Sigma}} \tilde{\mathbf{V}}^{*}$; this costs $\mathcal{O}\left(d^{3}\right)$. Then

$$
\mathbf{A}^{*} \mathbf{A}=\mathbf{Q R R}^{*} \mathbf{Q}^{*}=(\mathbf{Q} \tilde{\mathbf{U}}) \tilde{\boldsymbol{\Sigma}}^{2}(\mathbf{Q} \tilde{\mathbf{U}})^{*}
$$

so that the first $r$ principal components of $\mathbf{A}$ are $\mathbf{Q} \tilde{\mathbf{U}}_{:,[r]}$. Essentially, we have used the QR algorithm to compute the principal directions: this detour is valuable because we simultaneously $(i)$ benefit from parallelization and $(i i)$ obtain $\mathbf{Q}$ as a product of Givens rotations by construction. If we now decompose $\tilde{\mathbf{U}}_{:,[r]}$ as a product of Givens rotations, say using the Sameh-Kuck algorithm like in (Jiang et al., 2018), we paid a (classical) preprocessing cost of $\mathcal{O}\left(N d^{2} / P+d^{3}\right)$, up to logarithmic factors in $P$, to obtain all the information needed to create a quantum circuit with Givens gates that samples $\operatorname{DPP}(\mathbf{K})$ starting from the knowledge of $\mathbf{A}$. The depth depends on the blockwise QR algorithm used in the initial parallel tall-skinny QR step. If we use Givens rotations à la Sameh-Kuck to enforce only nearest-neighbour qubit interactions, we obtain a depth of $\mathcal{O}(N \log P / P)$, and a number of gates of $\mathcal{O}(N d)$. The limiting factor of the overall pipeline remains the QR factorization of $\mathbf{A}$, in $\mathcal{O}\left(N d^{2} / P\right)$ flops, but we have gained a linear speedup.

### 5.3 Reducing general DPPs to mixture DPPs

In Section 5.2, we gave quantum circuits to sample projection DPPs. If the kernel $\mathbf{K}$ is not that of a projection, a standard argument by Hough et al. (2006) allows writing the corresponding DPP as a statistical mixture of projection DPPs, thus yielding a quantum sampler for $\operatorname{DPP}(\mathbf{K})$ with a further classical preprocessing step, the latter implementing the choice of the mixture component.

More precisely, assume $\mathbf{K}$ is available in diagonalized form

$$
\begin{equation*}
\mathbf{K}=\mathbf{U} \operatorname{Diag}\left(\nu_{k}\right) \mathbf{U}^{*} \tag{40}
\end{equation*}
$$

with $\nu_{1}, \ldots, \nu_{N} \in[0,1]$. Then sampling $\operatorname{DPP}(\mathbf{K})$ can be done in two steps. First, sample $N$ independent Bernoulli random variables with respective parameters $\nu_{1}, \ldots, \nu_{N}$ on a classical computer. Let $\mathcal{C} \subseteq[N]$ be the set of indices of successful Bernoulli trials. Second, measure all the occupation numbers $N_{i}$ for $1 \leq i \leq N$ in the quantum circuit of Section 5.2; in other words, sample from the projection DPP of correlation kernel $\mathbf{Q}^{*} \mathbf{Q}$ with $\mathbf{Q}=\left(\mathbf{U}_{: \mathcal{C}}\right)^{*}$, where $\mathbf{U}_{: \mathcal{C}}$ is the set of columns indexed by $\mathcal{C}$.

To conclude this section, we note how one can arrive at this mixture construction by inspecting the quantum state "above" $\operatorname{DPP}(\mathbf{K})$. Consider the factorization of the state (18) obtained thanks to the diagonalization of $H$, i.e.,

$$
\begin{equation*}
\rho=\prod_{k=1}^{N} \frac{\exp \left(-\beta\left(\lambda_{k}-\mu\right) b_{k}^{*} b_{k}\right)}{1+\exp \left(-\beta\left(\lambda_{k}-\mu\right)\right)}, \tag{41}
\end{equation*}
$$

where we used the formula (23) for the normalization constant. Note that the eigenvalues of the correlation kernel (40) are obtained by taking the sigmoid of the Hamiltonian eigenvalues, i.e., $\nu_{k}=\sigma\left(-\beta\left(\lambda_{k}-\mu\right)\right)$, in the light of Proposition 4.1. By a simple inspection, the factor $k \in[N]$ in the product (41), is given by

$$
\frac{\exp \left(-\beta\left(\lambda_{k}-\mu\right) b_{k}^{*} b_{k}\right)}{1+\exp \left(-\beta\left(\lambda_{k}-\mu\right)\right)}=\left(1-\nu_{k}\right) \times \pi_{\text {Ker } b_{k}}+\nu_{k} \times \pi_{\text {Ker } b_{k}^{*}}
$$

where $\pi_{\text {Ker } b_{k}}$ (resp. $\pi_{\text {Ker } b_{k}^{*}}$ ) is the orthogonal projector onto the null space of $b_{k}$ (resp. $b_{k}^{*}$ ). Inspecting Born's rule reveals that $\operatorname{tr} \rho N_{i_{1}} \ldots N_{i_{\ell}}$ is equal to the correlation
function of a statistical mixture of projection DPPs, each coming with a weight of the form

$$
\prod_{i \in I} \nu_{i} \prod_{j \notin I}\left(1-\nu_{j}\right)
$$

for some $I \subset[N]$. These weights correspond to the independent Bernoulli trials introduced by Hough et al., 2006 and discussed immediately after (40).

### 5.4 Dilating a general DPP to a projection DPP

In principle, there exists another strategy to sample from a general DPP by only using a quantum circuit such as described in Section 5.2 - thus bypassing the first step of the sampling algorithm consisting of the classical sampling of Bernoulli random variables. Any DPP on the ground set $\{1, \ldots, N\}$ can be dilated to a projection DPP on $\{1, \ldots, N, N+1, \ldots, 2 N\}$ by the transformation

$$
\mathbf{K} \mapsto \mathbf{K}_{\mathrm{dil}}=\left(\begin{array}{cc}
\mathbf{K} & (\mathbf{K}(\mathbf{I}-\mathbf{K}))^{1 / 2} \\
(\mathbf{K}(\mathbf{I}-\mathbf{K}))^{1 / 2} & \mathbf{I}-\mathbf{K}
\end{array}\right)
$$

see (Lyons, 2003, Section 8). The points of a sample of $\operatorname{DPP}\left(\mathbf{K}_{\text {dil }}\right)$ which belong to $\{1, \ldots, N\}$ yield a sample of $\operatorname{DPP}(\mathbf{K})$.

### 5.5 Sampling the PfPP corresponding to the BdG Hamiltonian

We now turn to PfPPs. As above, we can write the mixed state of the Bogoliubov-de Gennes Hamiltonian at inverse temperature $\beta>0$ as

$$
\begin{equation*}
\frac{\exp \left(-\beta H_{\mathrm{BdG}}\right)}{Z}=\prod_{k=1}^{N} \frac{\exp \left(-\beta \epsilon_{k} b_{k}^{*} b_{k}\right)}{1+\exp \left(-\beta \epsilon_{k}\right)} \tag{42}
\end{equation*}
$$

where $\epsilon_{k}$ is the energy of the eigenmode $k$. Hence, in complete analogy with the case of DPPs in Section 5.3, the product in (42) entails a statistical mixture formula. Therefore, sampling the corresponding Pfaffian point process amounts to proceed as follows:

1. sample $N$ independent Bernoullis with success probability $\sigma\left(-\beta \epsilon_{k}\right)$ on a classical computer, to obtain the set of successful indices $\mathcal{C} \subseteq\{1, \ldots, N\}$,
2. jointly measure the occupation numbers $N_{i}=a_{i}^{*} a_{i}$ for all $1 \leq i \leq N$ in the pure state $\prod_{i \in \mathcal{C}} b_{i}^{*}\left|\emptyset_{b}\right\rangle$ with a quantum circuit,
where $\left|\emptyset_{b}\right\rangle$ is the joint Fock vacuum of the $b_{k}$ 's. Note that the preparation of $\prod_{i \in \mathcal{C}} b_{i}^{*}\left|\emptyset_{b}\right\rangle$ is discussed in Section 5.5.1.

The output of this sampling algorithm is the set of indices for which the measure has given an occupation number equal to 1 rather than equal to 0 . Again, this can be done easily thanks to the representation of the occupation numbers $N_{i}$ 's in Proposition 3.4.

Remark 5.3 (Projective $\mathbf{S}$ ). In the light of Proposition 4.8, the Pfaffian point process associated with the pure state $\prod_{i \in \mathcal{C}} b_{i}^{*}|\emptyset\rangle$ is determined by the orthogonal projection matrix

$$
\mathbf{S}=\overline{\mathbf{W}}^{*}\left(\begin{array}{cc}
\mathbf{I}_{\overline{\mathcal{C}}} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{\mathcal{C}}
\end{array}\right) \overline{\mathbf{W}}
$$

where $\mathbf{I}_{\mathcal{C}}$ is the diagonal matrix with entry $(i, i)$ equal to 1 if $i \in \mathcal{C}$ and zero otherwise, whereas $\mathbf{I}_{\overline{\mathcal{C}}}=\mathbf{I}-\mathbf{I}_{\mathcal{C}}$. Notice that $\mathbf{C} \overline{\mathbf{S}} \mathbf{C}=\mathbf{I}-\mathbf{S}$ holds.

### 5.5.1 QR decomposition with double Givens rotations

We now describe how to adapt the discussion of Section 5.2 to the case where the particle number is not conserved. To simplify notation, we suppose that $\mathcal{C}=\{1, \ldots, r\}$, and we prepare the state

$$
\begin{equation*}
b_{1}^{*} \ldots b_{r}^{*}\left|\emptyset_{b}\right\rangle, \tag{43}
\end{equation*}
$$

where the creation-annihilation operators $b_{k}$ 's are obtained from the $a_{k}$ 's thanks to a Bogoliubov transformation ${ }^{6}$ (30) with a unitary orthogonal complex matrix $\mathbf{W}$ given in Lemma 4.6. Due to particle number non-conservation, the Fock vacuum of the $b_{i}$ 's, denoted by $\left|\emptyset_{b}\right\rangle$ and given below, is not annihilated by the $a_{i}$ 's. Also, recall that the Bogoliubov transformation is given by a matrix of the form

$$
\mathbf{W}=\left(\begin{array}{ll}
\overline{\mathbf{W}}_{1} & \overline{\mathbf{W}}_{2}  \tag{44}\\
\mathbf{W}_{2} & \mathbf{W}_{1}
\end{array}\right)
$$

where the blocks are such that this transformation is unitary; see Definition 4.4. Explicitly, as explained in (Jiang et al., 2018, Section IV), the full transformation is determined by the lower blocks of $\mathbf{W}$, which encode the expression of $\mathbf{b}$ in terms of $\mathbf{a}^{*}$ and $\mathbf{a}$. Now, we give the following result that we formalize and adapt from (Jiang et al., 2018, Equation (31)).

Lemma 5.4. There exists a $2 N \times 2 N$ orthogonal complex matrix $\mathbf{O}$ and an $N \times N$ unitary matrix $\mathbf{V}$ such that

$$
\mathbf{V}\left(\mathbf{W}_{2} \mid \mathbf{W}_{1}\right) \mathbf{O}^{*}=(\mathbf{0} \mid \mathbf{D})
$$

where $\mathbf{D}=\operatorname{Diag}\left(z_{k}\right)$ is a diagonal matrix with $\left|z_{k}\right|=1$ for $1 \leq k \leq N$. Furthermore, the matrix $\mathbf{O}$ is here the following product of Givens rotations and particle-hole transformations

$$
\begin{equation*}
\mathbf{O}=\mathbf{B} \boldsymbol{M}_{N-1} \mathbf{B} \ldots \mathbf{B} \boldsymbol{M}_{1} \mathbf{B} \tag{45}
\end{equation*}
$$

the terms of which we now explain. The matrix $\boldsymbol{M}_{i}$ is a product of $N-i$ double Givens rotation matrices. The double Givens rotation $\boldsymbol{\Gamma}$ associated with $(\theta, \phi)$ and vector indices $1 \leq \ell^{1}<\ell^{2} \leq N$ is defined as

$$
\boldsymbol{\Gamma}=\left(\begin{array}{cc}
\mathbf{G}_{\ell^{1}, \ell^{2}}(\theta, \phi) & \mathbf{0} \\
\mathbf{0} & \overline{\mathbf{G}}_{\ell^{1}, \ell^{2}}(\theta, \phi)
\end{array}\right) \text { with } \mathbf{G} \text { defined in }(34)
$$

The matrix $\mathbf{B}$ in (45) is a permutation matrix exchanging the last vector of the first block with the last vector of the second block. Formally, it is given by the so-called particle-hole matrix

$$
\mathbf{B}=\left(\begin{array}{cc}
\mathbf{I}-\mathbf{e}_{N} \mathbf{e}_{N}^{\top} & \mathbf{e}_{N} \mathbf{e}_{N}^{\top} \\
\mathbf{e}_{N} \mathbf{e}_{N}^{\top} & \mathbf{I}-\mathbf{e}_{N} \mathbf{e}_{N}^{\top}
\end{array}\right) .
$$

Finally, note that because we use the Jordan-Wigner transform, B can be implemented by a Pauli X gate.

[^6]Let us give a few details that sketch the proof of Lemma 5.4. On the one hand, the matrix $\mathbf{V}$ is a product of single Givens rotations applied to the rows of ( $\mathbf{w}_{2} \mathbf{w}_{1}$ ), to yield an upper triangle of zeros in the left block. For instance, when $N=3$, we obtain

$$
\mathbf{V}\left(\mathbf{W}_{2} \mid \mathbf{W}_{1}\right)=\left(\begin{array}{ccc|ccc}
0 & 0 & * & * & * & \underline{0}  \tag{46}\\
0 & * & * & * & * & * \\
* & * & * & * & * & *
\end{array}\right) .
$$

On the other hand, the matrix $\mathbf{O}$ is a product of double Givens rotations and particlehole transforms, and further turns the left block into a block of zeros. More precisely, the next step consists in filling with zeros the remainder of the left block of (46), one anti-diagonal at a time, starting with the one in blue. For each anti-diagonal, a rightmultiplication with the particle-hole transformation $\mathbf{B}$ is used to zero the top right element, while right-multiplication with double Givens matrices fill with remainder of the anti-diagonal with zeros.

Before illustrating the procedure on our example, we pause to explain how to leverage the structure of the unitary orthogonal complex matrix $\mathbf{W}$ to guess the structure of the entries in the right block. Denote by $\mathbf{r}_{1, i}$ and $\mathbf{r}_{2, i}$, the $i$ th row vector of the first and second block, respectively. Thanks to Lemma 4.5, we have the following inner product identities between rows

$$
\begin{array}{r}
\mathbf{r}_{1, i} \mathbf{r}_{2, j}^{\top}=-\mathbf{r}_{2, i} \mathbf{r}_{1, j}^{\top}, \\
\mathbf{r}_{1, i} \mathbf{r}_{1, j}^{*}=\delta_{i j}-\mathbf{r}_{2, i} \mathbf{r}_{2, j}^{*} \tag{48}
\end{array}
$$

Property (47) explains why we necessarily already have a zero in the right-hand block of (46).

Now, we show the right multiplication by $\mathbf{O}$ on our example (46), starting with a particle-hole transformation on (46), namely

$$
\begin{aligned}
& \mathbf{V}\left(\mathbf{W}_{2} \mid \mathbf{W}_{1}\right) \\
& \xrightarrow{\times \mathbf{B}}\left(\begin{array}{ccc|ccc}
0 & 0 & \mathbf{0} & * & * & * \\
0 & * & * & * & * & * \\
* & * & * & * & * & *
\end{array}\right) \xrightarrow{\times \Gamma^{*}}\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & * & * & \underline{0} \\
0 & \mathbf{0} & * & * & * & \underline{0} \\
* & * & * & * & * & *
\end{array}\right) \text { by }(47) \\
& \xrightarrow{\times \Gamma^{*}}\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & \underline{\alpha}_{(2)} & \underline{0}_{(1)} & 0 \\
0 & 0 & * & * & * & \underline{0}_{(3)} \\
0 & * & * & * & * & *
\end{array}\right) \text { by (47) at (1), (48) at (2), (47) at (3) } \\
& \xrightarrow{\times \mathbf{B}}\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & \alpha & 0 & 0 \\
0 & 0 & \mathbf{0} & \underline{0} & * & * \\
0 & * & * & \underline{0} & * & *
\end{array}\right) \text { by (48) } \\
& \xrightarrow{\times \Gamma^{*}}\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & \underline{\beta}_{(3)} & 0 \\
0 & \mathbf{0} & \underline{\gamma}_{(4)} & 0 & \underline{0}_{(2)} & \underline{0}_{(1)}
\end{array}\right) \text { by (47) at (1), by (48) at (2), (3), (4) } \\
& \xrightarrow{\times \mathbf{B}}\left(\begin{array}{ccc|ccc}
0 & 0 & 0 & \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & \beta & 0 \\
0 & 0 & 0 & 0 & 0 & \gamma
\end{array}\right)=\mathbf{V}\left(\mathbf{W}_{2} \mid \mathbf{W}_{1}\right) \mathbf{O}^{*},
\end{aligned}
$$

with unit modulus complex numbers $\alpha, \beta, \gamma$. To help the reader understand which of properties (47) and (48) applied, an index was added to matrix elements which are automatically set to zero.

Proposition 5.5 (Formalization of a result of Jiang et al., 2018). The number of double Givens gates as defined in Lemma 5.4 to achieve the factorization (45) is $N(N-$ 1)/2, whereas the number of particle-hole transformations is $N$.

Lemma 5.4 is now leveraged to yield the factorization of $\mathbf{W}$ in (44).
Lemma 5.6. The matrix $\mathbf{O}$ in (45) is a unitary orthogonal complex matrix, and we have the factorization

$$
\left(\begin{array}{cc}
\mathbf{D} \overline{\mathbf{V}} & \mathbf{0} \\
\mathbf{0} & \overline{\mathrm{DV}}
\end{array}\right) \mathbf{W O}^{*}=\left(\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right)
$$

Proof. The discussion above yields the expression of the lower block. Since $\mathbf{O}$ and $\mathbf{W}$ are orthogonal complex matrices and unitary as well, the upper block is determined by the lower block in the light of Definition 4.4.

Furthermore, the $\mathbf{W}$ matrix of Lemma 5.6 yields a Bogoliubov transformation of the following factorized form

$$
\binom{\boldsymbol{b}^{*}}{\boldsymbol{b}}=\left(\begin{array}{cc}
\mathbf{V}^{\top} \overline{\mathbf{D}} & \mathbf{0} \\
\mathbf{0} & \mathbf{V}^{*} \mathbf{D}
\end{array}\right)\binom{\widetilde{\mathbf{b}}^{*}}{\widetilde{\mathbf{b}}} \text { with }\binom{\widetilde{\mathbf{b}}^{*}}{\widetilde{\mathbf{b}}} \triangleq \mathbf{O}\binom{\mathbf{a}^{*}}{\mathbf{a}}
$$

which gives rise to two remarks.
 $\widetilde{\mathbf{b}}$, we can directly use the factorization given in Section 5.2. To do so, for $k \in[r]$, we write

$$
b_{k}^{*}=\sum_{j=1}^{N} \mathbf{Q}_{k j} \widetilde{b}_{j}^{*}
$$

where $\mathbf{Q}=\left(\mathbf{V}^{\top} \overline{\mathbf{D}}\right)_{[r] \text { : }}$ is the matrix made of the $r$ first rows of $\mathbf{V}^{\top} \overline{\mathbf{D}}$. The product of Givens transformations factorizing this matrix is $\mathbf{U}(\mathbf{Q})$ as given in Section 5.2.1, which is realized by the operator $\mathcal{U}(\mathbf{Q}): \mathbb{H} \rightarrow \mathbb{H}$; see (37). Finally, the desired state (43) reads

$$
\begin{equation*}
b_{1}^{*} \ldots b_{r}^{*}\left|\emptyset_{b}\right\rangle=\mathcal{U}(\mathbf{Q}) \widetilde{b}_{1}^{*} \ldots \widetilde{b}_{r}^{*}\left|\emptyset_{\tilde{b}}\right\rangle \tag{49}
\end{equation*}
$$

where the Fock vacuum is $\left|\emptyset_{b}\right\rangle=\left|\emptyset_{\tilde{b}}\right\rangle$ and with $\mathbf{Q}=\left(\mathbf{V}^{\top} \overline{\mathbf{D}}\right)_{[r] \text { : }}$.
Remark 5.8. We can define a unitary $\mathcal{W}=\mathcal{W}(\mathbf{O}): \mathbb{H} \rightarrow \mathbb{H}$ representing the multiplication by $\mathbf{O}$ as follows

$$
\binom{\mathcal{W} \mathbf{a}^{*} \mathcal{W}^{*}}{\mathcal{W} \mathbf{a} \mathcal{W}^{*}}=\mathbf{O}\binom{\mathbf{a}^{*}}{\mathbf{a}}=\binom{\widetilde{\mathbf{b}}^{*}}{\widetilde{\mathbf{b}}}
$$

where the action of $\mathcal{W}$ is entrywise on the vectors $\mathbf{a}^{*}$ and $\mathbf{a}$. By construction, we have

$$
\begin{equation*}
\mathcal{W}(\mathbf{O})=\mathcal{B} \mathcal{M}_{1} \mathcal{B} \mathcal{M}_{2} \mathcal{B} \ldots \mathcal{B} \mathcal{M}_{N-1} \mathcal{B} \tag{50}
\end{equation*}
$$

where $\mathcal{B}$ is such that $\mathcal{B} a_{N}^{*} \mathcal{B}^{*}=a_{N}$ while leaving all other creation-annihilation operators unchanged, while $\mathcal{M}_{i}$ is a composition of $N-i$ Givens operators. Each Givens operator $\Gamma: \mathbb{H} \rightarrow \mathbb{H}$ simply represents multiplication by the Givens matrix $\boldsymbol{\Gamma}$ as follows

$$
\binom{\Gamma \mathbf{a}^{*} \Gamma^{*}}{\Gamma \mathbf{a} \Gamma^{*}}=\boldsymbol{\Gamma} \cdot\binom{\mathbf{a}^{*}}{\mathbf{a}} .
$$

Again, the Givens operators in (50) appear in reverse order compared with Givens matrices in (45). Also, contrary to the particle number preserving case, the Fock vacuum of the $a_{i}$ 's does not coincide with the Fock vacuum of the operators $\widetilde{b}_{1}, \ldots, \widetilde{b}_{N}$, but we rather have $\left|\emptyset_{\tilde{b}}\right\rangle=\mathcal{W}\left|\emptyset_{a}\right\rangle$.

### 5.5.2 Quantum gates

We now combine the two remarks above. Let $\mathbf{V}$ and $\mathbf{O}$ be given by Lemma 5.4. For short, denote $\mathbf{Q}=\left(\mathbf{V}^{\top} \overline{\mathbf{D}}\right)_{[r]!}$. The factorization of the fermionic Gaussian state (43) as a composition of double Givens gates and $X$ gates reads

$$
b_{1}^{*} \ldots b_{r}^{*}\left|\emptyset_{b}\right\rangle=\mathcal{U}(\mathbf{Q}) \mathcal{W}(\mathbf{O}) \cdot a_{1}^{*} \ldots a_{r}^{*}\left|\emptyset_{a}\right\rangle .
$$

This result is obtained from (49) by using $\widetilde{b}_{k}^{*}=\mathcal{W} a_{k}^{*} \mathcal{W}^{*}$ with $1 \leq k \leq N$.

## 6 Numerical experiments

In this section, we demonstrate the circuits discussed in Section 5 on a Qiskit simulator (Qiskit contributors, 2023), and on a few 5 -qubit IBMQ machines (IBM Quantum, 2021). Python code to reproduce the experiments in available on GitHub. ${ }^{7}$

### 6.1 Projection DPPs

We start with a projection DPP on $\{1,2,3,4,5\}$ with rank 3. The kernel is $\mathbf{K}=$ $\mathbf{Q}_{:,[k]} \mathbf{Q}_{:,[k]}^{\top}$, where $\mathbf{Q}$ is obtained by the (Householder-)QR decomposition of an $N \times N$ matrix full of i.i.d. real Gaussians. We show the kernel in Figure 2a. Following the circuit construction of Jiang et al., 2018 with 2-qubit gates acting only on neighbouring qubits on a line, we obtain the circuit shown in Figure 1, where each gate labeled as "XX +YY " is a Givens gate, i.e., a sequence of CNOT and $Z$ gates as discussed in Appendix B.

Now, before it can be run on a particular machine, the circuit needs to be transpiled, i.e. written as an equivalent sequence of gates that correspond to what can be physically implemented on the machine. We show in Figure 3 the calibration data for three 5-qubit IBMQ machines: lima, quito, and manila. This calibration takes the form of a graph, where nodes represent qubits, and edges represent the possibility of applying a CNOT gate, the only two-qubit gate in our original circuit in Figure 1. While manila can implement CNOT gates between neighbouring qubits on a line, as implicitly assumed in the construction of Jiang et al., 2018, the two other machines have a T-structured graph that will force the transpiled circuit to look quite different from Figure 1. Indeed, we show the transpiled circuits in the first three panels of Figure 4. Note how manila uses CNOT gates between neighbouring qubits, as in the original circuit, resulting in overall fewer CNOT gates than on quito and lima. The latter two machines cannot afford CNOT gates jointly acting on qubits 2 and 3, for instance, and end up compensating for this by using more CNOT gates in total. Since CNOT gates are among the most error-prone manipulations, minimizing the number of CNOT gates is an important feature. Intuitively, had we known in advance that we would run the circuit on a machine with a particular graph, we should have designed

[^7]

Figure 3: Calibration data for three IBMQ machines: lima, quito, and manila. Dark blue is low, light violet is high, but colors are not comparable across subfigures, although the orders of magnitude are similar. Node colors indicate readout errors (all of the order of $10^{-2}$ ), edge colors indicate CNOT error, of the same $10^{-2}$ order of magnitude for lima and quito, but going down to $5 \times 10^{-3}$ for manila. All machines have 5 qubits, but their volumes are respectively 8 , 16 , and 32 .
the circuit in Figure 1 differently, by rather running parallel QR with Givens rotations only along edges of the machine's graph.

Before we observe the results, we note that the three machines come with different characteristics. For instance, manila has overall the lowest readout errors, and lima the largest. It is common to summarize the characteristics of a machine in a single number $2^{d_{\text {max }}}$, called quantum volume, where $d_{\max }$ is -loosely speaking- the depth of a square circuit that we can expect to run reliably. The volume reported by IBM is obtained numerically, using a procedure known as randomized benchmarking; see Appendix C. The machines manila, quito, and lima respectively have reported volumes 32,16 , and 8. Thus, even on manila, the transpiled circuit is much larger than the "guaranteed" $5 \times 5$ square circuit, and we should expect noise in our measurements, as we shall now see.

Figure 4 d shows the empirical distributions corresponding to independently preparing the input and measuring the output of the transpiled circuits in Figure 4, 20, 000 times each. In blue and orange, we show for reference the probability under $\operatorname{DPP}(\mathbf{K})$ of the corresponding subset, as well as the empirical frequencies coming from sampling the output of the circuit using a simulator, which amounts to independently drawing 20,000 samples of the DPP on a classical computer.


Figure 4: Transpiled circuits corresponding to the input in Figure 1 for three IBMQ machines: lima, quito, and manila. Figure 4d shows the corresponding empirical distribution.

The empirical measure of the classical samples in orange is close to the underlying DPP, as testified by the total variation (TV) distance ${ }^{8}$ between the two distributions, which is below $10^{-2}$. Actually, if we repeatedly and independently draw sets of 20,000 samples, we obtain the empirical distribution of the TV distance shown in Figure 2b. In contrast, the TV distance between the empirical measure obtained from 20,000 runs on manila of the corresponding transpiled circuit is 0.27 , while it is 0.39 and 0.40 for the T-structured machines lima and quito, respectively. Looking at Figure 2b again, a test based on the estimated TV distance would easily reject even the hypothesis that at least one of the quantum circuits samples from the correct distribution. Moreover, we confirm (not shown) that the difference in TV between manila and its competitors is significant, which confirms the intuition coming from its larger volume and smaller number of CNOT gates, due to a QR decomposition adapted to its qubit communication graph. Finally, although a test would reject that the quantum circuits sample from the correct DPP, the resulting distributions are still close to the target DPP, especially for manila, as confirmed by their respective TV. Interestingly, the quantum circuits actually yield point processes that are supported on (almost) all subsets of $\{1, \ldots, 5\}$, while the target DPP, being of projection, only charges subsets of cardinality 3. The noise does respect the structure of the DPP, somehow: two-item subsets that (wrongly) appear in the support of the empirical measures correspond to items that are marginally favoured by the DPP, as can be seen on the diagonal of the kernel in Figure 2a. Intuitively, the appearance of a subset of cardinality 2 is partly due to readout error on one of the qubits supposed to output 1 . This intuition is confirmed by the calibration data: for lima, for instance, Figure 3a shows that the qubit labeled ' 3 ' has a large readout error; simultaneously, there is a deficit of appearance of the triplet with labels $\{0,3,4\}$ in its empirical distribution in Figure 4d, while $\{0,4\}$ wrongly appears.

Optimal QR for a T-structured communication graph. The QR-inspired fermionic circuits implemented in Qiskit follow (Jiang et al., 2018), and thus use Givens rotations between neighbouring columns. While this suits the calibration data of manila, which has a linear qubit-communication graph, lima and quito rather have a communication graph shaped as a $T$. As a result, transpilation is less straighforward and yields a bigger circuit than for manila. In particular, the transpiled quito circuit in Figure 4b has 15 CNOT gates, while both the original circuit in Figure 1 and the transpiled manila circuit have only 12 CNOT gates.

As we discussed in Section 5, a shorter (and less error-prone) transpiled circuit would intuitively result from a QR decomposition that respects the qubit-communication graph. For concreteness, we give a QR decomposition that is better suited to the communication graph of quito, with the mapping to the columns of $\mathbf{Q}$ given in Figure 5.

[^8]Assuming no preprocessing, we find

$$
\begin{align*}
& \mathbf{Q} \rightarrow\left(\begin{array}{lllll}
* & * & \mathbf{0} & * & \mathbf{0} \\
* & * & * & * & * \\
* & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{lllll}
* & * & 0 & \mathbf{0} & 0 \\
* & * & * & * & * \\
* & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{ccccc}
\frac{\lambda_{1}}{1} & \mathbf{0} & 0 & 0 & 0 \\
\underline{0} & * & * & * & \mathbf{0} \\
\underline{0} & * & * & * & *
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & 0 & 0 \\
0 & * & * & \mathbf{0} & 0 \\
0 & * & * & * & *
\end{array}\right) \\
& \rightarrow\left(\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & 0 & 0 \\
0 & \mathbf{0} & \underline{\lambda_{2}} & 0 & 0 \\
0 & * & \underline{0} & * & \mathbf{0}
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & \lambda_{2} & 0 & 0 \\
0 & \underline{\lambda_{3}} & 0 & \mathbf{0} & 0
\end{array}\right) . \tag{51}
\end{align*}
$$

While not necessary optimal in any sense, our guiding principle for the decomposition (51) is to fill the matrix with zeros such that, for each row, the final complex phase appears at a node which, if removed from the graph, leaves the resulting graph connected. Note that to fall back onto a "diagonal" matrix, although this last step is unnecessary for DPP sampling, a final permutation between the second and third columns can be realized by an extra Givens gate with $\theta=0$ and $\phi=\pi / 2$ (i.e., a so-called ISwap gate) between qubit 1 and qubit 2. Overall, the sequence of Givens rotations corresponding to (51) can be transpiled on quito or lima with only the expected 2-per-rotation CNOT gates, since all rotations are applied to neighbours in the graph. We leave the characterization and benchmarking of the optimal QR decomposition for a given qubit communication graph for future work.


Figure 5: Allowed CNOT gates between qubits in the T-structured communication graph of lima or quito, for a map sending column $1 \mapsto$ qubit 0 , column $2 \mapsto$ qubit 1, etc.

### 6.2 Pfaffian PPs

In this section, we illustrate the second step of the algorithm of Section 5.5 to sample PfPPs of the type described by Koshida (2021) and associated with a pure state of the form $\prod_{i \in \mathcal{C}} b_{i}^{*}\left|\emptyset_{b}\right\rangle$, namely, for which the matrix $\mathbf{S}$ is projective as explained in Remark 5.3.

To construct $\mathbf{S}$, we consider the quadratic form $\mathbf{H}_{\mathrm{BdG}}$ given in (28) with $N=5$
with the Hermitian and skew-symmetric part given respectively by

$$
\mathbf{M}=\left(\begin{array}{ccccc}
1 & 0.5 & 0.2 & 0.2 & 0.2 \\
0.5 & 1 & 0.5 & 0.2 & 0.2 \\
0.2 & 0.5 & 1 & 0.5 & 0.2 \\
0.2 & 0.2 & 0.5 & 1 & 0.5 \\
0.2 & 0.2 & 0.2 & 0.5 & 1
\end{array}\right) \text { and } \boldsymbol{\Delta}=\left(\begin{array}{ccccc}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 1 \\
0 & 0 & 0 & -1 & 0
\end{array}\right)
$$

Next, we select the subset $\mathcal{C}$ of the 3 smallest positive eigenvalues of $\mathbf{H}_{\mathrm{BdG}}$. Let $\mathbb{K}$ be the kernel associated with the projection

$$
\mathbf{S}=\overline{\mathbf{W}}^{*}\left(\begin{array}{cc}
\mathbf{1}_{\overline{\mathcal{C}}} & \mathbf{0} \\
\mathbf{0} & \mathbf{1}_{\mathcal{C}}
\end{array}\right) \overline{\mathbf{W}}
$$

by virtue of Proposition 2.6. The Hamiltonian quadratic form and the associated Pfaffian kernel are displayed in Figure 6. In this case, $\operatorname{PfPP}(\mathbb{K})$ is a Pfaffian L-ensemble (Borodin and Rains, 2005, Proposition 1.6), for which the probability mass function has the following simple expression:

$$
\begin{equation*}
\mathbb{P}(Y=S)=\frac{\operatorname{Pf}\left(\mathbf{L}_{S}\right)}{\operatorname{Pf}(\mathbf{J}+\mathbf{L})} \tag{52}
\end{equation*}
$$

with the Gram matrix $\mathbf{L}_{S}=[\mathbb{L}(i, j)]_{i, j \in S}$ and where $\mathbb{L}=(\mathbb{K}-\mathbb{J})^{-1}-\mathbb{J}$ is an $N \times N$ skew-symmetric matrix made of $2 \times 2$ blocks. For this numerical experiments, we only


Figure 6: Visualization of the Hamiltonian $\mathbf{H}_{\mathrm{BdG}}$ and the components defining the Pfaffian kernel $\mathbb{K}$.
compare (classical) simulations of the quantum circuits to the true point process. As in Section $6.1,20,000$ samples are drawn independently from $Y \sim \operatorname{PfPP}(\mathbb{K})$ thanks to the Qiskit simulator. Next, the empirical frequencies of subsets of $[N]$ are computed and compared with the probabilities (52).

In Figure 7, we observe that the empirical probabilities match the expected case, with a TV distance of 0.009 . Furthermore, it is manifest from Figure 6 b that there is a weak repulsion between items 2 and item 4 - see the entry $(1,3)$ in the grayscale matrix - and that each of these two elements has a large marginal probability. Hence, they can be expected to be sampled together. This is confirmed in Figure 7 where the subset $\{2,4\}$ (corresponding to the label $(1,3)$ ) corresponds to a large mass under the empirical measure. Also, note that all subsets naturally have the same parity. For completeness, the histogram of the total variation distance between the ground truth distribution and the estimated distribution, computed over 1000 runs, is displayed in Figure 8.


Figure 7: Histogram of the empirical frequencies of the subsets sampled by $\operatorname{PfPP}(\mathbb{K})$ vs subset probabilities as given by (52).

## 7 Discussion

Inspired by the pioneering work of Macchi (1972) on point processes in quantum physics, we have studied quantum algorithms for DPP sampling. We did so by reducing DPP sampling to a fermion sampling problem, and then leveraging and modifying recent algorithms for fermion sampling (Wecker et al., 2015; Jiang et al., 2018). While many of the steps are either common lore in one or the other field, or recently published material, we believe that there is value in a self-contained survey of how to reduce a finite DPP to a fermion sampling problem, all the way from the mathematical object to the implementation on the quantum machine. We hope that this paper can help spark further cross-disciplinary work. Moreover, writing down all the steps from a DPP as specified in machine learning to its quantum implementation has allowed us to make contributions on top of the survey, like the extension of the argument to a class of Pfaffian PPs, and the first steps in adapting the QR-decomposition behind fermion sampling algorithms to qubit communication constraints. This opens several research avenues.

First, as mentioned in the introduction, projective DPPs can also be sampled thanks to the Clifford loaders defined in (Kerenidis et al., 2022), introduced independently of the physics literature that we cover in this paper. Yet the structure of the arguments is related, and it would be enlightening to explicitly compare, on the one hand, the parallel implementation we give in Section 5.2 .2 with a circuit depth logarithmic in $N$ and, on the other hand, data loaders of Kerenidis et al. (2022) with a similar depth.


Figure 8: Empirical distribution of the total variation distance between the true probability mass function of the PfPP given by Figure 6 b and its simulation.

Second and in the same spirit, an interesting extension of this work would be to develop an algorithm optimally matching any qubit communication graph to a QR decomposition scheme, where by optimal we mean minimizing e.g. the total variation distance between the output of the circuit and the original point process. This would generalize the case of the $T$ graph described in Section 6.1, and lead to transpilers with fewer noisy gates. A potential strategy would be to follow the approach of Frerix and Bruna, 2019, who optimize a sparsity-inducing objective to approximate a unitary matrix as a product of Givens rotations.

Third, a natural improvement of the proposed classical preprocessing followed by circuit construction would be the inclusion of the kernel diagonalization in the quantum circuit, using for instance the recent developments about quantum SVD (Rebentrost, Steffens, Marvian, and Lloyd, 2018). The combination of this quantum preprocessing and a QR-based circuit would constitute a turn-key sampling pipeline.

A fourth and maybe more speculative research perspective would be to leverage our knowledge of all the correlation functions of point processes such as DPPs, PfPPs, and permanental PPs (Jahangiri, Arrazola, Quesada, and Killoran, 2020) to develop a statistical test of quantum decoherence in a given machine. In particular, our aim would be to design statistics of PPs which are sensitive to the different kinds of errors affecting a quantum computer.

Finally, from a mathematical perspective, we think it is worth exploring in more depth the structure of PfPPs. While potentially offering more modeling power in machine learning applications, they have received little attention, likely due to their high sampling cost on a classical computer. Since the sampling overhead on a quantum computer is minor, they are likely to become a valuable addition to the machine learner's toolbox. For starters, we are unaware of a formula for the probability mass function generalizing (52) to the case where $\mathbb{K}-\mathbb{J}$ is not invertible. Such a construction would generalize the extended L-ensemble construction in (Tremblay, Barthelmé, Usevich, and Amblard, 2023).
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## A Mathematical details

## A. 1 More about Givens operators

We briefly explain here how the unitary operator $\mathcal{G}$ representing a Givens rotation in (36) can be constructed. A unitary operator $\mathcal{V}: \mathbb{H} \rightarrow \mathbb{H}$ such that

$$
\binom{\mathcal{V} a_{1}^{*} \mathcal{V}^{*}}{\mathcal{V} a_{2}^{*} \mathcal{V}^{*}}=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\binom{a_{1}^{*}}{a_{2}^{*}}
$$

is given by $\mathcal{V}=\exp \left(\theta\left(a_{2}^{*} a_{1}-a_{1}^{*} a_{2}\right)\right)$, where we used the BCH formula (Hall, 2010). Thanks to this observation, we readily have that

$$
\mathcal{G}=\mathcal{T} \mathcal{V} \mathcal{T}^{*}
$$

with $\mathcal{T}=\exp \left(\mathrm{i} \phi\left(a_{1}^{*} a_{1}-a_{2}^{*} a_{2}\right) / 2\right)$, realizes the Givens transformation

$$
\binom{\mathcal{G} a_{1}^{*} \mathcal{G}^{*}}{\mathcal{G} a_{2}^{*} \mathcal{G}^{*}}=\left(\begin{array}{cc}
\cos \theta & e^{-\mathrm{i} \phi} \sin \theta \\
-e^{\mathrm{i} \phi} \sin \theta & \cos \theta
\end{array}\right)\binom{a_{1}^{*}}{a_{2}^{*}} .
$$

## A. 2 Proof of Lemma 4.7

We begin by a remark about the diagonalization of $H_{\text {BdG }}$. Let $\mathbf{C}=\left(\begin{array}{ll}0 & \mathbf{I} \\ \mathbf{1} & \mathbf{0}\end{array}\right)$. As a consequence of Lemma 4.6, we can write

$$
H_{\mathrm{BdG}}=\frac{1}{2}\binom{\mathbf{c}^{*}}{\mathbf{c}}^{*}\left(\begin{array}{cc}
-\overline{\mathbf{M}} & -\overline{\boldsymbol{\Delta}} \\
\boldsymbol{\Delta} & \mathbf{M}
\end{array}\right)\binom{\mathbf{c}^{*}}{\mathbf{c}} .
$$

The diagonalization of $H_{\text {BdG }}$ reads

$$
H_{\mathrm{BdG}}=\frac{1}{2}\binom{\mathbf{b}^{*}}{\mathbf{b}}^{*}\left(\begin{array}{cc}
-\operatorname{Diag}\left(\epsilon_{k}\right) & \mathbf{0} \\
\mathbf{0} & \operatorname{Diag}\left(\epsilon_{k}\right)
\end{array}\right)\binom{\mathbf{b}^{*}}{\mathbf{b}} .
$$

Note that the expectation value of the bilinears are

$$
\begin{aligned}
\left(\begin{array}{ll}
\left(\left\langle c_{i} c_{j}^{*}\right\rangle_{\rho}\right)_{i, j} & \left(\left\langle c_{i} c_{j}\right\rangle_{\rho}\right)_{i, j} \\
\left(\left\langle c_{i}^{*} c_{j}^{*}\right\rangle_{\rho}\right)_{i, j} & \left(\left\langle c_{i}^{*} c_{j}\right\rangle_{\rho}\right)_{i, j}
\end{array}\right) & =\mathbf{W}^{\top}\left(\begin{array}{cc}
\left(\left\langle b_{i} b_{j}^{*}\right\rangle\right)_{i, j} & \left(\left\langle b_{i} b_{j}\right\rangle\right)_{i, j} \\
\left(\left\langle b_{i}^{*} b_{j}^{*}\right\rangle\right)_{i, j} & \left(\left\langle b_{i}^{*} b_{j}\right\rangle\right)_{i, j}
\end{array}\right) \overline{\mathbf{W}} \\
& =\mathbf{W}^{\top}\left(\begin{array}{cc}
\left(\left(1-d_{i}\right) \delta_{i j}\right)_{i, j} & (0)_{i, j} \\
(0)_{i, j} & \left(d_{i} \delta_{i j}\right)_{i, j}
\end{array}\right) \overline{\mathbf{W}} \\
& =\mathbf{W}^{\top}\left(\begin{array}{cc}
\mathbf{I}-\operatorname{Diag}\left(d_{k}\right) & \mathbf{0} \\
\mathbf{0} & \operatorname{Diag}\left(d_{k}\right)
\end{array}\right) \overline{\mathbf{W}}
\end{aligned}
$$

with $d_{k}=\exp \left(-\beta \epsilon_{k}\right) /\left(1+\exp \left(-\beta \epsilon_{k}\right)\right)$ for all $1 \leq k \leq N$. The proof is completed if we recall that the sigmoid $\sigma$ satisfies $\sigma(x)=1-\sigma(-x)$.

## A. 3 Proof of Proposition 4.8

Assume that $i_{1}, \ldots, i_{k}$ are pairwisely distinct. The object of interest is

$$
\left\langle N_{i_{1}} \ldots N_{i_{k}}\right\rangle_{\rho}=\left\langle c_{i_{1}}^{*} c_{i_{1}} \ldots c_{i_{k}}^{*} c_{i_{k}}\right\rangle_{\rho} .
$$

We now use a direct consequence of Wick's theorem for expectations in a Gaussian state, see (Bardenet et al., 2022, Theorem 3): let $m$ even and let $\beta_{1}, \ldots, \beta_{m}$ be linear combinations of the $c_{i}$ 's and $c_{i}^{*}$ 's for $1 \leq i \leq N$, then

$$
\begin{equation*}
\left\langle\beta_{1} \ldots \beta_{m}\right\rangle_{\rho}=\sum_{\sigma \text { contraction }} \operatorname{sgn}(\sigma)\left\langle\beta_{\sigma(1)} \beta_{\sigma(2)}\right\rangle_{\rho} \ldots\left\langle\beta_{\sigma(m-1)} \beta_{\sigma(m)}\right\rangle_{\rho} . \tag{53}
\end{equation*}
$$

Take $m=2 k$ and use the following definition: $\beta_{2 \ell-1}=c_{i_{\ell}}^{*}$ and $\beta_{2 \ell}=c_{i_{\ell}}$ for $1 \leq \ell \leq k$. Thus, we now show that (53) is the Pfaffian of a skewsymmetric matrix made of the $2 \times 2$ blocks.

Let us construct this skewsymmetric matrix. In details, for the pair $\left(\ell, \ell^{\prime}\right)$ with $1 \leq \ell<\ell^{\prime} \leq k$, we denote the $2 \times 2$ block by $\mathbb{K}_{\ell \ell^{\prime}}$. In order to make any block matrix $\left(\mathbb{K}_{i_{m} i_{n}}\right)_{1 \leq m, n \leq k}$ skewsymmetric, we need to have

$$
\begin{equation*}
\mathbb{K}_{\ell^{\prime}}^{\top}=-\mathbb{K}_{\ell^{\prime} \ell} \tag{54}
\end{equation*}
$$

The form of the $\left(\ell, \ell^{\prime}\right)$ block with $1 \leq \ell<\ell^{\prime} \leq k$ is

$$
\mathbb{K}_{\ell \ell^{\prime}}=\left(\begin{array}{cc}
\left\langle\beta_{2 \ell-1} \beta_{2 \ell^{\prime}-1}\right\rangle_{\rho} & \left\langle\beta_{2 \ell-1} \beta_{2 \ell^{\prime}}\right\rangle_{\rho} \\
\star & \left\langle\beta_{2 \ell} \beta_{2 \ell^{\prime}}\right\rangle_{\rho}
\end{array}\right)=\left(\begin{array}{cc}
\left\langle c_{i_{\ell}}^{*} c_{i_{\ell^{\prime}}}^{*}\right\rangle_{\rho} & \left\langle c_{i_{\ell}}^{*} c_{i_{\ell^{\prime}}}\right\rangle_{\rho} \\
\star & \left\langle c_{i_{\ell}} c_{i_{\ell^{\prime}}}\right\rangle_{\rho}
\end{array}\right) .
$$

Note that $\left\langle\beta_{2 \ell-1} \beta_{2 \ell^{\prime}}\right\rangle_{\rho}$ does not appear in (53) since $\ell<\ell^{\prime}$. Now, the $\star$ is completed by $-\left\langle c_{i_{\ell}}^{*} c_{i_{\ell}}\right\rangle_{\rho}$ to ensure the property (54) which guarantees skewsymmetry of the block kernel matrix. Recalling (CAR), the Pfaffian kernel is defined as the skewsymmetric matrix whose $\left(\ell, \ell^{\prime}\right)$-block is

$$
\mathbb{K}_{\ell \ell^{\prime}}=\left(\begin{array}{cc}
\left\langle c_{i_{\ell}}^{*} c_{i_{\ell^{\prime}}}^{*}\right\rangle_{\rho} & \left\langle c_{i_{\ell}}^{*} c_{i^{\prime}}\right\rangle_{\rho} \\
\left\langle c_{i_{\ell}} c_{i_{\ell^{\prime}}}^{*}\right\rangle_{\rho}-\delta_{i_{\ell^{\prime}} i_{\ell^{\prime}}} & \left\langle c_{i_{\ell}} c_{i_{\ell^{\prime}}}\right\rangle_{\rho}
\end{array}\right) .
$$

Now, we define the kernel $\mathbb{K}\left(i_{\ell}, i_{\ell^{\prime}}\right)=\mathbb{K}_{\ell \ell^{\prime}}$. Then, the expression (53) matches the definition of the Pfaffian, i.e.,

$$
\left\langle\beta_{1} \ldots \beta_{m}\right\rangle_{\rho}=\operatorname{Pf}(\mathbb{K}(i, j))_{1 \leq i, j \leq m}
$$

By using Lemma 4.7, we obtain the expression (32) and (31) follows.

## B Gate details

We give here details about the implementation of a Givens rotation using elementary gates. Note first that zeroing out a matrix entry $y \in \mathbb{C} \backslash\{0\}$ can be done with a Givens rotation matrix as follows

$$
\left(\begin{array}{cc}
\cos \theta & \mathrm{e}^{-\mathrm{i} \phi} \sin \theta \\
-\mathrm{e}^{\mathrm{i} \phi} \sin \theta & \cos \theta
\end{array}\right)\binom{x}{y}=\binom{r}{0},
$$

with $\exp \mathrm{i} \phi=x^{*} y /|x y|, \cos \theta=|x| /\left(|x|^{2}+|y|^{2}\right)^{1 / 2}$ and $\sin \theta=|y| /\left(|x|^{2}+|y|^{2}\right)^{1 / 2}$.
Let us list a few elementary gates to implement the corresponding operation on a pair of qubits. For ease of comparison with the online documentation of Qiskit, we denote in this section the Pauli matrices (14) by $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$.

Controlled NOT gate. The CNOT gate is a two-qubit gate, i.e., a linear operator on $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$. In the computational basis $(|00\rangle,|01\rangle,|10\rangle,|11\rangle)$, it is described by the matrix

$$
\square \equiv\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)
$$

where the left-hand side is the graphical depiction of the operator in circuits. The CNOT gates thus permutes $|01\rangle$ and $|11\rangle$ while leaving $|00\rangle$ and $|10\rangle$ unchanged. In other words, it flips labels 0 and 1 in the first factor of the tensor product, provided that the second factor (the "control" qubit) is $|1\rangle$.

Controlled unitary gate. Similarly, we can define the following gate, controlled this time by the first qubit,

$$
\frac{\bullet}{e^{\mathrm{i} \theta \mathbf{Y}}} \equiv\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & c \theta & -s \theta \\
0 & 0 & s \theta & c \theta
\end{array}\right),
$$

where we denoted for simplicity $c \theta=\cos \theta$ and $s \theta=\sin \theta$. Explicitly, this gate rotates $|0\rangle$ and $|1\rangle$ in the second factor provided the first factor is $|1\rangle$, namely it rotates $|10\rangle$ and $|11\rangle$ and leaves untouched $|00\rangle$ and $|01\rangle$.

## B. 1 Givens rotation using a controlled unitary gate.

This implementation is inspired by Jiang et al. (2018), although our definition of the Givens rotation slightly differs in order to match the definition (34). The 2-qubit gate representing a Givens rotation is implemented as


We now give calculation details. First, we compute the inner bock of three gates as follows

$$
\begin{aligned}
& \longrightarrow \longrightarrow e^{\varrho} \equiv\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & c \theta & -s \theta \\
0 & 0 & s \theta & c \theta
\end{array}\right)\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & c \theta & s \theta & 0 \\
0 & -s \theta & c \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

Now, the result follows by noting that

$$
\overline{-} \equiv\left(\begin{array}{cccc}
e^{\mathrm{i} \phi / 2} & 0 & 0 & 0 \\
0 & e^{-\mathrm{i} \phi / 2} & 0 & 0 \\
0 & 0 & e^{\mathrm{i} \phi / 2} & 0 \\
0 & 0 & 0 & e^{-\mathrm{i} \phi / 2}
\end{array}\right)
$$

## B. 2 Qiskit 0.42.1 implementation without controlled unitary gate.

The Givens rotation is implemented in Qiskit, as in Figure 1, thanks to a gate

$$
R_{X X+Y Y}(2 \theta, \phi-\pi / 2)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & c \theta & e^{-\mathrm{i} \phi} s \theta & 0 \\
0 & -e^{i \phi} s \theta & c \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

where the 2-qubit parameterized $X X+Y Y$ interaction is defined as

$$
\begin{aligned}
& R_{X X+Y Y}(\theta, \beta) \\
& =(\exp (-\mathrm{i} \beta \mathbf{Z} / 2) \otimes \mathbb{I}) \exp \left(-\mathrm{i} \frac{\theta}{2} \frac{\mathbf{X} \otimes \mathbf{X}+\mathbf{Y} \otimes \mathbf{Y}}{2}\right)(\exp (\mathrm{i} \beta \mathbf{Z} / 2) \otimes \mathbb{I}) \\
& =\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & c \theta / 2 & -\mathrm{i} e^{-\mathrm{i} \beta} s \theta / 2 & 0 \\
0 & -\mathrm{i} e^{\mathrm{i} \beta} s \theta / 2 & c \theta / 2 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

This gate is implemented in Qiskit 0.42 .1 as a composition of elementary gates containing 12 single-qubit gates and 2 CNOT gates. Also, note that some details in their gate definitions may vary from the one used in this section.

## C Sources of error in quantum computers

Different quantities are usually specified by the constructor to assess the efficiency of a quantum machine. First, the error rate (or readout error) is an estimated frequency of getting an undesired measurement (a "bit flip") when measuring a state drawn independently from a fixed, user-defined prior distribution. Second, the de-excitation (or relaxation) of a qubit prepared in its excited state, and thus supposed to represent $|1\rangle$, is a natural physical process. It is usually understood to be caused by the coupling of the qubit to electromagnetic radiation or, more abstractly, its environment. The typical timescale of the relaxation processes is called the relaxation time, and usually denoted by $T_{1}$. Moreover, the presence of an environment is not only the source of relaxation (bit-flip error), but also an additional source of phase errors. This type of error destroys the quantum coherence properties in and between the qubits, i.e., it modifies the correlation structure in Boolean vectors built using Born's rule (9), possibly to the point of making the qubits behave as simple classical bits. This decoherence process is usually characterized by a typical timescale denoted $T_{2}$. The output of any circuit with depth longer than $T_{1}$ or $T_{2}$ is likely to be strongly contaminated with the corresponding noises.

To give concrete numbers, the IBM 127 qubits Washington platform ${ }^{9}$ has a median $T_{1}$ (the median is over all qubits) of $T_{1}=95.22 \mu \mathrm{~s}$, and the median $T_{2}$ is $T_{2}=92.17 \mu \mathrm{~s}$. This means that, in practice, after about $100 \mu \mathrm{~s}$, more than half of the qubits have either decohered (become classical bits) or have relaxed to their ground state. Moreover, the median readout error is $p_{\text {err, ro }}=1.350 \times 10^{-2}$, and the median CNOT gate error is $p_{\text {err, СNOT }}=1.287 \times 10^{-2}$. Ideally, characterizing the noise of all the gates

[^9]would require a quantum process tomography as well as quantum state tomography, to characterize the state of all qubits. In practice, this is out of reach for large systems. To circumvent this issue, Elben, Flammia, Huang, Kueng, Preskill, Vermersch, and Zoller, 2022 propose to partially characterize the noise with a scalable and robust algorithm called randomized benchmarking. This is how the cited numbers for IBM machines have been benchmarked. ${ }^{10}$

The long-term goal of the quantum computer race is to build a fault-tolerant quantum computer, based on quantum error corrections codes. These are techniques that build up on redundancies of the logical qubits to be robust to noise-induced errors according; see the so-called threshold theorem (Kitaev, 2003; Knill, Laflamme, and Zurek, 1998). As in the classical case, the required redundancy depends of the actual values of the error rates, which are to this day still too high to have a realistic implementation. In the meantime, other techniques are being developed to alleviate the influence or errors, either by directly eliminating errors on the hardware itself, like with so-called spin echos or dynamic decoupling techniques (Preskill, 1998), or by statistical postprocessing, with so-called error mitigation techniques (Cai, Babbush, Benjamin, Endo, Huggins, Li, McClean, and O'Brien, 2022).
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[^1]:    ${ }^{1}$ Note our different notation compared to (Belhadji et al., 2020), who use $N$ for the number of rows.

[^2]:    ${ }^{2}$ Statisticians would say epistemic uncertainty, i.e., imprecise knowledge of the state.

[^3]:    ${ }^{3}$ Definition 3.3 gives a realization of (CAR); see Proposition 3.4.

[^4]:    ${ }^{4}$ The parametrization of Givens rotations slightly differs from (Jiang et al., 2018).

[^5]:    ${ }^{5}$ Note that, unlike the common QR decomposition, the matrix $R$ obtained here has more structure: it contains only one non-zero element per row. To some extent, the decomposition we discuss is close to a singular value decomposition; see the end of Section 5.2 .3 for a short discussion.

[^6]:    ${ }^{6}$ Recall that the $a_{k}$ 's are the Jordan-Wigner operators representing the $c_{k}$ 's in (30).

[^7]:    ${ }^{7}$ https://github.com/For-a-few-DPPs-more/quantum-sampling-DPPs

[^8]:    ${ }^{8}$ Recall that the TV is the maximum absolute difference between the probabilities assigned to a subset, where the maximum is taken across subsets.

[^9]:    ${ }^{9}$ See https://quantum-computing.ibm.com/services/resources?services=systems

[^10]:    ${ }^{10}$ https://qiskit.org/textbook/ch-quantum-hardware/randomized-benchmarking.html

