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ABSTRACT

In the field of Explainable Artificial Intelligence (XAI), counterfac-
tual examples explain to a user the predictions of a trained decision
model by indicating the modifications to be made to the instance so
as to change its associated prediction. These counterfactual exam-
ples are generally defined as solutions to an optimization problem
whose cost function combines several criteria that quantify desider-
ata for a good explanation meeting user needs. A large variety of
such appropriate properties can be considered, as the user needs
are generally unknown and differ from one user to another; their
selection and formalization is difficult. To circumvent this issue,
several approaches propose to generate, rather than a single one, a
set of diverse counterfactual examples to explain a prediction. This
paper proposes a review of the numerous, sometimes conflicting,
definitions that have been proposed for this notion of diversity. It
discusses their underlying principles as well as the hypotheses on
the user needs they rely on and proposes to categorize them along
several dimensions (explicit vs implicit, universe in which they are
defined, level at which they apply), leading to the identification of
further research challenges on this topic.
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1 INTRODUCTION

Over the last years, the need for a better understanding, and ac-
countability, of Machine Learning systems has led to the soar-
ing of domains around the topic of Responsible Artificial Intel-
ligence. Among these, the eXplainable Artificial Intelligence (XAI)
domain [9, 37] focuses on the generation of explanations for the
decisions of Al and Machine Learning models. In particular, local
post-hoc methods [23] aim at generating explanations regarding
the prediction performed by a given trained classifier (post-hoc
property) for a given data instance of interest (local property). They
come in different formats such as feature importance (e.g LIME [59]
and SHAP [38]) or counterfactual examples [79] (e.g. Growing
Spheres [34] and FACE [54]).

However, generating explanations has been proven to be a dif-
ficult task, due to the subjective and vague nature of the concept
of interpretability [69], and thus the difficulty to define what a
good explanation is. This topic has been explored from the point of
view of cognitive sciences as well as educational sciences among
others, as for instance summarised in the rich survey proposed by
Miller [41] that underlines the wide range of possibly desirable
properties. As a result, numerous explainability approaches have
been proposed over the last years, mirroring the absence of consen-
sus regarding the properties explanations should satisfy. This issue
is even more prevalent, and visible in the case of counterfactual
examples [21, 79]. Indeed, this type of instance-based explanations
relies on solving an optimization problem, and therefore explicitly
depends on the selection of considered quality criteria. Although
some of these seem to be consensual, such as the closeness to the
instance of interest and the sparsity of the explanation [76], there is
generally no global agreement over numerous additional possibly
desirable properties, nor on how to formalize them in measurable
numerical criteria. Moreover, once selected, these criteria most of-
ten need to be combined or aggregated to define a multi-criteria
optimization problem, generally resulting in the generation a single


https://orcid.org/0000-0002-5921-3225
https://doi.org/10.1145/3593013.3594122
https://doi.org/10.1145/3593013.3594122

FAccT 23, June 12-15, 2023, Chicago, IL, USA

final explanation (see e.g. [2, 34, 39, 54, 79]). Consequently, in addi-
tion to the issue of identifying the most relevant criteria assessing
the quality of a candidate counterfactual example, the choice of this
aggregation operator is also obviously crucial and plays a major role
in the implementation of the definition of a good explanation. The
possibly subjective and personal characteristic of the latter can be
considered as advocating for making it dependent on the targeted
user, his/her specific needs and prior knowledge. Yet, the selection
of this aggregation is rarely motivated and often implicitly relies
on the principle that all of the selected criteria should be optimized
at the same time. However, this is often impossible, due to their
mutual dependencies and the trade-offs existing between them.

This paper proposes to discuss the importance of this aggregation
operator and shows that failing to motivate its choice, as it is often
the case in the literature, may lead to unsatisfactory explanations.
This provides additional arguments to questioning the relevance of
generating a single counterfactual example and arguing that the
generation of multiple counterfactual examples may be more suited
to meet (sometimes unformulated) user needs, a commonly identi-
fied shortcoming of interpretability. Turning to existing approaches
that make it possible to generate such multiple explanations, the
paper then proposes to discuss the notion of diversity they usually
integrate, so that the output explanations are not redundant one
with another. It offers to categorize these approaches based on the
strategies they consider for this multiple explanation generation
problem, and discusses how these help overcoming one pitfall of in-
terpretability methods: matching explanations to unobserved user
needs. The contributions of the paper are thus both to discuss the
generally poorly covered topic of combining quality criteria for
XAI methods, and to propose a review of the current literature on
diverse counterfactual methods.

The paper is organized as follows. Section 2 first reminds the
formal definition of explanations based on counterfactual examples
as well as the most common quality criteria proposed in existing
works. Section 3 then discusses the importance of the operator used
to aggregate these criteria and its potential overlooked undesired
consequences. After discussing how providing multiple explana-
tions to users might help circumventing these issues, we propose
in Section 4 a survey of different strategies to achieve this goal,
discussing the various notions of diversity they rely on and how
they integrate it in the explanation generation process. This study
opens the way to identifying research challenges, as discussed in
Section 5. Section 6 concludes the paper.

2 BACKGROUND: COUNTERFACTUAL
EXPLANATIONS AND COMMON QUALITY
CRITERIA

Within the wide domain of XAI [43, 62, 71], counterfactual example
explanations (see [1, 21, 40, 76] for dedicated surveys ) focus on the
case where a user wants to understand the reason for a given pre-
diction: given a data instance of interest, denoted x in the following,
and a trained machine learning model, denoted f, counterfactual
examples aim at providing insights to understand the generated
prediction f(x). More precisely, counterfactual examples aim at
answering the question "Why f(x) and not ¢’?", where ¢’ denotes
a possible alternative output the model f may have given. The
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answer to this question is expressed through a set of modifications
that can be applied to x to obtain the different prediction by the
model, which amounts to answering the question: "What changes
would be required to modify this prediction?".

This type of explanations, directly meeting the desirable con-
trastive property for a good explanation proposed by Miller [41],
has been praised for their higher transparency [79] and action-
ability [29] as compared to other types of explanations. Indeed,
they have the benefit of directly describing actions that can be
performed by the user to have a recourse on the prediction. On
the contrary, other forms of explanations such as local feature im-
portance vectors rely on debatable, sometimes opaque definitions
of importance, and therefore have been shown to be often mis-
understood (see for instance [31] for misuses of the explanations
provided by SHAP [38]).

There exists numerous approaches to build counterfactual exam-
ple explanations (e.g. see [21] for one of the latest surveys). This
section does not aim at providing such an exhaustive overview, but
rather to summarize the required background on which the later
discussion is built: after providing a reminder about the general for-
mulation problem to generate counterfactual examples, it discusses
some desirable properties they have been required to offer.

2.1 General Formulation of the Counterfactual
Example Generation Problem

This section introduces the general counterfactual example prob-
lem, focusing on the case when the machine learning model to be
explained is a binary classifier, which is the most classical one. In
this case, the alternative output ¢’ given by this classifier can only
be the other class. Denoting X the data feature space and Y the
(binary) label space, the classifieris f : X — Y and x € X is
the data instance about which the user requests an explanation
regarding its associated prediction f(x). A counterfactual example
explaining this prediction is then formally defined as:
e” = argmin peny (e) (1)
eed
that depends on the search space & and the penalty function peny .
The former, &, defines the space in which the final explanation, the
counterfactual example, is allowed to evolve. In its most general
form, it is defined as the set of all instances predicted to belong to
a different class than x, formally:

E={ec X fle) # f(x)} ()

This formulation assumes that all instances from the opposite class
from x are equivalent, which is not always the case. For instance,
some works, e.g. [79], take into account, when available, the classi-
fication score given as output by the classifier.

The penalty function peny to be minimized, measures the cost
of a candidate explanation, which corresponds to a decreasing func-
tion of its quality. The most commonly accepted definition imposes
that the counterfactual example must be as close as possible to
the instance of interest, so as to minimize the amount of changes
needed to alter the prediction, i.e. to lower the efforts required from
the user to meet his/her objective. A common choice to capture
numerically this closeness requirement is to define the penalty func-
tion as a distance between the candidate counterfactual example
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Type H General | Data-context. | User-context. ‘
local density . .
Propert closeness, proximity acct;(l)lrslzlt;thty
perty sparsity | path density e
- . personalization
justification
| Dependency || x ‘ x, X | x.U(opt.: X) |

Table 1: Categorization of the most frequently considered
desirable properties for a candidate counterfactual example e.
The last row indicates the parameters they depend on: x is
the data instance of interest, X a set of data points, U the user
who receives the explanation.

and the instance of interest:

penx(e) =|l x —e |l ®)

Existing works often consider I; [79] or I [32, 34] distances.
However, other distances are sometimes used, such as weighted
Manhattan distance [2], or elastic net loss [75].

Although alternative formulations of the counterfactual problem
can be found in some works (e.g. [79]) framing it as a weighted sum
of the penalty function and a classification confidence score, the
general counterfactual problem formulation presented in Equation 1
can be used to understand most existing counterfactual approaches.
However, it is important to keep in mind that a lot of approaches
to generate counterfactual examples actually rely on heuristic and
do not make explicit the underlying cost function they optimize.

2.2 Some Desirable Properties for
Counterfactual Examples

Beside being close to the instance whose prediction is to be ex-
plained, other desirable properties have been identified for counter-
factual examples. These further constrain the optimization problem
through associated criteria, aiming to lead to more understandable,
useful or relevant explanations. Some existing literature reviews
(see e.g. [76]) have proposed to categorize counterfactual methods
depending on these formulated objectives. In this section, we list
some of them, depending on whether they are general for any can-
didate or aim at taking into account some enriched information
about their context, if available. For the latter, we distinguish be-
tween data-contextualisation and user-contextualisation. Table 1
summarises this categorisation. For each desirable property, we
also present the associated criteria generally used to represent it in
the optimization problem.

2.2.1 Sparsity. One of the most frequent desiderata for counterfac-
tual explanations is the sparsity of the explanation vector. Indeed, it
ensures that the effort required to alter the prediction of x focuses
on a low number of features, making it more understandable and
actionable by the user. Sparsity can be numerically measured by
the Iy distance [14, 22, 34], and optimized directly or through the [;
distance [2, 79].

2.2.2 Data-contextualisation Criteria. Blindly minimizing a dis-
tance function has been observed to lead to unrealistic explanations:
the solution to the optimisation problem may for instance lie out
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of the data distribution [33, 35], making it difficult to understand
or even fully absurd to the user receiving the explanation. To avoid
this issue, some constraints on where the counterfactual example
should lie are often proposed and aim at providing a contextual
enrichment to its generation, depending on possibly available addi-
tional information about the data.

These constraints can for instance be directly formulated as hard
convex constraints on the allowed feature range [28, 32, 55, 75], or
by imposing that the generated counterfactual example belongs
to a dense region of the distribution [2, 54]. Rather than density
constraints, Laugel et al. [35] argue that counterfactual explanations
should be "justified" by the ground-truth data, guaranteeing their
realism by their connection to observed data points. On a different
note, model-based counterfactual approaches, generally relying on
Autoencoders Generative Adversarial networks, impose through
a reconstruction loss that the generated counterfactual should be
close (proximity criterion), for instance using Euclidean distance,
to ground-truth instances [39, 45, 51, 75].

Instead of solely imposing constraint on the counterfactual ex-
ample to generate, Poyiadzi et al. [54] argues that the entirety of
the path connecting it to x should be in data-dense regions only, to
ensure that the intermediary steps are feasible.

2.2.3  User-centered Contextualisation Criteria. Measuring the qual-
ity of a candidate counterfactual example in the context of its use
should also be made dependent on the user it is generated for, al-
lowing for the generation of personalised explanations [26, 39, 73]:
beyond the context provided by the domain and the other data
among which it is looked for, taking into account the user context
makes it possible to get back to a human-in-the-loop paradigm
that is crucial in the XAI domain. Indeed, as mentioned in the in-
troduction, actionability is often one of the strongest arguments
in favor of the use of counterfactual explanations. As such, it has
been included by some works as an explicit objective to guarantee
more useful explanations, under the assumption that such user
information is available.

Some works [28, 73] for instance consider that a set of editable
features is provided by the users, so that an actionable counter-
factual explanation is one that requires modification along these
features only. On a different note, actionability is also integrated
through causal constraints (see [29] for a survey on actionable
recourse). The underlying assumption is that the changes along
different features proposed by a counterfactual explanation are
not independent: in order to be actionable, an explanation should
take into account the causal relationships between features. The
latter can for instance be modelled within Pearl’s framework [53]
to represent a causal graph and possibly structural causal equations
describing the causal interactions between the features. Actionabil-
ity is then measured as the extent to which the explanation fits
this graph (see for instance [30, 39], and more generally [29, 50] for
recent surveys). Another user-centered constraint is proposed by
Jeyasothy et al [26], who argue that explanations should be person-
alized and adapted to the user’s knowledge for it to be understood.
A similar notion is proposed in [81], where a personalized cost
function is proposed to answer user’s needs.

In addition to these properties, mostly centered around how easy
to understand and use an explanation is, other criteria, out of the
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scope of this work, could be mentioned. These include for instance
constraints that the explanation provider may want to impose, such
as information leakage risk [52] or robustness to manipulation [66].

3 THE IMPLICIT DIFFICULTY OF
GENERATING ONE COUNTERFACTUAL
EXPLANATION

As discussed in the previous section, the definition of interpretabil-
ity objectives and numerical criteria to measure the extent to which
they are achieved is a difficult and complex task. However, select-
ing which properties are the most relevant for a given problem
is only one of the issues to be considered: once they have been
expressed, either by the user or the machine learning practitioner,
most existing counterfactual approaches then combine them into
an aggregated cost function, to be minimised to generate a unique
explanation. Although a rich literature on aggregation operators
exists (see e.g. [10, 15, 19]), it is rarely leveraged in the field of XAI,
leaving the topic of combining explainability criteria, to the best of
our knowledge, rarely discussed. Yet, this way of combining differ-
ent criteria obviously directly impacts the generated explanation.
After detailing how this combination is usually done in the state
of the art, we propose in this section a discussion to question the
relevance of this step itself.

3.1 Criteria Combination Methods

Although the properties and their associated criteria presented
in the previous section are by nature all desirable, it is usually
impossible by design to maximize all of them. For instance, op-
timizing the sparsity of a counterfactual explanation is often at
odds with maximizing its closeness to the instance of interest, as
shown by [34] for instance. As a result, conjunctive aggregation
operators, that require all criteria to be simultaneously satisfied,
are rarely used by counterfactual methods. Recognizing this im-
possibility, some approaches thus define an objective function that
constitutes an explicit trade-off between the various criteria. This
is for instance how Mahajan et al. [39] propose to aggregate the
penalty of the explanation (measured by the /; distance) and the
degree to which it satisfies the considered causal constraints (causal
distance). Similarly, Jeyasothy et al. [26] balance the penalty with
the incompatibility to the user knowledge using a weighted average,
to propose a personalized explanation.

However, specifying the right balance between criteria can be
difficult for the user. This is even truer as the various presented cri-
teria are often not commensurable. To circumvent this issue, instead
of combining several criteria into a trade-off objective, numerous
other approaches propose to impose a priority order between the
criteria. By combining them into (explicit or implicit) constrained
optimization problems, the objective becomes to generate the clos-
est counterfactual example (i.e. minimizing the penalty function)
in a subspace defined by constraints on other criteria. This opti-
mization subspace may for instance be defined by constraints on
density [2, 54], or actionability [73]. On the contrary, other ap-
proaches such as Growing Spheres [34] and LORE [22] optimize
the sparsity of the counterfactual explanation after optimizing its
penalty.
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Specifying this priority order is also connected to the proposed
optimization process: due to the general model-agnostic (and some-
times data-agnostic) paradigm considered by these approaches,
imposing a priority order between criteria also helps with the opti-
mization of the objective function. Indeed the subspace satisfying
the higher-order constraint can then be identified in a preprocess-
ing step (e.g. the construction of a graph for FACE [54] or the
generation of a neighborhood for LORE [22]).

3.2 The Underestimated Consequences of the
Aggregation Step

While much discussion is generally proposed to motivate the choice
of the desired explanation properties, on the other hand, the defi-
nition of the aggregation operator used to combine these criteria
is, to the best of our knowledge, rarely defended. As mentioned
earlier, numerous counterfactual approaches rely on heuristics, and
as such do not even have an explicit optimization problem, leav-
ing this aggregation to be implicit. Yet, we show in this section
that in both cases, the resulting aggregation of these criteria also
has important, potentially undesirable, consequences on the final
explanation. The importance of this choice is underlined in Sec-
tion 3.2.1, while Section 3.2.2 discusses the potential undersirable
consequences of the aggregation.

3.2.1 The aggregation operator: undiscussed, yet impactful. Although
it may seem obvious in a multicriteria optimization perspective
that the aggregation operator directly impacts the nature of the
solution, to the best of our knowledge this point is rarely discussed
in explanation approaches. This may seem surprising, especially
as some existing approaches propose different heuristics for the
same groups of criteria, therefore essentially differing from one
another in terms of how these are combined. For instance, Growing
Spheres [34] and LORE [22] both optimize the closeness of the
explanation (measured by the Euclidean distance) and its sparsity
(measured with the Iy distance).

More generally, from an optimization perspective, given two cri-
teria that cannot been optimized simultaneously (as it is often the
case for counterfactual explanations), the set of possible solutions
would be the Pareto front, highlighting the diversity of the possible
solutions (as considered by [14]). To illustrate this point, we con-
duct a simple experiment by generating multiple counterfactual
explanations optimizing the same criteria with different aggrega-
tion operators. More precisely, we consider the 2-dimensional half-
moons dataset! and the Boston dataset?, on which two classifiers
are trained: a SVM classifier for the half-moons dataset (0.99 in
accuracy), and a Random Forest classifier for the Boston dataset
(0.86 in accuracy). Figure 1 displays illustrations of the experiment:
on the left, the half-moons dataset; on the right, a 2D representation
of the Boston dataset using t-SNE [74]. In both cases, an instance x
whose prediction is to be explained, represented by the green point,
is randomly picked. We then consider two desirable properties for
counterfactual examples: the closeness of the explanation, as mea-
sured by the Euclidean distance, and its belonging to a dense region

Uhttps:/scikit-learn.org/stable/modules/generated/sklearn.datasets.make_moons.
html
Zhttps://www.cs.toronto.edu/~delve/data/boston/bostonDetail. html
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Figure 1: Illustration of the aggregation operator impact: the
orange, red, pink and magenta points represent the counter-
factual examples generated to explain the prediction asso-
ciated to the instance of interest represented by the green
point, when considering several types of aggregation (see
details in the text). Left: half-moons dataset. Right: 2D t-SNE
projection of the Boston dataset.

of its targeted class, as measured by the log-likelihood of the coun-
terfactual example under a Gaussian Kernel Density Estimation
(KDE) trained on the corresponding data. These two criteria are
then combined using various aggregation operators found in the
literature, and the resulting counterfactual examples shown on the
figure in different colors: a weighted sum [26, 39, 45] (pink), the max-
imization of the closeness under density constraints [54] (magenta),
the maximization of the density under closeness constraints [22, 34]
(orange), and a maximisation of each criterion independently (red
for the closeness, purple for the density). As expected, the result-
ing counterfactual examples are quite scattered across the dataset,
covering regions of the feature space characterized by different deci-
sion boundaries. This illustrates the importance of the aggregation
operator for counterfactual explanations.

3.2.2  Undesirable consequences. Beside potentially leading to dras-
tically different results, the proposed choice of the aggregation op-
erators sometimes raises questions in terms of relevance and user
needs. For instance, optimizing for criteria which are mathemati-
cally at odds with one another may lead to trade-off solutions, that
satisfy a bit of both, without satisfying fully any of them. This can
be seen as especially problematic in the case when the properties
involved belong to different property categories (see. Section 2.2),
as they involve parameters that can hardly be compared (e.g. data
vs. user preferences). It would then seem unlikely that users with
non-technical background, who are often considered to be potential
users of XAI methods, would understand that generated explana-
tion does not satisfy all of the desired properties. For instance in
the case of an aggregation performed with a weighted sum [39],
users may not understand that the causality of the explanation is
not guaranteed, let alone that it would come at the expense of more
easiness of action (closeness of the explanation). The high number
of possible desirable explanation objectives makes this issue all the
more problematic.

As a conclusion, the criteria combination should be discussed
just as much as which their individual selection. Considering the
difficulty of aggregating numerous properties, forcing it through
heuristics thus seems questionable. On the other hand, the variety
of possible criteria, especially the ones where there is a tradeoff
involved, pushes towards the generation of multiple explanations,
that could then for instance focus on different properties.
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4 GENERATING DIVERSE EXPLANATIONS

Contrary to the approaches discussed in the previous section, some
other methods aim to provide users with multiple explanations
at the same time to explain a single prediction. In this section,
after providing some additional arguments for these approaches,
we categorize existing works based on the diversity function they
use to generate several explanations. We end the section with a
discussion over these notions of diversity, showing how they help
addressing some of the identified shortcomings of explainability
approaches.

4.1 Additional Motivations and Discussion

Although a portion of existing works proposing diverse counter-
factuals state some motivations for doing so, these efforts remain
generally light and scattered. We seek in this section to provide a
stronger and more in-depth case for multiple explanations, centered
around two arguments that complement the one previously devel-
oped in Section 3.2: (i) results from social and cognitive sciences
have proven the strong benefits of using multiple explanations to
teach complex concepts; (ii) having multiple explanations can help
overcoming one of the main shortcomings of machine learning
interpretability, namely identifying and addressing unformulated
user needs.

4.1.1 Insights from social sciences: More (carefully selected) expla-
nations leads to better understanding. In various scientific fields,
providing multiple explanations has long been identified as a key
factor for a better understanding on complex concepts. For instance
in a clinical context, Wang et al. [80] insist that multiple explana-
tions are required for physicians to make better diagnostics. On
the same note, stronger conclusions are drawn in the fields of ed-
ucation and psychology: when using analogies to teach complex
concepts to medical students, providing a single explanation was
shown to create a high risk of misconceptions [68]. On the other
hand, providing multiple, carefully selected, analogies is presented
as requirement for a good understanding. More generally, gath-
ering and discussing some insights from several social sciences,
Miller [41] insists that causes for an event must be seen as multiple,
and that one important aspect of generating a good explanation is
the selection by the user of his/her preferred explanation among
a set of plausible ones. More recently, Bove et al. [6] empirically
show the benefits of providing multiple explanations to users on a
classification task: the latter leads to an increase both in terms of
objective comprehension and subjective satisfaction.

4.1.2  Multiple explanations may help in overcoming a critical issue
of interpretability: matching (unknown) user needs. One of the most
crucial identified pain point of interpretability in general is the diffi-
culty to determine user needs. Although it is commonly recognized
that explanations should be adapted to those needs, as well as to
the user’s characteristics such as their knowledge and expertise
(see e.g. [7] for explanations in general, and [18] for explanations
for machine learning models), providing generic tools to do so is
complex and constitutes a poorly covered task (some exceptions
include for instance [16, 78]). In this regard, it seems illusory to
hope for one explanation method to satisfy these undeclared user
needs, especially as humans have been known to perceive feature
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interactions and effects differently [20]. Generating several expla-
nations and letting the user choose the most relevant one(s) to them
seems, in this vein, a way to leave this ’extra-mile’ task of mapping
user needs to explanations to the user, i.e. have the user select the
most suited explanation and discount others [25, 41, 70].

Although some of these reasons have also been identified by
previous machine learning works, there still are few works in this
direction. In the next section, we present them and discuss how
they propose multiple explanations.

4.2 Existing Diverse Counterfactual
Explanation Approaches

The arguments presented in Sections 3.2 and 4.1 have led several
approaches to explain predictions through multiple counterfactual
examples. For this purpose, most of them rely on the notion of
diversity (see e.g. [45, 61]), imposing that the multiple explanations
differ from one another, to avoid redundancies and "propose various
alternatives when user preferences are not known". Yet, mirroring
the lack of consensus among desirable properties for explanations,
this notion of diversity has been defined in various ways, generally
with few discussions associated. In this section, we review these
notions of diversity, discussing the existing literature of diverse
counterfactual examples. These discussions are summarized in Ta-
ble 2. The first three subsections detail in turn the three types of
diversity we propose to distinguish, respectively named criteria,
feature space and actions. Other criteria, related to the optimization
procedure itself, are discussed in the fourth subsection.

4.2.1 Diversity in Criteria. A first type of diversity definition de-
pends on the quality criteria the counterfactual examples are re-
quired to optimize: it proposes to use different means to combine
them, often relying on different aggregation operators instead of
a single one. For example, Dandl et al. [14] and Rasouli et al [56]
focus on generating multiple counterfactual examples, which all
optimise the same criteria but perform different trade-offs between
them. The generated counterfactual examples thus correspond to
different positions on the Pareto front defined by the considered
quality criteria, then chosen according to different strategies. To do
so, Rasouli et al. [56] consider that a hierarchy among the different
criteria is provided by the user. This avoids the risk induced by
a trade-off operator that may lead to a solution that actually has
a medium value for all considered criteria. Indeed, a user-defined
hierarchy allows to select the criterion to be optimized first and
those to be optimized later on.

4.2.2  Diversity in the Feature Space. A second type of diversity
focuses on the relative position of the generated counterfactual
examples in the feature space. According to this definition, diverse
counterfactual examples lie far away from each other the feature
space space. Here, the quality criteria are therefore not only used
to evaluate the counterfactual examples individually, but also to
analyze the relations between them. In this category, two strategies
can be identified: the former induces diversity by first explicitly
defining different constraints, and then generating counterfactual
examples for each of them; the latter relies on defining diversity as
a distance to be maximized between the generated counterfactual
examples in the feature space.
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The constraints considered by the approaches relying on the first
strategy can take various forms. Most commonly [11, 47, 60, 72],
they are defined to partition the feature space into several subspaces.
Counterfactual examples are then generated in each of the identified
subspaces, which allows to obtain explanations that are diverse as
they belong to different areas of the space. For instance, [72] relies
on the user defining this partitioning along features of interest (e.g.,
age group) and generating one counterfactual per subspace.

Approaches relying on the second strategy define diversity as a
similarity or distance between counterfactual examples. This allows
them to directly integrate diversity in the counterfactual generation.
This can be done either by modifying the optimization problem
by integrating a diversity criterion into the cost function, enabling
them to a set of counterfactual examples at once: Equation 1 is then
modified to:

k

{el,....eg} = argmin agg Zpenx(ei),go(div({el,,..,ek}))
{e1,....ex } CE i=1

(4)

where k denotes the number of desired counterfactual examples, div
is a function assessing their diversity, seen as a new quality criterion
to be maximized, ¢ a decreasing function and agg an aggregation
operator to combine the average quality of the counterfactual can-
didates and their diversity. The penalty function can obviously be
combined with some of the additional criteria discussed in Sec-
tion 2.2, such as sparsity, data or user contextualization.

This diversity measure itself can take multiple forms. For ex-
ample, several approaches focus on maximizing the diversity of
features used in the final explanations [4, 60, 61], which can be
translated as maximizing the [y distance between the proposed
counterfactual examples. Other approaches, such as [45], define
diversity as the distance between the generated counterfactual ex-
amples (norm Iy, Iz, or both). As a result, the obtained counterfactual
examples are thus distant from one another in the input space, and
may use different features.

Instead of defining a set of diverse counterfactual explanations
as a solution to a single optimisation problem, other methods [24,
42, 61] rely on an iterative process to generate the multiple expla-
nations, a counterfactual example being generated at each step. To
ensure that a new explanation is different from the previous ones,
these approaches then consider constraints on the distance between
the new explanation and the ones already generated.

In the case of non-binary classification, Ley et al. [36] propose
to take into account, in addition to the feature space, the prediction
space: they generate counterfactual examples associated with var-
ious classes among the ones different from the one predicted for
the instance of interest.

4.2.3 Diversity in Actions. A counterfactual explanation by design
suggests actions, as modifications to the instance of interest, that
allow to get a different prediction. A third type of diversity aims
at proposing explanations which need/use different actions. They
are related to the diversity in terms of features discussed above,
with a slightly different interpretation, more related to the notion
of algorithmic recourse. Beside relying on the ly distance, this type
of diversity can be achieved in more specific settings: Guidotti et
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Method Diversity Counterfactual Search
Diversity type Diversity criterion ‘ Number of CF  Explicit Single run

LORE [22] Actions Diverse leaves of a decision tree algo Yes Yes
Mabhajan [39] Feature values Stochasticity in the generation user No Yes
Russell [61] Actions Rerun & exclusion of the previous results user+algo Yes No
CADEX [44] Feature values Rerun & exclusion of the previous features used user No No
Ustun [73] Actions Rerun & exclusion of the previous results user Yes No
CERTIFAI[65] Feature values Exploration by sampling user No Yes
Tsirtsis [72] Feature values Partitioning of the data space user Yes Yes
MOC [14] Feature values & Criteria Pareto front in objective space algo Yes Yes
MACE1 [28] Features values Rerun & exclusion of the previous results user Yes No
DICE [45] Feature values Diversity term in the optimization user Yes Yes
DECE [12] Feature values Consideration of different constraints user Yes Yes
CRUDS [17] Feature values Partitioning of the data space user Yes Yes
DiVE [60] Feature values Diversity term in the optimization user+algo Yes No
OCEAN[49] Feature values Rerun & exclusion of the previous results user+algo Yes No
MCCE [58] Feature values Exploration by sampling user Yes Yes
OrdCE[27] Criteria Pareto front in objective space user Yes No
MCS [82] Features values Exploration by sampling user No No
CSCF [46] Actions Sequential approach to obtain CF with different sequences | user Yes Yes
MIP-DIVERSE [42] | Feature values Rerun & exclusion of the previous results user Yes No
Hada [24] Feature values Consideration of different constraints user + algo No No
Navas [47] Feature values Consideration of different constraints user Yes Yes
Samoilescu [63] Feature values Partitioning of the data space user Yes Yes
Becker [3] Actions Diverse leaves of a decision tree user + algo No Yes
GeCo [64] Feature values Exploration by sampling user No Yes
FastAR [77] Actions Stochasticity in the generation user No Yes
Carreira [11] Feature values Consideration of different constraints user No No
EMC [81] Criteria Initialisation of different cost functions user Yes Yes
§-CLUE [36] Feature values Diverse initialization for the optimization user No No
CARE]1 [56] Criteria Pareto front in objective space user Yes Yes
MACE2 [83] Feature values Exploration by sampling user Yes Yes
Smyth [67] Feature values k-NN model to delimit group of CF user Yes Yes
COPA [8] Feature values Optimization using gradient descent user Yes Yes
FRPD [48] Feature values Diversity term in the optimisation user Yes Yes

Table 2: Summary of existing diverse counterfactual example (CF) generation methods, discussed in Section 4.2 that details the
diversity type and criterion columns. The "Number of CF" column indicates whether the user can choose the number of desired
counterfactual examples (user) or if the latter is automatically selected by the algorithm (algo). The "explicit" column indicates
whether the diversity objective is explicitly included in the optimisation process or not. The "Single-step"” column indicates
whether the optimization applies a single-step (Yes) or an iterative procedure (No) to generate all the counterfactual examples.

al. [22] and Becker et al. [3] use decision trees to generate expla-
nations. Imposing the latter to be located in different leaves of the
tree implies they follow different paths from the root to the leaves,
and as a consequence rely on different actions.

Instead of proposing explanations that modify different features,
Russell et al. [61] propose explanations that go in different modifi-
cation directions: a first counterfactual example may recommend
increasing the value of a given feature, whereas another one would
recommend decreasing it. The induced actions are completely dif-
ferent. The same principle applies to the proposition of Verma
et al. [77], that relies on performing successive small actions, in
different directions, until obtaining the final explanation.

4.24 Optimisation-related dimensions. Beside relying on different
definitions of the notion of diversity, that apply at different levels,
as discussed in the previous paragraphs, existing algorithms to

generate multiple counterfactual examples also differ in the opti-
mization procedure they apply, as we propose to discuss in this
section. These comparison dimensions are summarised in the last
three columns of Table 2.

Explicit vs non-explicit diversity. Independently from the discus-
sions of the previous sections describing how diversity may being
defined, another possibility to differentiating factor for methods is
associated to how explicitly diversity is incorporated in the coun-
terfactual generation. We thus make a distinction between explicit
and non-explicit methods, and discuss them below.

Explicit methods are characterized by the fact that they actively
take into account diversity in the counterfactual counterfactual op-
timisation problem defined in Equation 1. This can be achieved with
all diversity definitions, in various ways. A straightforward way is
to include the notion of diversity directly in the cost function, so
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that the optimization of diversity is guaranteed between the coun-
terfactuals like Mothilal et al. [45] or Dandl et al. [14]. The former
propose to integrate it by defining the diversity of a set of solutions
while the latter integrate it through the aggregation function that
combines the different criteria. Other approaches focus on solving
simultaneously different optimization problems with their own con-
straints, such as [11, 24]. In this case, the information considered
as input is not the same for each optimization problem, allowing to
obtain explanations that answer different contexts or motivations
and are thus diverse. Finally, some approaches propose to integrate
diversity by excluding the explanations already generated from
the set of possible solutions for later iterations, thus ensuring that
the new explanations are different from the previous ones [49, 61].
Thus, for explicit methods, there is a dedicated mechanism in the
explanation generation process that ensures diversity (regardless
of its definition).

On the other hand, non-explicit approaches are generally non-
deterministic approaches, meaning that using the same approach
twice in the same setting does not necessarily return the same
explanation. Non-explicit counterfactual methods such as [39, 44,
65] thus propose to generate diverse explanations by using the
stochastic aspect of the generation process. Unfortunately, this
means that the resulting diversity is not maximized nor guaranteed,
as the set of generated examples may be close from one another for
instance. Although some mechanisms are proposed to encourage
diversity, such as in CERTIFAI [65] where the authors propose to
modify the algorithm initialization, most of these remain unreliable
when it comes to diversity.

Number of counterfactual examples returned. Another dimension
related to diversity is the number of counterfactual examples that
these methods allow to generate. Although most approaches pro-
pose to let the user set this number (e.g., among others [39, 45]),
this choice may in some cases be limited by the method itself. For
instance, for methods proposing to generate diverse explanations as
examples belonging to different leaves of a tree [3, 22], the number
of counterfactual examples to be generated is bounded by the num-
ber of leaves. However, despite the fact that the approaches that
let the user set the number of desired counterfactual explanations
seem to be less limited, they generally do not acknowledge that
this number naturally often comes at odds with how diverse the
explanations are. For many them (e.g. [45, 65, 73]), increasing this
number will thus lead to the generation of redundant explanations.

One run vs. several runs. To generate multiple explanations, two
strategies exist: either all explanations are generated as solution of
a single optimisation problem; or the optimisation problem only
leads to the generation of a single counterfactual example, in which
case several steps are required to generate iteratively additional
explanations. Methods generating multiple explanations in a single
step, referred to as "Single run" in Table 2, often optimize a cost
function applying to sets of candidates, as given in Equation (4). The
explanation diversity between explanations is then one of the crite-
ria included in the considered cost function. Other methods focus
on simultaneously exploring the data space in different directions
(such as [22, 72]).

On the other hand, other approaches [36, 61] generate explana-
tions iteratively, possibly using the explanations obtained in the
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previous steps to generate the new one. Other approaches proposed
by Carreira et al. [11] or Samoilescu et al. [63] look at different
constraints at each stage to address different contexts. For example,
Carreira et al. increase the number of considered constraints at each
stage. Thus, at each step the algorithm is defined with different
constraints. The studied optimization problem is then different for
each counterfactual example.

5 DISCUSSION AND RESEARCH CHALLENGES

The richness of the diverse counterfactual approaches presented in
the previous section underlines once again the importance of prop-
erly motivating the choice of the explanability objectives, including
the diversity. In this section, we propose a discussion on the link
between the diversity notions identified, and how they may better
help with addressing user needs.

5.1 Diversity as a Way to Match Unknown User
Needs

Section 4.1 reminds one of the strongest arguments supporting
the use of multiple counterfactual explanations: their ability to
help match unobserved user needs. An implicit assumption for
this purpose is the explanations had to be diverse [70], leading to
concurrent definitions of diversity, described in the previous section.
Yet, we argue that all diversity definitions do not all unequivocally
fulfill this promise.

Intuitively, Diversity in Criteria, described in Section 4.2.1, di-
rectly addresses this objective: by proposing multiple ways of
combining different quality criteria, they allow the user to choose
his/her own order of preference between the explanations’ prop-
erties. For example, asking a user to specify the minimum level
of sparsity of the explanation he wants for a problem might be
complicated for him. Offering explanations with different levels of
sparsity and penalty could help him to understand the trade-off
between these two notions in the explained prediction and to se-
lect his preferred aggregation. Yet, this requires the user to be able
to understand, if not the property captured, at the very least that
the proposed diverse explanations vary along these criteria. This
therefore questions the use of the notion of diversity in criteria
for data-contextualization criteria (cf. Section 2.2), which are ar-
guably (i) much harder for a user to understand and (ii) not directly
visible when looking at presented counterfactual explanations, at
least without additional context. User-contextualization criteria, on
the other hand, do not suffer from this issue. By nature, although
the numerical quantification of these properties can be challenged,
it is expected that the user directly understands the differences.
This leads us to believe that to be relevant, the diversity of a set
of counterfactual explanations should be observable. This natu-
rally questions the utility of approaches integrating a non-explicit
diversity, as they do not guarantee the resolution of the problem.

By proposing explanations that provide a set of actions that
vary in terms of targeted features, approaches integrating Diver-
sity in Actions fulfill this objective of observable differences. The
user is provided several alternative recourses, among which he/she
may choose their preferred according to their internal unobserved
preferences. On the other hand, Diversity in Feature values do not
explicitly address a formulated user need. Apart from being a proxy
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for Diversity in Actions when user-contextualization criteria are
not available, they thus do not seem to answer user expectations,
despite being the most represented type of approach (see Table 2).
A notable exception would be in the context of model debugging,
where such diversity might be providing relevant information about
the local decision boundary and feature importance weights.

5.2 Diversity Beyond Counterfactual
Explanations

On the contrary to most of the presented quality criteria, the penalty
of the explanations is rarely included as a property to balance. Due
to the usual formulation of counterfactual explanations, penalty is
indeed generally seen as a criterion to minimize, or eventually that
it is possible to sacrifice a little bit, only when necessary, to satisfy
other properties. Few works thus explore the possibility of explic-
itly combining local counterfactual explanations with more global
ones (a concept proposed for instance by [57]). Yet, several works
have showcased in applied contexts the benefits of combining local
and global explanations on interpretability. Such works include
for instance [13], mixing local and global feature importances to
explain fraud detection models, or [5], proposing local explanations
with global contextualization to help customers understand insur-
ance pricing. Integrating penalty as one criteria to balance among
others for counterfactual explanations thus represents an interest-
ing perspective. As illustrated by the works mentioned above, this
seems strongly related to another notion of diversity that could be
formulated, also out of the scope of this paper, which is the diversity
in explanations forms.

6 CONCLUSION

In this work, we show how the combination of the quality criteria
considered to generate counterfactual explanations is not trivial
and may inaccurately match the needs of the user, which are often
unobserved and only implicitly defined. We argue this provides
new arguments in favour of approaches that propose diverse coun-
terfactual explanation as a solution to this issue, letting the users
choose their preferred explanation. As discussed in the paper, vari-
ous definitions of diversity have been proposed in the literature, the
conducted analysis shows that they do not equally help addressing
user needs. Future works will aim at conducting an empirical study
to complement this analysis, in a full human-in-the-loop paradigm,
so as to examine thoroughly the impacts these diversity definitions
can have on users and the respective cases where they might appear
more appropriate. This direction of research also calls for new tools
to represent and model user needs as well as user knowledge, so as
to establish a correspondence with the most relevant approaches.
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