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IN A NUTSHELL:  
 
The difference-in-differences method is a quantitative, quasi-experimental method to assess the 
impact of an intervention by setting up comparison groups and measuring the change in an 
outcome between a pre- and a post-intervention period when only one of the two groups has 
access to the intervention. This method is very useful for ex-post impact evaluation. 
 
Keywords: Quantitative methods, quasi-experimental methods, difference-in-differences, difference-in-
difference-in-differences, longitudinal data, parallel trends, entropy balancing, synthetic/artificial control 
group 
 

I. How is this method useful for policy evaluation? 
 
Although the evaluation of public policies covers a very broad set of issues and tools, which goes well 
beyond the mere quantification of their effects, the question of the effectiveness of policies implemented 
in the past is obviously of primary importance, as it constitutes a useful guide for considering their 
continuation, evolution, generalisation or even abandonment. Such an evaluation requires a clear 
definition of the objectives pursued.  For example, the effect of raising the minimum retirement age on 
retirement frequency, the impact of setting up a university grant system on transitions to higher education, 
or the consequences of introducing financial aid to facilitate access to healthcare on the use of the 
healthcare system. A natural reflex, which appears (too) often in the public debate, is to compare the 
situation of people who have benefited from the interventions implemented with that of others who have 
not. In order to assess the effectiveness of an unemployment insurance reform offering personalised job 
search assistance, one could thus compare those who benefited from this assistance with those who did 
not. As the study by Fougère, Kamionka and Prieto (2010, see Figure 3) illustrates, such a comparison 
shows unambiguously that job search assistance programs lead to a much slower return to employment 
for those who have benefited from them. Does this mean that services offered are detrimental to the 
probability of finding a job for unemployed workers? 
 
Of course not. An alternative interpretation is that people who are offered job search assistance are 
precisely those who have the greatest difficulty in finding a job. When comparing their situation to that of 
unemployed people who have not received assistance, the implicit assumption is that the return to 
employment observed in this category can serve as a reference (i.e., a counterfactual) to the situation 
that would have been experienced by the beneficiaries in the absence of the assistance program. 
However, the beneficiaries are precisely those whose situation would have been particularly difficult in 
the absence of the assistance program. To avoid such confusions, the difference-in-differences method 
consists of defining the comparison group in such a way that the observed difference provides a more 
convincing estimate of the intervention effect. 

 
II.  What does this method consist of?  
 
Suppose we observe changes between two dates in an outcome variable (also called a response variable 
or dependent variable) in two distinct groups. The first of these groups, called the treatment group, benefits 
from a given intervention or policy (referred to as the treatment); the second, called the control group, 
does not. The policy is implemented between the two dates. The measurement of the intervention effect 
is based exclusively on the variation of the outcome variable between these two dates. This variation 
differs in the two groups, generally from the moment the treatment comes into effect. It is this inflection in 
the difference between the two groups that is interpreted here as the average effect of the treatment on 
the outcome variable.  
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Why is this procedure called the difference-in-differences method? The first difference is the difference 
between the average value of the outcome variable in the treatment group at the second date (after 
implementation of the policy to be evaluated) and the average value of the same variable in the same 
group at the initial date (before implementation of the policy to be evaluated). From this first difference, 
we then subtract the analogous difference for the control group. The difference-in-differences method 
therefore exploits the longitudinal dimension of the data (or pseudo-longitudinal, as the individuals 
belonging to each of the groups may not remain the same over time) in order to provide an ex-post 
evaluation of the public policy that has been implemented. 
 
The ability of this method to measure the average effect of the intervention is not based on the hypothesis 
that the non-beneficiaries can serve as a reference group for the beneficiaries in the absence of the 
intervention, but only on the fact that in the absence of the intervention, the average evolution of the 
outcome variable for the individuals in the treated group would have been the same as that observed in 
the control group (this is called the parallel trends assumption). The validity of this assumption, which 
cannot be verified, can be supported by the fact that before the policy was implemented, the outcome 
variable evolved in the same way in both groups (this is called the common pre-trend assumption). In 
contrast to the previous assumption, this second assumption can be tested using data observed prior to 
the implementation of the intervention, provided that the pre-intervention observation period is long 
enough - for example, at least five observations in both groups prior to the implementation of the policy 
being evaluated (these observations are called leads in the academic literature). The parallel trends 
assumption is equivalent to assuming that the pre-existing gap between the two groups, which may be 
explained by the various factors leading to different levels of the outcome variable within these groups, 
would have remained the same in the absence of the intervention, so that the observed change in this 
gap can be interpreted as the average effect of the intervention. 
 
This approach is therefore only valid if the intervention leaves the outcome variable in the control group 
unchanged (this is the so-called SUTVA, i.e., Stable Unit Treatment Value Assumption). Indeed, any 
indirect effect of the intervention on this group (if, for example, the difficulty of finding a job increases 
because the acceleration of the return to work in the treatment group increases the tension in the labour 
market) calls into question the parallel trends assumption. Similarly, the parallel trends assumption could 
be challenged if the treatment group anticipates a positive effect of the intervention, and subsequently 
reduces job search intensity -- a violation known as the Ashenfelter gap. 
 
Given the many factors that can affect the validity of the approach, recent developments of the-difference-
in-differences method aim in particular to refine the constitution of the groups in order to increase their 
comparability (see Roth et al., 2022, for a detailed description). It is for instance possible to use matching 
methods (see the brief dedicated to matching methods) which, based on a statistical criterion, associate 
each person benefiting from the intervention with the person or persons in the control group whose 
observable characteristics are close - so that the comparison is carried out between statistical nearest 
neighbors - or the entropy balancing method which permits to equalise the first moments (mean, variance, 
skewness, etc.) of the distributions of the covariates. A similar approach can be applied to the outcome 
variable rather than to the distribution of observable characteristics. This is the goal of the synthetic control 
method, which consists of creating an artificial control group from the observed control group by means 
of an appropriate system of weights. This synthetic control group is constructed in such a way that the 
past evolution of the outcome variable within this synthetic group is identical to that of the same variable 
in the treatment group. For that purpose, we minimise, by reweighting the observations in the control 
group, the distance between the outcome variable in the treatment group and this variable in the synthetic 
control group before the intervention. When the number of treated units is very large, it is possible that 
the synthetic control of a treated unit is not unique. Several recent contributions have proposed solutions 
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to this difficulty. Among these, some suggest the use of matrix completion techniques, others propose 
sampling-based inferential methods. 
 
One of the most popular extensions which accounts for the existence of unobservable interactions 
between group and time characteristics that the difference-in-differences method might omit is the 
difference in difference-in-differences method. This method relies on the observation of two additional 
groups, a fake treatment group or a fake control group. For example, let us consider a health policy that 
is implemented in region A to people over 65. In order to evaluate the effects of this policy on the use of 
health care and on the health status of the persons concerned, it is possible to consider the persons aged 
65 to 69 in region A as the treatment group, and to use the status of those aged 60 to 64 in this same 
region as the control group. A first difference-in-differences applied to these two groups should in principle 
produce an estimate of the average effect of the intervention on health care use and on the health status 
of people over 65 in region A. However, this approach can be criticised since it compares populations that 
are not quite the same in terms of their health status: people aged 68 or 69 are probably in poorer health 
than those aged 60 or 61, and therefore exposed to higher risks of health deterioration over time. To 
address this criticism, it is possible to consider the same age groups in a second region, say region B, 
where the same policy is not implemented, and then calculate a second difference-in-differences (DiD 
hereafter) estimate in region B. This second DiD estimate in region B can then be subtracted from that 
calculated in region A. The second DiD estimate applied to the two groups in region B eliminates the 
differences in health between age groups that naturally prevail in the population as a whole (the 
assumption of parallel trends is therefore weakened, and here concerns the relative difference between 
the two categories of population in each of the two regions). 
 
In addition to the quality of the comparison between groups, a second limitation of the difference-in-
differences method is that the effect of the intervention is not always identical within different subgroups 
of beneficiaries, or over time: then the effect of the intervention is said to be heterogeneous. By relying 
on the evolution of the gap between two groups only, this method only measures an average effect, which 
is only compatible with very large variations in the intervention effect between different subgroups. In 
order to study variations in the effect over time, it is useful to have observations of the outcome variable 
in both groups well beyond the date following the implementation of the intervention (such observations 
are sometimes called lags). This ensures that the policy being evaluated has significant effects in the 
medium term, or even in the long term if the statistical follow-up is long enough.  
 
Such heterogeneity in the effects of the intervention also raises important difficulties when its diffusion in 
the treatment group is gradual. The usual method, which consists of integrating observations into the 
group of beneficiaries as they become eligible for the intervention, leads to unfounded conclusions (which 
can go so far as to conclude that an intervention with positive effects for all beneficiaries is ineffective). 
Recent studies recommend focusing only on observations that correspond to changes in treatment status, 
which implies to combine multiple difference-in-differences estimates calculated at all the dates at which 
the set of beneficiaries changes (see de Chaisemartin and d'Haultfoeuille, 2022, for a complete 
presentation).  
 

III. An example of the use of this method in the field of employment 
 
Like most labour market policies, the introduction of a minimum wage and the setting of its level is a 
delicate trade-off. When employers have a high bargaining power and can squeeze wages, the minimum 
wage provides some protection for employees and allows the benefits of production to be distributed more 
fairly. But the existence of a minimum wage also implies that all jobs that are less profitable than the 
minimum wage will not be offered on the market because they do not create enough value to cover the 
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cost of wages. The challenge is therefore to set a minimum wage that rebalances wage bargaining without 
excessively damaging economic efficiency.  
 
One of the most famous studies of the implementation of the difference-in-differences method is Card and 
Krueger's (1994) paper on the New Jersey minimum wage increase in April 1992. In this study, Card and 
Krueger compare the level of employment in the fast-food industry (which is very intensive in low-skilled 
jobs that are usually paid at the minimum wage level) in New Jersey and Pennsylvania in February 1992 
and November 1992. These dates frame an increase in the minimum hourly wage from US$4.25 to 
US$5.05 in April 1992 in New Jersey, while at the same time the minimum hourly wage remained constant 
at US$4.25 in Pennsylvania. Observing a change in employment in New Jersey between February and 
November 1992 by means of a first difference does not allow us to attribute this change to the increase 
in the minimum wage in that state alone, particularly because other concomitant factors, such as weather 
or macroeconomic conditions, could also explain this change. Furthermore, the difference in employment 
levels between the two states after the minimum wage was raised reflects not only the effect of the 
minimum wage policy but also the overall differences in the way the industry operates between New 
Jersey and Pennsylvania. By including both New Jersey (the treatment group) and Pennsylvania (the 
control group) fast food restaurants, located on both sides of the state border, Card and Krueger can limit 
the effects of these two types of factors by a second difference. Under the assumption of parallel trends, 
the change in fast-food employment in Pennsylvania can be interpreted as the change in fast-food 
employment in New Jersey that would have occurred if the minimum hourly wage had not increased in 
that state. Card and Krueger's estimates suggest that the minimum wage increase was not accompanied 
by a decrease in employment in New Jersey. Specifically, Card and Krueger estimate that the $0.80 
increase in the hourly minimum wage in New Jersey resulted in (caused) an increase of 2.75 full-time jobs 
on average in each fast-food restaurant in this state. 
 

IV. What are the criteria for judging the quality of the mobilisation of this method? 
 
The estimator obtained will be more informative (and the hypothesis of parallel trends more credible) if 
the control group is similar to the treatment group in terms of observable explanatory characteristics 
(avoiding over-interpretation of such comparisons, since unobservable heterogeneity may vary 
considerably between groups without this being detectable). Unless the constitution of the groups follows 
a procedure that imposes such a condition, it is appropriate to ensure this by comparing the distribution 
of observable characteristics across subgroups (e.g., in a sample of employees, proportions of women, 
of different age groups, or the distribution of the levels of education) and then carrying out a set of 
statistical tests of the absence of significant differences between these subgroups (the procedure is known 
as a balancing test). A good practice is to condition the statistical analysis on any observable characteristic 
whose distribution varies across subgroups in order to take into account possible interactions between 
this characteristic and variations over time.  
 
In order to check the robustness of the results, it is possible to use so-called placebo groups to replicate 
the analysis on a group of observations that has not been exposed to the intervention being evaluated. A 
first way to do this is to use a fake treatment group, which can be the same treatment group but observed 
at least two dates prior to the implementation of the public policy being evaluated, or a third group that is 
assumed to be unaffected by the policy being implemented. The robustness of the analysis is 
strengthened if this procedure leads to the conclusion that there is no effect. A second practice is to use 
another control group, whose observable characteristics are similar to those of the control group. In this 
case, the estimate of the average treatment effect should be approximately equal to that obtained with 
the original control group. 
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While the use of longitudinal data improves the quality of the comparisons that are made, it leads to 
working with observations that are potentially correlated over time. This drawback has long been 
neglected in the application of the difference-in-differences method, leading generally to an overestimation 
of the statistical significance of the estimated treatment effect. It is therefore crucial to take into account 
the correlation structure of the data in the statistical analysis (see Bertrand et alii, 2004).  
 

V. What are the strengths and limitations of this method compared to others? 
 
The difference-in-differences method is a quasi-experimental method, in the sense that it is primarily used 
to study changes that occur exogenously and in ways that are not directly related to the evaluation goals, 
but which produce observations that approximate an experimental situation. Like all quasi-experimental 
methods, the effects estimated with this method correspond to the effects of the policy on the sub-
population that has benefited from this policy (in terms of the causal evaluation model of public policy, it 
measures the average treatment effect on the treated, hereafter ATT). Since the intervention has been 
deliberately targeted at particular categories of the population (who are particularly concerned by the 
intervention implemented, or who are particularly in need of it), this approach does not allow us to measure 
the average treatment effect (hereafter, ATE), i.e., the effect that it would produce if it were generalised 
to the whole population, or even the variations in the effect across different treated individuals. Athey and 
Imbens (2006) propose an alternative approach to the difference-in-differences method which provides 
an estimate of the entire counterfactual distribution of the outcome variable, and which produces a more 
refined measurement of variations in the effect of the intervention across different groups of beneficiaries.  
 
Nevertheless, this method measures an average effect in a larger sub-population than most existing 
quasi-experimental methods. As such, it differs in particular from the regression discontinuity design (see 
the dedicated separate sheet) and the local average treatment effect (LATE) approach, which both only 
allow to estimate average treatment effects for some specific sub-populations. This is the case for the 
subgroup of people (known as compliers) whose access to treatment is solely due to their proximity to an 
exogenously fixed threshold (e.g., an age or income threshold) in the first case, and those who benefit 
from it because of an instrumental variable in the second case. 
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