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Figure 1: Our virtual reality framework based on Dourish’s [15] theory of embodiment. Dourish describes three elements to
address when bridging gaps of perception between user, system, and designer during user experience analysis, including (1)
an environment ontology , (2) the intersubjectivity communication and (3) intentionality communication.

ABSTRACT
Virtual Reality (VR) technology enables “embodied interactions” in
realistic environments where users can freely move and interact,
with deep physical and emotional states. However, a comprehensive
understanding of the embodied user experience is currently limited
by the extent to which one can make relevant observations, and
the accuracy at which observations can be interpreted.
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Paul Dourish proposed a way forward through the character-
isation of embodied interactions in three senses: ontology, inter-
subjectivity, and intentionality. In a joint effort between computer
and neuro-scientists, we built a framework to design studies that
investigate multimodal embodied experiences in VR, and apply it
to study the impact of simulated low-vision on user navigation.
Our methodology involves the design of 3D scenarios annotated
with an ontology, modelling intersubjective tasks, and correlating
multimodal metrics such as gaze and physiology to derive inten-
tions. We show how this framework enables a more fine-grained
understanding of embodied interactions in behavioural research.

CCS CONCEPTS
•Human-centered computing→ Systems and tools for inter-
action design; User studies; • Computing methodologies →
Virtual reality.
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1 INTRODUCTION
Virtual Reality (VR) offers exciting opportunities for designing
embodied experiences – experiences that offer users a high-level of
immersion, with life-like scene events, rich interactions, freedom of
movement, and the feeling of living and breathing in the 3D world.
Inspiring works have shown how embodiment impacts racial [4]
and gender[29, 38] bias and how immersive journalism invokes
empathy[11]. These perspectives open exciting avenues of research
in domains of education, training, and rehabilitation, where user
behaviour can be observed in realistic situations in order to provide
personalised content and protocols.

However, building a VR experience enabling complex interac-
tions while allowing a proper embodied experience analysis in-
cludes multiple challenges and limitations. Analysing embodied
interactions to interpret and understand the user’s experience and
intentions is complicated: on the system level, there can be a mis-
match between the intentions of the user and the designers’ expec-
tations when the experience is first created [16]; on the individual
level, there are non-visible changes in our visual, emotional, mo-
tion processing and related sensations that reflect one’s intentions
[31]. Creating an environment allowing the fluid and clear commu-
nication of intentions between the designer and the user is very
important when we want to design personalised applications, and
thus a grand challenge for VR media.

In order to reduce the gaps in perception between the design-
ers, the user, and the system, previous work [46] identified three
major components to develop a framework for embodied experi-
ences, shown in Figure 1, that was inspired by Dourish’s work on
embodiment theory [15] :

• Ontology: building semantically understandable 3D envi-
ronments and scenarios in which the user’s interactions
(e.g., navigating to a location, picking up an object) can be
understood without being precisely explained.

• Intersubjectivity: designing real-time visualisation and
control systems such that designers can communicate goals
and constraints of the scenario to the users (e.g., for the task
“open the door”, indicate that they need to first find a key).

• Intentionality: designing computational methods for the
analysis and identification of users’ actions and their purpose
of enacting an effect on the world (e.g., taking a key in order
to open a door enables navigation to a previously inaccessible
space).

Based on Dourish’s theory, we used the open GUsT-3D frame-
work [46] to develop an experimental paradigm in a joint effort
with researchers in computer and cognitive sciences, and designed

tools that can give better insight into user embodied interactions
in VR environments. The chosen study investigates the impact of
low-vision conditions on life-sized road crossing scenes. Users were
given (1) various tasks in succession (process visual indices, obtain
objects, navigate to points of interest, interact with entities), (2)
under either normal or simulated low-vision conditions (i.e. with
a virtual scotoma, a region in the centre of the visual field where
visual information is blocked out), (3) and with real walking or
simulated walking using a headset gamepad. The ultimate goal of
the study is to investigate the potential of VR for rehabilitation
and training for patients with low-vision and other motor-sensory
impairments.

This work focuses not on the results of the study itself, but the
implementation of the open framework that enabled the study to
be realised: from the design of the interactive task model, to setup
and running of the study, to preliminary analyses that investigate
the complexity of embodied experiences. The framework presents
three main contributions:

• the definition and encoding of a task model at levels of on-
tology, intersubjectivity, and intentionality,

• realisation of a technical platform with multimodal sensors
and freedom of navigation, and

• a study and preliminary analysis of 16 participants under
this framework to show its potential to support global and
fine-grained analyses.

In the following sections, we first present in section 2 the related
work on user experience analysis in VR, and how this work is
positioned in respect to the existing. Then we describe in section 3
more precisely the technical setup for embodied experience analysis,
the study design, and how our methodology allows us to respond to
the three senses of embodiment. Then in section 4 we present the
study design and early results in section 5 showing both aggregated
results and a fine-grained analysis of user behaviour. Finally, we
discuss in section 6 the limitations and present the next steps of
this work and the future analyses we are aiming for.

2 RELATEDWORK
Virtual Reality triggers stronger emotions and sense of presence as
compared to traditional 2D media, as the user conduct embodied
interaction to exchange with the system, stimulating the brain in
a way comparable to real life interactions as shown in Alcañiz
et al. [1]. Multimodal behavioural indices (e.g., motion, attention,
emotion) can thus enrich and better characterise the multimodal
embodied user experience that VR systems offer, as compared to
traditional media.

In order to address these elements, we base our study of existing
work on Dourish’s theory [15], the most dominant and influential
theory in the domain of embodied interactions applied to research
in HCI, explaining how the gap of comprehension between user
and designer can be created on three levels: the understanding
of the environment (ontology), the understanding of the task to
perform (intersubjectivity), and the communication of the expe-
rience to the designer (intentionality). These three elements are
needed for a complete embodied experience analysis. The model
proposed by Dourish has the strong advantage of being simple
but comprehensive in characterising all the interactions and gaps
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of perception that take place between the 3 actors (user, designer,
environment), which is well aligned with common software archi-
tectures in human-computer interactions.

In this section we review the way VR technologies have been
adopted for multimodal user understanding in interactive scenarios.
With regards to the three axes of embodied experiences, we review:
(1) systems for the study of user behaviour in VR with annotated
contexts, (2) a taxonomy of task modelling and interaction for VR,
and (3) behaviour understanding in cognitive sciences using VR
setups.

2.1 Annotated contexts for user understanding
These past years, with the popularisation of VR technologies, there
has been an explosion of research into user understanding in spe-
cific contexts. Its potential for applications in contexts that can
be considered as highly dangerous or expertise intensive are most
notable, such as for understanding driving habits [28], sports learn-
ing [45], and firefighter training [9]. With rich representations and
annotations of the 3D environments, we can envision much more
personalised training and feedback protocols.

There are few works that propose ontology-based methods for
context representation in interactive 3D applications. One notable
example is that of Bouville et al. [7] who built the system #FIVE on
modelling interactive VR environments through the annotation of
elements composing the environment with properties, though with
a pre-defined ontology. Kim et al.[25] used deep learning techniques
to construct 3D scene graphs from images to create a simulated
environment for robot interactions with real environments. The
vocabulary in the scene graph is primarily composed of objects and
their visual properties, without knowledge about their interactive
capabilities. The recent workflow proposed by Wu et al. [46] inte-
grates a customizable ontology component in order to define a set
of vocabulary representing objects, a limited number of interactive
possibilities, and navigation regions.

The design of VR embodied experiences can vary due to the
design goals, target user experience, as well as social, cultural and
language contexts. A shift from a universal vocabulary to dynamic
vocabulary, an ontology, that can adapt to the situation of usage is
thus key to creating personalised experiences for a larger variety
of contexts.

2.2 Interaction modalities and task models
The Unity game engine is one of the most popular applications
used to help researchers in the creation of experiences in VR, with
works such as Ugwitz et al. [40] allowing the trigger and the record
of various interactive events in the environment, or Villenave et
al. [43], allowing the record of multimodal data on the user expe-
rience, allowing a visualisation of the data combined for a more
comprehensive view of the user experience.

Few works involve long range (greater than in a 4m x 3m space)
navigation tasks with real walking, mainly due to the limits of
current VR technologies. Boldt et al.[6] mention room-scale navi-
gation but cite the HTC Vive Pro’s 12m2 space limitation and do
not precise the scale of their study design. They designed a task
involving walking to a target and interacting with it, with the goal
to investigate the effect of haptic and auditory feedback on wall

perception. Mousas et al.[34] conducted a path following task of
150 meters with a VR backpack, and analysed physiological and
pose data to investigate how mismatching virtual and real envi-
ronments can strongly affect user behaviour. This paper puts to
light the fact that both virtual and real environment matter in VR
experiences, adding a layer of complexity on the design of a proper
VR experiences in which real walking is included. VRoamer[8] also
chooses a VR backpack to allow navigation within a 40m x 40m
space, though the work focuses on enabling free navigation and is
not task oriented. Finally, studies on perception during navigation
in VR with EEG[12] also used a VR backpack.

In our work, we present a setup allowing real walking in a con-
textual environment in a 10m x 4m space by using a wireless module
for VR headset. While technical requirements, documentation, and
error management of the device was experimental, this turned out
to be an efficient solution for natural navigation and sense of pres-
ence. To our knowledge, the usage of this technology in a 6DoF
movement study has never been done before.

2.3 User cognition understanding
The question of the relations between VR content, user interactions,
and user perception is gaining interest in the area of cognitive
neuroscience. We see this from works using cognitive modelling
techniques to understand the general relation between emotion and
agency[22], or properties of the design of content such as visual
complexity[18] and information placement[39].

In parallel, we also see a general rise in the use of methodologies
of perception, emotion, and behaviour analysis from neurocogni-
tion for the study of the user experience in VR. Alcañiz et al. [2]
apply transcranial Doppler sonography to investigate how VR ex-
periences stimulate the brain, finding them comparable to real life
experiences. Dickinson et al. [14] investigated diegetic interfaces
(interface integrated and adapted to the virtual environment) in VR
explain that while these type of interfaces show good efficiency in
traditional 2Dmedia, in VR, such interfaces did not bring immediate
benefits, but did however increase the workload and completion
time of users. These works show how the modalities of interactions
in VR differ greatly from 2D media, and may require a whole new
set of interactive metaphors, and ways to observe and analyse the
user experience. Many works such as Dewez et al. [13], Aseeri et
al. [3], Peck et al. [35] and Ricca et al. [37] show how embodiment,
through body or hands visualisation, is an important aspect of VR
interaction, affecting how users will interact with the environment
and interact with other users.

Many studies focus on experience analysis of users in VR, such
as the of works Xue et al. [47] and Guimard et al. [17], showing how
multiple videos triggering different levels of arousal and valence
in the user in order to observe and analyse their physiological
responses. These works allowed only 3DoF (3 Degrees of Freedom)
head movement, such that users had to stay in-place, reducing the
amount of constraints to take into account for the proper analysis
of the experience.

Physiological analysis of VR experiences in 3D environments
are often used for multiple purposes such as Keighrey et al. [23]
measuring the QoE (Quality of experience) based on physiological
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data and interactions, or Bender et al. [5] quantifying with physio-
logical data the gratification people feel while carrying out violent
actions in virtual scenes, such as killing zombies in a VR game. In
real-life applications, physiological information have been used
in clinical settings to analyse the physiological and mental state
of the user for medical purposes for anxiety prediction[19, 33] as
well as stress and cognitive load assessment[42]. Other applications
uses physiological data for driver stress detection [32], and emotion
evaluation with smart clothing [36].

The aforementioned review highlights the need of a framework
for the comprehensive understanding of the embodied experience
in VR in various stages of an application scenario for behavioural
studies: from the design of the virtual scenario, to the data record-
ing, and finally in the analyses in order to address the complex
interactions between scene context, task design, and user’s expe-
rience. Most systems and usages we surveyed focus on a subset
of these aspects in a well-defined situation of usage. In our work,
based on Dourish’s [15] three senses of embodiment, we built a
methodology aiming to address a wide range of aspects that could
create a gap of perception between a designer and a user, in the en-
vironment creation and descriptive ontology, in providing correct
user guidance in the scenario, and in the collection of multimodal
metrics and subsequent analysis of the user’s experience. With a
well-controlled environment naturally offered by VR, there is the
challenge of providing sufficient control of the experience and the
elements affecting it for content designers from non-technical back-
grounds, and provide cognitive science researchers with the tools
to understand the system and cater it to their research hypotheses,
as well as avoid unwanted external factors that may influence the
final results. This is the challenge we must address in this work.

3 METHODS AND MATERIALS
In a joint effort of computer science, neuroscience, and clinical
practitioners, our aim for this study was to investigate the impact
that a simulated low vision condition had on user navigation in
complex environments, from the analysis of attention, emotion, and
behaviour. The complex environment of choice was road crossing
scenes: a common daily situation where the difficulty to access and
process visual information (e.g., traffic lights, approaching cars) in a
timely fashion can lead to serious consequences on a person’s safety
and well-being. Analysing the impact of low vision and navigation
in such situations imposed a number of technical constraints that
needed to be fulfilled:

• Viably capture gaze, physiology, and motion data without
the sensors interfering with the tasks.

• Free natural walking in a large space – at least the length of
a standard two lane road pedestrian crossing.

• Logging of user interactions within a scene context – scene
annotated with an ontology representing object, interaction,
and navigation properties.

The rest of the section, we present and discuss the design of such a
study and the rationale for our design choices.

3.1 Multimodal sensors
The metrics chosen shown in Figure 2 were selected in order to
be able to rebuild the whole experience by synchronising and cor-
relating the data relevant to the embodied experience (i.e., where
was the user, what the user was interacting with, in what state
was the environment, in what emotional state was the user, ...).
Table 1 summarises the modalities of data recorded : system logs,
physiological data, motion capture data, and gaze and head motion.

The framework was made in order to incorporate a large variety
of metrics, and be as flexible as possible in order to adapt to spe-
cific other potential study conditions. We surveyed a large range of
equipment and their usage in existing work. On the technical re-
quirements side, an important motivation for the choice of metrics
was the presence of (or possibility to add) a Unix Timestamp, and
the minimisation of latency, in order to facilitate the synchronisa-
tion of all the data together at any time of the experiment, necessary
to the analysis and viability of the results we wish to present.

Eye tracking headset. Eye tracking is a strong prerequisite for
this study, in order to place a virtual scotoma in real time based on
the gaze position for the simulated low-vision condition. However,
eye tracking data itself is also insightful in an embodied experience
analysis, allowing the observation of the user’s attention during
a scenario, as done in Xue et al. [47] and Guimard et al. [17]. We
surveyed the HTC Vive Pro Eye 1, the HP Omnicept Reverb 2 2, and
the Varjo VR2 3 headset, all of which included more or less equal
eye tracking capabilities. The weight of the Varjo VR2 excluded it
from our choices. In the end we chose the HTC Vive Pro Eye, which
includes by default eye and head tracking functionality. With this
headset, the SteamVR application was used for the VR environment
configuration. The main factor influencing headset choice was the
navigation constraints, which will be detailed in Section 3.2. One
issue that is present for most eye tracking devices in VR headsets
is latency in the recorded data. The head data on the HTC Vive
Pro Eye does not have this delay, which we use as a baseline to
align with the eye tracking data before synchronising with the data
captured with other equipment.

Motion capture. Motion capture provides very rich information
about embodied experiences, as shown in Mousas et al.[34] work,
using metrics such as step length of participants to evaluate how
confident they feel walking in a VR environment. We surveyed two
inertia-based motion capture systems: the Rokoko mocap costume
4 with 19 sensors and the MVN Awinda (jacket + 17 sensors) 5
for body motion tracking. The MVN Awinda system was chosen
in the end due to its resilience towards magnetic interference as
well as the precision of the captured data. The Xsens MVN 2022
software was used to calibrate and record the data, and the Xsens
MVN motion cloud was used to convert the records in formats
.mvnx and .bvh for later analysis, the .mvnx format being the only
one containing Unix Timestamp.

1https://www.vive.com/eu/product/vive-pro-eye/overview/
2https://www.hp.com/us-en/vr/reverb-g2-vr-headset-omnicept-edition.html
3https://varjo.com/
4https://www.rokoko.com/products/smartsuit-pro
5https://www.movella.com/products/motion-capture/xsens-mvn-awinda
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Figure 2: The recorded data includes sensors in the headset and system – gaze and head tracking and system logs –, motion
capture data from the XSens MVN Awinda starter, and skin conductance and heart rate from Shmmer3 GRS+ sensors.

Physiology sensors. We decided to use sensors including skin
conductance and heart rate, metrics popularly used by Memar et al.
[32], and Pidgeon et al. [36] for the evaluation of the level of user
emotion arousal. We surveyed the Empatica E4 6 and the GSR Shim-
mer3+ 7 which were at similar price ranges and included sensors
for skin conductance and heart rate. The GSR Shimmer solution
was chosen in the end for its higher data rate (15Hz compared to
4Hz). The Consensys software was used for the configuration and
the data record done on the Shimmer’s SD card.

Sensors not interfering with the VR embodied interaction was
another important criterion in the design of this setup, as it would
affect both user behaviour, and introduce noise into the data. We
did multiple test to find the ideal setup and how the user would use
it, notably for physiological sensors and controllers, both relying
on hands for interaction and data record. Using the non-dominant
hand for physiological sensors and the dominant hand for simulated
walk on controller was the most efficient solution we found.

Table 1: The collected data modalities, the logging frequen-
cies, and a brief description of the data modalities.

Type Freq. Description
System scene log 10 Hz objects position, objects state, ob-

jects interactive properties
System user log 10 Hz position, interactions, current task,

object visibility to the user
Physiological sen-
sors

15 Hz Heart Rate (HR), electrodermal ac-
tivity (EDA, skin conductance)

Motion capture 60 Hz 17 sensors for head (1), torso (4:
shoulders, hip, and stern), arms and
legs (8: upper and lower limb), and
feet and hands (4)

Gaze and head
tracking

120 Hz For left, right, and cyclopean eye
(combined gaze vector of both eyes):
gaze vector (x,y,z) , pupil size, eye
openness percentage, and data va-
lidity mask

6https://www.empatica.com/en-eu/research/e4/
7https://shimmersensing.com/product/shimmer3-gsr-unit/

3.2 Navigating in a large space
In order to analyse the impact of low vision on navigation in large
spaces, such as for our road crossing task, we first have to define the
size of the environment. In standard road crossings, the minimum
required width of a car lane is 3.5m, and the minimum width of the
pedestrian crosswalk was 2.5m with the standard being 4− 6m. We
included one meter of pedestrian crossing on each side of a two
lane road, and some margin on the sides of the crosswalk to ensure
safety. In total, the required navigation space for this study is 10m
x 4m, delimited in Figure 3.

To find a lightweight solution to navigate in a large space rep-
resented the most challenging part of the setup. Existing headsets
that have eye tracking capabilities which we were able to survey
were all tethered headsets. We therefore had only three options:
buy a very long headset cord, use a VR backpack along with other
sensors, or find ways to untether the headsets. The first two were
discarded after multiple rounds of discussion: the longest available
cord for all three headsets would only just allow the user to reach
the borders of the space, resulting in tension at the back of the head.
With all the required sensors for the study, the VR backpack would
add a significant load on the user and impact analysis on the pose.

In the end, we went with the wireless module 8 for the HTC
Vive Pro Eye. However, the module was extremely experimental,
mostly relying on community forums for information. There was,
for example, no information on the range of the module sensor, nor
whether eye tracking data could be collected with the module. We
ran multiple tests and were able to verify a number of capabilities
of the module shown in Table 2, including the range of navigation
we desired, as well as compatibility with the eye tracking data.

To our knowledge, we are the first to use the wireless module
in a study requiring 6DoF movement, with few very recent and
notable instances of its usage to facilitate placement of EEG elec-
trodes [21, 26]. Nevertheless, it ticked all of the boxes for weight,
data collection, and freedom of movement. By removing the cable,
pilot testers felt that the movement was much more natural, not
restrained by the cable, increasing their feeling of presence. Com-
pared to other existing solutions, we thus decided that we would
work around the limitations.

8https://www.vive.com/eu/accessory/wireless-adapter/
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Table 2: Technical capacity of the HTC Vive Pro wireless
module based on our homemade tests

Technical re-
quirements

We tested two computers, one with a 2080 GTX and
i9 CPU, and the second with a 3080 RTX and Xeon
CPU, both with the required PCIe slot, but only the
latter was able to smoothly lanch the scenes.

Navigation
space

The camera needs to be able to visibly “see” the head-
set at all times. We used four base stations, one at
each corner of the space, and were able to calibrate
the space of 4m x 10m.

Data Compatible with Steam VR to collect eye tracking
data and 6DoF headset position and rotation data.

Battery The battery allows roughly two hours of usage
Comfort The module was relatively light, but continuous usage

for longer than an hour could result in overheating
and transmission errors, causing significant lag and
screen freezes

Figure 3: The environment used for the experiencemeasures
4 by 10 meters in navigation zone is delimited by four base
stations, one at each corner, and aligned with the virtual en-
vironment. Mattresses surround the zone for security.

3.3 System logging
We conceived a studywith different types of tasks, in twomovement
conditions and two vision conditions. We then needed a way to
annotate the scene with object types and interaction possibilities,
then record fine-grained interactions in the scene context.

Our task management and logging system is built on the open
source workflow9 of GUsT-3D [46], allowing the conception of
a vocabulary to describe 3D environments and their interactive
properties, as well as the definition, with this vocabulary, of tasks
for the user to carry out. The vocabulary ultimately becomes an
ontology in the form of a scene graph. This ontology is then used
for the creation of scenarios and the guidance of users through it.
The system will automatically record all the states and interactions
about the environment (i.e., object the user is currently holding,
current state of the traffic light, position of the cars) and can be used
post-study to provide visualisations to the designer. This workflow
appears to be very effective to offer a proper control of the complete
experience, from the environment design to the experience analysis,
in coherence with Dourish’s theory.

4 STUDY
We conceived a framework for the analysis of embodied experiences
in VR with multimodal data. Using this framework, we design a
study to analyse user experience in VR, with different types of
9https://project.inria.fr/creattive3d/gust-3d/

tasks (observation, movement, grasping) in two different movement
conditions (walking physically, walking with a joystick) and two
different vision conditions (normal vision, simulated low-vision),
for a total of four conditions. The study was reviewed and approved
by the Universtié Côte d’Azur’s ethics review board (CER).

This section details the framework, using a task model for subse-
quent design of the conditions and tasks in the study, and elaborates
on the questionnaires that complement the physiological and mo-
tion data recorded.

4.1 Task model

Figure 4: Modelling tasks supported by the system for the
study in a taskmodel. The taskmodel defines the precise the
order of tasks, and the subdivision of the tasks in various lev-
els of granularity from abstract to low-level motor tasks. In
the study, instructions are given at the level of “Guided User
Tasks”, and the lower granular motor tasks act as a cursor
for intentionality analysis.

The framework is based on a task model shown in Figure 4,
created to define all scenario tasks, and visualise all objects and
interactions the system should be able to support in the study. To
allows fine-grained analysis, knowing precisely what task are done
and in what order allows us to synchronise the recorded data, to
match the physiological state of the user with the task they did. The
tasks were described from the high abstract level of the task such
as “go outside” to the motor level of the task such as “approach the
key” or “press the game pad trigger to grab the key”.

Choosing at which level to give to the user instructions depends
on the type of study and desired subsequent analysis. In our case,
this study has the purpose to analyse user behaviour and intention,
establishing intersubjectivity with the user, while still leaving a
certain amount of freedom such that they may carry out the tasks
somewhat differently, allowing a richer analysis of intentionality
later on. The intermediate “Guided user task” level in Figure 4 was
therefore selected and transcribed as audio instructions played to



An Integrated Framework for Understanding Multimodal Embodied Experiences in Interactive Virtual Reality IMX ’23, June 12–15, 2023, Nantes, France

the user. Tasks below this level are therefore considered as infor-
mation, the “intentions” that we want to deduct and analyse from
our multimodal data.

4.2 Task design
Based on the task model, scenarios were created with the suitable
interactions. The task design presented two main constraints:

• The tasks themselves needed to involve both navigation
and interaction according to the task model, in somewhat
realistic situations, and with a slight amount of changes
between each scene, to avoid learning effects from repeating
the exact same scene.

• To limit fatigue, the study should fit in two hours, including
the time taken to setup, and no more than one hour in the
headset.

In the end, we considered that for each condition, we could
perform six scenarios of one to two minutes long, each with precise
properties to trigger certain types of user behaviour.

Figure 5: (Right) Our studywas comprised of four conditions
as a combination of real or simulated walking, and with or
without a simulated scotoma as a low vision condition. (Left)
Each condition involved six scenarios with varying levels of
interaction complexity and cognitive load (number of cars)

In order to build a dataset composed of a large range of user
behaviours, six scenarios were designed around two axis of metrics
we wanted to observe on the user experience shown in Figure 5 :

• Cognitive load axis affected by changing the amount of
road lanes and cars driving in the VR environment, ranging
from 2 lanes with a car on each, to 1 lane with no car at all,
as shown in Figure 6.

• Interaction complexity axis affected by changing the
amount and the type of interactions asked to the player
during the scenario, ranging from only one task asking to
pick up one object, to multiple tasks of object interaction,
object pick up, object placement, traffic light observation.
Figure 7 show a scenario with high interaction complexity.

The six scenarios were performed in four conditions: two move-
ment conditions and two visual conditions, for a total of 24 scenar-
ios, as shown in Figure 8:

• Simulated walking the user moves forward or backward
using the touchpad of the controller. The direction of move-
ment is determined by the direction of the gamepad, leaving
the user’s head free to explore the environment. The user
could turn on the spot, but physical walking wasn’t allowed.

Figure 6: Top-down view of the two different type of envi-
ronments
included in the scenarios. One lane road is used for scenario with

1 or less cars, Two lane road is used for 2 cars scenarios.

Figure 7: Participant point of view of the scenario #4
from the study featuring multiple interactions (picking up the

trash bag and pushing the traffic button) and crossing a single lane
street with no cars.

Figure 8: The study protocol consists of threemain stages: (1)
pre-experience preparation including signing the informed
consent, a questionnaire and equipping the headset and sen-
sors (2) the study involving seven scenarios per condition
(the first of which is a calibration scenario), two perspective
taking tasks in the middle and at the end of a condition, and
a post-condition questionnaire after each condition, and (3)
a post-study questionnaire and removal of equipment. The
condition and scenario sequence were pseudo randomised.
The entire study lasted roughly two hours.
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Figure 9: (Left) Top-down view of the calibration scenario environment, with no cars nor objects to interact with. In this scene,
the participant tests the current walking and visual condition. They are then asked to stand up straight in front of the meter
(right side of the figure) to calibrate their height in order to avoid feelings of loss of balance. (Right) Participant view of the
simulated scotoma – a region at the centre of the visual field with no visual information – following the gaze of the participant.
The scotoma represents 10° in diameter of the foveal field of view, roughly equivalent to the max distance between the index
and middle finger with the arm fully stretched.

• Real walking the user walks physically and naturally in
the 10 meters by 4 meters tracked space.

• Normal vision no vision change.
• Simulated low-vision using eye tracking, a black circle
with a diameter of 10° of the foveal field is placed in the
centre of the vision of the user, as shown in Figure 9.

4.3 Questionnaire
The questionnaire was split into three parts: pre- and post-study
questionnaires, and post-condition questionnaire that were iden-
tical following each condition. The questions came globally from
existing studies of presence (Witmer & Singer[44], emotions
(SAM[27]), simulator sickness (SSQ[24], and technology accept-
ability (UTAUT2[41] with the validated French version[20]). The
full list of questions included in the questionnaires is listed in Ta-
ble 3.

4.4 Study protocol
With all the above elements, the experimental protocol is presented
in Figure 8. The participants upon recruitment were sent a message
with their booked time slot, guidelines to wear fitting or light attire,
as well as the informed consent to permit ample reading time. The
study lasted approximately two hours long, and was conducted in
either English or French at the preference of the participant. 20
euros compensation was given in the form of a check at the end of
the study. At the study time, the participants were first invited to
sign the informed consent, answer the pre-study questionnaire, and
fitted with the equipment. Participants were briefed on the risks of
nausea, fatigue, and motion sickness, and were encouraged to ask
for a pause or request ending the study if they felt discomfort, which
would not impact their compensation. Snacks and drinks were
made available to the participant and offered by the experimenters
between conditions and at the end.

During the study, two experimenters were always present to
help arrange the equipment, answer questions, and provide the
participant with guidance in using the equipment. When the par-
ticipant is walking with the headset on, one of the experimenters is
always focused on the participants to notice any loose equipment,

check for risk of collision or falling. Inflatable mattresses surround
the navigation zone (Figure 3) to prevent any collision with walls
or equipment.

At the beginning of each condition, a pilot scenario (numbered 0)
was presented to the participant to help them discover the environ-
ment, familiarise with the interactive and navigational modalities
in order to lower the learning curve. This scenario is also used to
calibrate the headset height, as shown in Figure 9. The calibration
was designed after numerous pilot tests that showed a miscalcu-
lation of headset height using the Vive’s integrated sensors, and
also encouraged users to maintain a more upright pose to avoid
instability.

Following the pilot scenario, each participant then completed six
scenarios under the four conditions, for a total of 24 scenarios. The
sequence of the conditions and the sequence of scenarios under
each condition were pseudo-randomised using the Latin Square
attribution to avoid the effect of repetitive learning and fatigue on
specific conditions.

At the end of every three scenarios, participants also performed
a spatial perspective taking test [10], to quantify the level of pres-
ence the user experiences in the environment. During this test, the
virtual environment is hidden, and the participant is asked to point
with their arm in the direction of a target designated by the audio
instruction, usually a salient object with which they interacted dur-
ing the scenario such as a trash can or the initial location of the key
or garbage bag. A strong deviation between the participant’s arm
and the correct direction would indicate a higher level of spatial
disorientation, and likely a reduced level of presence.

The post-condition questionnaire was presented to the partici-
pant after each condition, which also served as a pause period, to
re-calibrate motion tracking, eye tracking, physiological sensors,
and give the participants the opportunity to ask any questions and
declare sensations of fatigue or nausea. At the end of all conditions,
the equipment was removed and the final post-study questionnaire
was presented to the participant.
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Table 3: The questionnaire we used, split into pre-experience, post-experience, and post-condition (following each condition).
The participants were allowed to skip questions if they did not wish to respond.

Section Question Description / Options
Pre-experience Questionnaire information User ID, study language

Demographics Gender and age group
Previous experience with VR Never, 1-2 times, sometimes, frequently, developer
Do you play video games never, rarely, sometimes, frequently, always
Do you experience motion sickness while
playing video games or on transportation?

never, rarely, sometimes, frequently, always

What situations cause motion sickness? open question
UTAUT2 the UTAUT2 questionnaire[41] and validated French version [20]

Post-condition Condition real/simulated walk; with/without scotoma
(x4 conditions) Set of questions on investment Scale of 1 (not at all) to 10 (very much) on: physical load, mental load, time pressure,

success in carrying out tasks, required level of attention to maintain performance,
and level of anxiety/discouragement/irritation/annoyance/stress

Intensity of emotions Scale of 1 (not at all intense / positive) to 5 (very intense / positive)
Positivity of emotions
Set of questions concerning mode of naviga-
tion

Scale of 1 (not at all) to 5 (very strongly): eye strain, physical strain on shoul-
ders/back/legs, nausea, general discomfort, headache, difficulty concentrating, feeling
of really walking in the 3D environment

Set of questions concerning task design Scale of 1 (not at all) to 5 (very strongly): the task was interesting, the task was
repetitive, the mocap equipment interfered with the task, the physiological sensors
interfered with the task, the scenes were realistic, feeling of really interacting with
the objects

Did you have difficulties understanding or
accomplishing the tasks?

open question

Did you have any difficulties in general? open question
Post-experience Set of questions on presence Scale of 1 (not at all) to 7 (very strongly): feeling of really being present in the virtual

environment, thoughts of being present in the virtual environment, considered the
virtual environment to be closer to somewhere you visited before (as compared
to an image seen), dominant feeling of being in the virtual scene (as compared to
elsewhere), recollections are similar in structure to an actual memory

Set of questions on emotion Scale of 1 (not at all) to 47 (very strongly): interested, anxious, excited, annoyed,
irritated, enthusiastic, alert, inspired, attentive

UTAUT2 same as in pre-study questionnaire
Any additional comments or suggestions open question

5 RESULTS
To achieve this study and result analysis, we follow the method-
ology in Figure 10. The conception of this study was based on a
task model which allows us to efficiently represent the generated
scenes, list grids for configuration and scene parameters. Following
a pilot study, we converged with partners on a merged grid of fi-
nal parameters, designing observations forms for the formal study.
After the study, behavioural data was then mapped to contextual
data for analysis using the scene annotations and user interaction
logs generated based on the task model.

We exemplify the potential of this methodology with the col-
lected data in this section by presenting a selection of correlational
analysis for UX understanding. We then elaborate the potential
for fine-grained analysis of user intentions in scene context and
discuss the limitations so far.

We use a number of abbreviations as follows: The two walking
conditions are abbreviated as real walking (RW) and simulated
walking (SW). The two visual conditions are abbreviated as normal
vision (NV) and simulated low vision (LV). The six scenarios are

abbreviated S1-S6 in the order presented in Fig. 5. The EDA (electro-
dermal activity) signal is the raw measurement of skin conductance
in micro-Siemens (uS).

5.1 Demographics and preliminary
questionnaire results

In this first stage of studies, we published an open call to the local
university and laboratories. Participants needed to have normal or
corrected to normal binocular vision, no motor sensory difficulties,
but no other restrictions. As a result, a total of 16 people were
recruited (14 men and 2 women) between ages 18 and 34. Three
participants used VR for the first time during this study, five only
used it once or twice before. In the end, all recruited participants
were able to complete the entire study.

From the questionnaires results, we made two observations on
the study design:

Relation between fatigue and study duration. Despite the study
length, participants did not report an increase in the level of fatigue
over time, nor any levels of nausea where they required a pause
or skipping of conditions. This could be mainly a result of our
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Figure 10: Our methodology to configure and analyse the study involving multiple steps that are first and foremost based
on a detailed task model. From the model, we then created annotated scenes, and compiled all the study configuration and
parameters. Following pilot studies, we then converged with partners on a final merged parameter grid. After the study, we
are then able to generate a mapping between the behavioural data, interaction logs, and the scene context based on the task
model, facilitating fine-grained analysis on the embodied experience.

demographics, mainly young (18-35 age range) and mostly men
who have shown to be less susceptible to motion sickness.

Relation between condition and cognitive load. On the self-
reported scale of 1 (low) to 5 (high) on cognitive load, we observed
that the RW+NV condition was clearly the easiest with an aver-
age of 2.0, followed by 2.5 for real walking+low vision and 2.8
for SW+NV. Naturally, the SW+LV condition was ranked with the
highest cognitive load, with an average of 4.0 on the score.

5.2 Preliminary analysis of embodied
interactions

Our large variety of datawas synchronised by their Unix Timestamp
and processed in a Jupyter notebook. The Python toolkit Neurokit
[30] was used to process EDA data, allowing the extraction of the
phasic and tonic components. Every person have a very different
EDA baseline level, for this reason, we used the normalised EDA,
calculated for every person individually by deducting to their EDA
data the average EDA of their complete experience. Well known
Python libraries were used for data processing, such as Pandas
to organise dataframes, NumPy for mathematical functions, and
Matplotlib for data visualisation. Combining multimodal data (phys-
iological, motion, gaze, questionnaire, and scenario interaction data)
though a notebook allows a clear perception and analysis of the
user embodied experience.

Learning curve. As we can see from Figure 11, participants are
not faster in carrying out the tasks in the third and fourth condi-
tions they encountered, as compared to the first and second one.
Participants are however are slower on the last scenarios of the last
conditions, which is unexpected. A potential explanation is that,
unlike the answers given in the questionnaire, at this moment of
the study, participants experienced some fatigue.

Figure 11: The evolution of the average time spent by all par-
ticipants over the study across conditions and scenarios in
the order executed following the Latin Square assignment.
It shows that the participants usually spent more time on
the first scenario of each condition than the scenarios that
immediately followed, except for the last condition.

Relation between scenario and skin conductance. In the top half
of Figure 12, we can see results on the EDA in relation to the
scenarios. Based on the original design, shown in Figure 5, the three
most emotionally intensive scenarios are supposed to be the third,
fifth and sixth. As displayed by the global data, the sixth scenario
indeed resulted in higher arousal (0.064 uS), but the second and
third highest arousal was observed in S1 (0.106 uS) and S4 (0.232
uS), both scenario with no cars at all. This echoes a comment two
participants had, explaining the fact that when no cars are visible,
they were not sure if a car would suddenly appear. In a scenario
with a car, they always see where is the car, and at what speed it is
moving, making it easier for them to plan their action.

Impact of low vision - first view. As shown in the top half of
Figure 12, the LV condition had an impact on both the time to do
the conditions, and the EDAmeasured. The impact on speed is small,
taking on average less than 1 second more to finish regardless of
walking condition – RW (43.3 to 44.1 seconds) and SW (46.8 to 47.2
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Figure 12: (Top) Average time participants takes to complete scenarios for every condition and the electrodermal activity (EDA)
measured during these tasks. (Bottom Left) Average time participants take to cross a road for every condition and the EDA
measured during these tasks, (Bottom Right) compared to the average EDA and time to take an object.

seconds). The impact is however more noticeable on EDA, rising
from -0.145 to -0.058 uS in RW, and from 0.052 to 0.146 uS in SW.
In accordance with this results, participants in the questionnaire
said that SW+LV was the most mentally demanding task, and often
commented that they had difficulty to handle the joystick while
monitoring the road traffic, explaining why this condition is the
one resulting in the highest arousal.

Fine-grained task analysis. In the bottom left side of Figure 12,
we can see the time to perform crossing a road task. As shown
in the global results, the condition generating the highest EDA is
the condition SW+LV. It is interesting to note that between the
least arousal-generating condition (RW+NV), and the most arousal
generating one (SW+LV) in Figure 12 top half (complete scenario)
compared to bottom left side (road crossing task), the difference in
EDA rises from 0.291 uS to 0.377 uS. This shows that the SW+LV
condition has a stronger impact on participant arousal when they
have to cross the road than in the rest of the scenario.

In the bottom half of Figure 12, we can see in more detail the
impact between a task asking the user to take an object, and the
task to cross the road. We can notice that while the road crossing
scenario generate much more EDA overall, both have a big increase
when going from SW+NV to SW+LV, reported by most participants
as the complicated condition, as they have to handle both the walk
with the controller and the black dot in the center of the vision,
asking for more effort.

Fine-grained emotion analysis. In Figure 13 we can see the evo-
lution of the EDA of one participant across the different tasks of
S2, including one car and simple interactions. Most notably, we
observed a momentary sharp rising of EDAwhen they were honked
at by a car while jaywalking during a red light.

Figure 13: The EDA of participant 1 during the scenario 2 in
RW+NV condition, honked by a carwhile jaywalking during
a red traffic light.

5.3 Potential in-depth analysis on embodied
experiences

The comprehensiveness of themetrics that were captured in relation
to our formalised taskmodel affordsmany rich directions of analysis
from a neuroscience and cognitive science point of view. We noted
in particular multiple types of analyses that are yet to be explored:

Contextual mapping. With the use of granular user interaction
logs and the task model, we can correlate behavioural metrics in-
cluding gaze, emotion, and motion to the actual tasks and interac-
tions the user is carrying out, or the stimuli the user is reacting to,
such as the example shown in Figure 13. This figure illustrates the
workflow’s capacity to allow designers to observe the evolution
of a single participant’s emotional intensity over the time of one
scenario (5 tasks). It enables a multimodal visualisation of the user
experience, combining information regarding the physiological
state of the user, and their interactions in the scene.

Cross modality analysis. Previous analysis of user behaviour has
often focused on single modalities, with an exception of few recent
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works, notably Guimard et al.[17] who investigate the correlation
between emotion, gaze, and content. Multimodal analysis will allow
us to both better understand the interactions between modalities
of user experiences, while appreciating its complexity.

Impact of low vision. Thanks to the possibility of conducting real
walking in large spaces, as well as the improvement of eye tracking
techniques deployed in VR headsets, we can simulate accessibility
constraints such as low vision in order to better understand the
impact on patients’ everyday lives.

Characterising presence. The question of how to create engaging
media content for each individual can help improve the way VR can
be used both for entertainment as well as applications in education,
rehabilitation, and training. Through correlating questionnaires to
emotional responses, we hope to be able to identify factors that can
influence the feeling of presence in interactive VR environments.

5.4 Limitations
In terms of experimental setup, we noted difficulties correctly cap-
turing the heart rate of participants due to the sensitivity of the
equipment. The sensors were placed at the base of the finger, but
would easily be disrupted from slight motions or pressing. Another
limiting factor were the demographics of the study participants,
mostly being from the similar age and gender groups. Diversify-
ing the recruitment of participants will be a top priority for the
follow-up studies.

The focus of the paper is on the framework and its deployment
in an actual study, and how the technical platform was established
incarnating Dourish’s theory. The preliminary analyses we present
here are therefore limited, and will be the focus of the next phase
of work to investigate the hypotheses posed on the impacts of low
vision, the sense of presence, and the potential of VR as a viable
tool for training in a clinical setting. Questions on how we can anal-
yse granular data collected from sensors and self-reported metrics
in questionnaires will be key to characterising a comprehensive
embodied experience, and moving towards a better understanding
of user intentions in VR.

6 CONCLUSION
In this work we have established a framework for the design, cap-
ture, and analysis for embodied interactions. We validated the fea-
sibility of the framework in a study with the goal to understand the
impact of low vision conditions in complex real walking situations,
and in the long term to investigate the usage of VR for training
and rehabilitation in clinical settings. Our main contribution is the
design and encoding of the task model, the implementation of the
technical platform to capture of multimodal behavioural indices,
and a preliminary presentation of the results to show potential
future analyses.

In the continuation of this work, we will evolve our technical
platform based on the limitations we observed and conduct a larger
follow-up study. The most important next step of work involves
the statistical analysis and modelling of the data, in order to inves-
tigate hypotheses in cognitive science on the impact of low vision
conditions, and from the perspective of human-computer interac-
tions, establish a model to interpret the data in relation to user

intentions. It is our hope and belief that this framework will bring
us to yet-unexplored dimensions of embodied experiences in VR.
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