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Abstract. In this article, we propose a hierarchical deep learning frame-
work for the nuclei 3D reconstruction from a stack of microscopic images
representing 3D cancer cell culture. The framework goes through three
successive stages namely: at the slice level of the stack i) the spheroid
detection and ii) their nuclei segmentation then at the stack level iii)
nuclei 3D reconstruction. For this purpose, we prepared a dataset of
bright-�eld microscopic images acquired from 3D cultures of HeLa cells
and manually annotated by the experts for both tasks (spheroids de-
tection and nuclei segmentation). Two CNN models namely YOLOv5x
and U-Net-VGG19 have been trained and validated on our dataset for
the detection and the segmentation tasks respectively. For the 3D recon-
struction task, the delaunay triangulation technique has been adopted
by exploiting point cloud clusters that represent the segmented nuclei
in the stack. Our framework o�ers to the biologists an e�cient assisting
tool for quantifying the number of spheroids and analyzing the mor-
phology of their nuclei. The conducted experiments on our generated
dataset show the promising results obtained by our framework with no-
tably an average precision of 0,892 and 0,76 on the spheroids detection
and nuclei segmentation respectively. Moreover, our 3D reconstruction
technique shows visually a consistant representation of nuclei in term of
volumetery and shape.

Keywords: 3D cell culture, confocal microscopy, z-stack images, deep
learning, object detection, segmentation, 3D reconstruction

1 Introduction

In drug screening process against cancer, in-vitro 2D cell culture technique is
widely used due to its simplicity and its low-cost [1]. However, this technique
does not fully represent the physiological characteristics of the cells leading to a
limited biological interpretation of the e�ectiveness of a candidate drug [2]. To
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overcome this limit, 3D cell culture technique has been introduced [3]. Indeed,
this technique has shown its ability to ensure cell to cell communication and
interaction which permit to better mimic the tissue structure as well as function
[2]. Neverthless, due to the translucent environment of this type of culture, the
acquired microscopic images are a�ected by several artefacts impacting the visual
appearance of the cell environment objects. Figure 1 illustrates the degraded
visual quality of such type of images (bright-�eld images) while emphasizing
blurred objects namely spheroids (see on the left the �rst slice of the z-stack
images). The �gure shows also the complexity of distinguishing the nuclei due to
their confusing contours (see on the right, the nuclei of one spheroid). In addition,
the 3D information generated by the depth propagation along the z-axis of the
confocal microscopy remains insu�cient to guarantee a faithful representation
of the whole environment notably with regards to occluded objects (spheroids
hidden by other spheroids located at the same 2D position with di�erent z-
depth). All these observations make the automatic analysis of these images a
great challenge.

Fig. 1: A z-stack images of 3D culture HeLa cells showing blurred spheroids on
the left and a focus on the nuclei of one spheroid with confusing contours on the
right.

In this context, nuclei segmentation is a fundemental step for the 3D recon-
struction [4]. To address the segmentation task, the deep learning based seg-
mentation algorithms such as U-Net [5] [6] could be exploited. Indeed, these
algorithms have demonstrated a high e�ciency in the �eld of medical imaging
segmentation [7]. However, this type of approach is well adapted for analyzing:
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1) data caracterized by a single level of semantic information (for instance a
population of cells or a population of nuclei) which is not the case of our 3D
culture-based images. More precisely, the images contain two levels of seman-
tic information, namely a population of spheroids, each of which representing a
population of nuclei. 2) a population of separated objects with regular shapes
which is also not the case of our 3D culture-based images as highlighted in Fig-
ure 1. This also raises the problem of preparing a training dataset with manual
segmentations of all the nuclei.

In this article we propose a hierarchical deep learning framework for the
nuclei 3D reconstruction from a stack of microscopic images. The framework
goes through three successive stages namely: at the slice level of the stack i) the
spheroid detection and ii) their nuclei segmentation then at the stack level iii)
nuclei 3D reconstruction. In fact, our observation on the multi-level semantic in-
formation that characterize our data has motivated our strategy of hierarchical
analysis where spheroids are �rst detected and then their nuclei are segmented
from each slice in the stack. We precise that we chose to detect spheroids instead
of segmenting them because they represent an agregation of small objects (nu-
clei) without a continuous contour. To deal with the confusing contours of the
nuclei, we propose to segment only the most visible nuclei having explicit con-
tours. Indeed, we make the assumption that the fact to detect all the spheroids,
to partially segment their nuclei from each slice in the stack and then apply a
3D reconstruction on the segmented nuclei should permit a relevant quantitative
data analysis. More speci�cally, having an assisting tool for quantifying the num-
ber of spheroids and measuring their sizes o�ers to the biologists a �rst level of
interpreting the e�ectiveness of a drug. Furthermore, the identi�cation of some
nuclei inside each spheroid will o�er a second level of analysis with respect to
their morphology. To demonstrate the e�ciency of our framework, we prepared
a dataset of bright-�eld microscopic images acquired from in-vitro 3D culture of
HeLa cells (cervical cancer cells cultured in our laboratory). The images have
been manually labeled by experts for both tasks namely spheroids detection and
nuclei segmentation. It is worth mentioning that the partial manual segmenta-
tion of nuclei still allowed to train a segmentation model on a weakly-labeled
dataset. The conducted experiments on our dataset shows the promising results
of our framework notably outperforming direct nuclei segmentation methods.
Our dataset and source code will be made available upon request.

2 Related Work

Several works have been proposed in the literature to address nuclei segmentation
from microscopic images [4]. Nevethless, as raised in [4] most of the proposed
methods deal with microscopic images acquired from 2D cell culture. In this
context, the 2018 Data Science Bowl contest [5], revealed the high interest shown
by the scienti�c community on this task. Indeed, as indicated in [5], the contest
has attracted 3,891 teams worldwide challenged on a dataset of 841 2D images
containing 37333 nuclei manually annotated. The evaluation protocol established
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in the frame of this contest has shown that the best performing solution was
based on a variant of the U-Net deep learning architecture. This latter result
has motivated the community to pursue the e�orts on the development of new
variants of U-Net architecture such as Cellpose [8] and StarDist [9]. However,
these methods are not adapted to perform an e�cient nuclei segmentation from
3D culture-based images in reason of their strong hypothesis with regard to the
analyzed patterns. More speci�cally, they are designed and trained to segment
a population of patterns sharing all the same shape (a repetetive shape) and
having explicit contours.

In the case of 3D cell culture, Bªa»ej et al. [10] have proposed a 3D recon-
struction method of the nuclei surface from a z-stack images. To this end, they
adopted a 2D image analysis approach that aims to delimit the contours of the
nuclei from one image slice and to track their continuity over the stack to re-
construct the �nal surface. For the contour delimitation (nuclei segmentation)
they exploited hand crafted geometric features that permit to generate a set
of boundary points. As raised by the authors, the proposed method performs
well for nuclei with convex shapes and with the assumption that for each recon-
structed 3D nucleus object there exist at least one 2D slice where the considered
object is well separated. Wu et al. [11] proposed a deep learning method to
detect and quantify the 3D nuclei centers from 3D �uorescence microscopic im-
ages. They based their calculations on the estimation of 2D centroids of these
objects from 2D slices. The authors raised that the performance of their detec-
tion method is a�ected by nuclei with non ellipsoidal shapes. Maylaa et al. [12],
proposed a comparative study of several hand crafted machine learning meth-
ods for the segmentation of nuclei from a z-stack image. For this purpose, they
trained several classi�ers that allow to identify nuclei objects pixels from one
slice image and reconstruct �nal objects. As raised by the authors, although
the trained classi�ers succeeded to detect the nuclei pixels they failed to delimit
the nuclei contours resulting in a blob-like objects. The obtained results in the
a�ormentioned works on 3D culture cells show that nuclei segmentation and
reconstruction tasks are still challenging and require the development of new
e�cient methods. This observation has been also con�rmed in the recent survey
[4]. Moreover, the survey highlighted also the lack of public datasets as well as
manual annotations.

Regarding spheroids detection from 3D cell culture images, recently Grexa et
al. [13] proposed rather to segment the spheroids by exploiting several techniques
namely classical ones (Otsu threshold and watershed techniques) and deep learn-
ing ones (U-Net and R-CNN models). Neverthless as raised by the authors the
delimitation of the spheroids contours remains challenging speci�cally in the case
of close or adjacent spheroids. To the best of our knowledge, no work has been
proposed in the frame of 3D cell culture on the detection of spheroids issued
from the growth of cancer cells [14]. However, in the �eld of computer vision,
object detection is a well established axis. Indeed, several deep learning based
architectures have been proposed to address this task such as the YOLOv series
[15] and detection transformers [16].
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3 Materials and Methods

3.1 Dataset

Image generation � To generate the image dataset, we �rst prepared in our
laboratory 3D cultures of HeLa cells (cervical cancer cells) following a standard
cell proliferation protocol based on BIOMIMESYS technology [17]. Indeed, cer-
vical cancer is currently ranked at the top 4 worldwide cancers within women
[18]. For the microscopic image acquisition, we used the ImageXpress system
from molecular device company illustrated in Figure 2. For this purpose, the mi-
croscope confocal magni�cation has been set to 20-x. In total, 600 z-stack (z=0
to z=50µm) bright-�eld images with a resolution of 2048 x 2048 pixels have been
acquired from a 24-well plate.

Fig. 2: Our microscopic image acquisition system.

Dataset organization � Due to the high amount of generated images (30
000 images), the manual labelling process required to build our training and
validation sets for both spheroids detection and nuclei segmentation rapidly be-
came a tedious task for the experts. For this reason, we considered only a subset
of z-stack images namely 50 stacks for the detection and among them 29 stacks
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for the segmentation. The remaining stacks have been kept for qualitative tests.
To ensure a good generalization during the training process of our models, the
selected stacks for the labelling have been randomly picked from several wells.
Furthermore, from each stack, the experts have labeled one slice image that they
have selected along the z-depth according to their own visual perception. More
speci�cally, they have been requested to select the most informative slice in term
of spheroid objects for the detection and the nuclei for the segmentation. Fol-
lowing these steps, we created two datasets: 1) a spheroid dataset composed of
50 labeled images with 854 bounding boxes of spheroids. The set has been split
into 40 images for training and 10 images for validation. 2) a nuclei dataset com-
posed of 326 spheroid patches (issued from the 29 images) with 1996 delineated
nuclei. In this latter case, the set has been split into 249 patches for training
and 77 patches for validation. We precise that we made sure that the training
patches and validation patches do not come from the same slices. Additionnaly,
only separated nuclei with explicit contours have been delineated by the experts.

3.2 Methods

Work�ow process � As illustrated in Figure 3, our framework takes in input
a stack of images (Figure 3(A)) for which a set of spheroids are detected at the
slice level (see traced bounding boxes in Figure 3(B)) based on a deep learn-
ing model. Each detected spheroid is then cropped and placed into the center
of a black background square patch of 512 x 512 pixels (see Figure 3(C)). The
choice of this latter resolution has been established empirically based on the
largest width and height of the spheroids of our dataset. Each spheroid patch
is then passed into our deep learning segmentation model which generates a bi-
nary mask of identi�ed nuclei (see Figure 3(D)). Each binary mask is denoised
by removing tiny surfaces according to an empirical threshold. A global binary
mask (see Figure 3(E)) of the original input image is then generated based on
the set of previous masks as well as the spheroid bounding boxes. The resulting
spheroid bounding boxes and their nuclei delimited by contours are visualized
in Figure 3(F). The 3D surface of each segmented nuclei over the stack is then
reconstructed as shown in Figure 3(G).

Deep learning based spheroids detection model � To train our detection
model we considered two types of deep architectures namely YOLOv5x [19] [20]
and DETR-Resnet50 [16]. Indeed both of these recent architectures have demon-
strated a high e�ciency over several datasets such as COCO [21] and Pascal [22].
We used the Adam optimizer for both architectures which is the recommended
one in the referenced articles. We also used the recommended loss functions
namely IOU and hungarian for YOLOv5x and DETR-Resnet50 respectively.
The two architectures have been trained following a transfer learning strategy.
More speci�cally, they have been pretrained on the COCO dataset and then
trained and validated on our spheroid image dataset producing two detection
models.
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Fig. 3: Work�ow process of our hierarchical deep learning framework for nuclei
3D reconstruction.

Deep learning based nuclei segmentation model � To train our segmen-
tation model we considered the U-Net deep architecture [7]. Indeed, this archi-
tecture is widely exploited in the �eld of medical image segmentation [23]. In
our case, we customized the architecture by replacing its orginal CNN backbone
by a VGG19 [24] [25] one which o�ers a good tradeo� between the architecture
depth and its learning capacity. The model has been trained and validated on
our nuclei dataset using Adam optimizer and Jaccard index loss function which
is the complement of IOU metric [26].

Unsupervised learning based nuclei 3D reconstruction model � Our
built model goes through three main steps (See Figure 4). First, it takes in in-
put the stack of binary masks representing all segmented nuclei and convert it
into a 3D point cloud representation. Then, a density-based spatial clustering
technique (DBSCAN) [27] is applied in order to identify clusters of 3D points
that represent separated nuclei. Finally, the resulting clusters are then used to
reconstruct the underlying surfaces of the nuclei using the Delaunay triangula-
tion technique [28].

Evaluation metrics � To evaluate the performance of our detection and seg-
mentation models we adopted standard metrics namely the Precision (Prec),
Recall (Rec) and Average Precision (AP) de�ned as follow:

Prec =
TP

TP + FP
(1)

Rec =
TP

TP + FN
(2)

AP =
TP

TP + FP + FN
(3)
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Fig. 4: 3D stack reconstruction pipeline

where TP, FP and FN correspond to True Positive, False Positive and False
Negative objects. In the case of spheroid objects TP/FP/FN rates are calcu-
lated based on an IOU (intersection over union) metric between ground-truth
spheroids (i.e. manual annotations of bounding boxes made by the experts) and
predicted ones according to several thersholds set in the range [0,5 to 0,9]. The
same calculation methodology is applied for estimating the TP/FP/FN rates
of nuclei objects. In this latter case, the ground-truth segmentation of nuclei
correspond to binary masks of these objects issued from the manual delineation
of their contours by the experts. For the 3D reconstruction quality evaluation,
we limit our experiments in this study on a visual analysis of the shape and the
volume of the generated nuclei.

4 Experimental study

To evaluate the performance of our framework, we organized our experimental
study into 4 sections: the �rst section is dedicated to the results obtained by our
detection models, the second concerns the segmentation model, the third is re-
lated to a performance comparison with the direct nuclei segmentation methods
from the state of the art and the last section presents some qualitative results.

4.1 Spheroids detection performance

Figure 5 shows the AP (Average Precision) curves of the two detection models
namely YOLOv5x and DETR-Resnet50 obtained on the validation image set
(10 images). One can notice that the YOLOv5x have reached the highest perfor-
mance with notably an AP of 0,848 at an IOU thresholod of 0,5. Nevethless, the
DETR model reached also competitive performance. To further improve the per-
formance of the best model namely YOLO we trained it on augmented dataset.
More speci�cally, based on the original training set (40 images) we generated 3
augmented sets: 1) spatial-based augmented set (240 images), 2) texture-based
augmented set (200 images) and 3) combined augmented set (400 images). For
the spatial augmentation, we applied 3 rotations (90, 180 and 270 degrees) and 2
�ips (horizontal and vertical). For the texture augmentation, we applied 2 levels
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Fig. 5: Performance of the spheroids detection models obtained on the validation
set.

of contrast and brightness variations. The combined augmentation corresponds
to the merge of all the a�ormentioned augmentations. Figure 6 shows the ob-
tained AP curves on the validation set for each augmentation scenario together
with the original train set (without augmentation). The �gure shows that the
combined augmentation has permitted to gain 4,4% more in term of AP reaching
a score of 0,892 at IOU threshold equal to 0,5. Table 1 sumarizes for this latter
scenario the TP/FP/FN rates as well as Prec and Rec metrics calculated on the
basis of an IOU threshold set to 0,5. The table shows the high performance of
the trained detection model.

Table 1: Performance of the YOLOv5x-based spheroids detection model obtained
on the validation set with IOU@0,5. Model trained on the combined augmented
set (400 images).

TP FP FN Prec Rec

157 012 007 0,929 0,957
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Fig. 6: Performance of four YOLOv5x-based spheroid detection models obtained
on the validation set. The models are trained following four scenarios of data
augmentation.

4.2 Nuclei segmentation performance

Similarly to the detection model, we have trained our segmentation model on 4
training sets including the original training set (249 patches) and 3 augmented
sets following the same strategies indicated in the previous section, i.e. spatial
(1494 patches), texture (1245 patches) and combined (2490 patches) augmen-
tations. Table 2 summarizes the obtained performance by our models on the
validation set (77 patches) for each training scenario and with an IOU threshold
set to 0,5. The table shows that the highest performance are obtained by the
model trained on the spatial-based augmentation set. The model has reached a
Rec score of 0,723 indicating that a weak number of ground-truth nuclei have
been missed by it. However, the Prec score of the model is low indicating the
high number of detected FP nuclei. In fact, after visually analyzing these FP
by the experts it was found that several objects among them are correspond-
ing to true nuclei. Figure 7 highlights this observation through a compartive
example between a ground-truth nuclei segmentation vs. predicted one on the
same spheroid patch. Hence, the nuclei ground-truth of the validation set has
been updated by adding correctly predicted nuclei by our model. Following this
update, the number of ground-truth nuclei has increased from 301 to 519. In
addition, the Prec and the AP have increased to 0,911 and 0,760 respectively.
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Table 2: Performance of nuclei segmentation models obtained on the validation
set of spheroid patches with IOU@0,5.

Augmentation Prec Rec AP

None 0,535 0,616 0,401
Texture 0,649 0,369 0,307
Spatial 0,594 0,723 0,484

Combined 0,620 0,608 0,443

(a) (b)

Fig. 7: Manually labeled nuclei (a) vs Predicted nuclei (b).

4.3 Segmentation performance comparison: our framework vs. state

of the art direct segmentation methods

We considered two methods from the state of the art: Cellpose [8] and StarDist
[9]. The Cellpose is a generalized segmentation method that is designed and
trained to e�ciently segment a population of objects with repetitive shapes what-
ever their natures (cells, neurons, etc.) and their geometric forms. The StarDist
is a nuclei segmentation method that aims to delimit contours of objects (nu-
clei cells) having a convex shape. Both of the methods are built on a U-Net
architecture. To evaluate these two methods on our dataset: i) The StarDist
model pretrained on the Bowl 2018 nuclei dataset has been �ne-tuned on the
slice images of our training set. To this end, ground-truth global masks have
been generated from shperoid patches. ii) The Cellpose method has not been
trained since it o�ers a generalized nuclei segmentation model trained on several
combined microscopy datasets including the Bowl 2018 nuclei dataset. However,
the model has been parametrized by setting up its nuclei diameter option ac-
cording to our dataset nuclei.The two models have been tested on our updated
nuclei validation set (519 nuclei). In addition, we trained a U-Net with a VGG19
backbone directly on the slice images and validated it on the same set (519 nu-
clei). Figure 8 shows the AP curves of the 3 models compared to the AP curve
of our framework. One may observe that our framework outperformed the three
methods. More speci�cally, it has reached an AP of 0,76 at an IOU set to 0,5.
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Fig. 8: Segmentation performance comparison between our framework and state
of the art methods obtained on the validation set.

We can observe also that the StarDist model has the lowest AP (0,174) although
it has been trained (�ne-tuned) on our nuclei training set. This result was ex-
pected due to the unadapted criterion to our data on which the architecture
was designed namely the convexity of the nuclei shape. The Cellpose reached a
better AP (0,295) than StarDist although it has been tested directly on the val-
idation set without training. However its score remains low in comparison with
our framework showing again the di�culty of segmenting the nuclei of our data
by exploiting a direct segmentation approach. Finally, this latter observation
is con�rmed with the U-Net-VGG19 model that has been trained on the slice
images and reached an AP of 0,509. These results demonstrate the contribution
of our analysis strategy which �rst detect the spheroids and then segment their
nuclei. Moreover, as illustrated in Figure 9 our strategy permits to cover all the
spheroids and thus detect nuclei in each of them which is not guaranteed with
the direct segmentation methods.

4.4 Qualitative results

Generalization of detection and segmentation models � To analyze the
generalization potential of our framework as well as its z-depth sensitivity, we
have tested it on several blind z-stacks (stacks that haven't been exploited in the
training/validation sets). Figure 10, illustrates some qualitative results obtained
on one z-stack with z= 3, 12, 26 and 48. One can observe that our framework has
succeeded to detect almost all the spheroids and segment some of their nuclei
whatever the slice depth. We also observe that the framework o�ers a good
robustness against noise present in the slices. Indeed, all the identi�ed objects
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(a) Original image (b) Ground-truth

(c) Our framework (d) U-Net-VGG19

(e) StarDist (f) Cellpose

Fig. 9: Qualitative results of segmentation obtained by our framework and state
of the art methods.

either from the detection model or from the segmentation model are relevant
objects.

3D Reconstruction � In Figure 11(A) we show the result of our reconstruc-
tion model on a blind stack (not used in the training and validation process). In
order to analyse the impact of the clustering technique on the resulting recon-
struction, we have replaced DBSCAN by the Mean Shift Clustering (MSC) [29].
The reconstruction results obtained on the same blind stack is shown in Fig-
ure 11(B). One can notice that from a global point of view the reconstruction
model is able to generate surfaces of several objects whatever is the exploited
clustering technique. Nevertheless, as illustrated in the Figure, a special focus on
a small area of the 3D view permits to highlight the e�ciency of the DBSCAN
compared to the MSC. More speci�cally, we can observe that the 3D nuclei
surfaces generated from MSC are not well separated, are cracked, and include
noise. To understand the reasons of this result, we have investigated the cor-
relation between the identi�ed clusters and the binary masks of the segmented
nuclei. Figure 12 illustrates an example of this correlation on a small patch ex-
tracted from one slice image. One may observe that, contrary to the MSC, the
DBSCAN is able to correctly identify the nuclei objects since each one of them
is represented by one separated cluster.



14 Tarek Maylaa et al.

(a) z=2 (b) z=12

(c) z=26 (d) z=48

Fig. 10: Qualitative result obtained by our framework on a blind stack (not ex-
ploited in the training and validation sets) along several z-depth.
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Fig. 11: Comparison between two 3D reconstruction mesh results formed with
two di�erent two clustering methods (DBSCAN and MSC) with the Delaunay
triangulation

5 Conclusion

In this article, we have presented a hierarchical deep learning framework for the
nuclei 3D reconstruction. For this purpose we prepared a dataset of bright-�eld
microscopic images composed of 854 manually anotated spheroids and 1996 de-
lineated nuclei by the experts. The two trained CNN models namely yolov5x
for the detection and Unet-VGG19 for the segmentation have shown high per-
formance on our validation set by reaching an AP (Average Precision) scores of
0,892 and 0,76 respectively. Several �ndings have been revealed in our study:
1) combined augmentations based on spatial and texture transformations have
permitted to improve the precision of the detection model while only spatial
transformations permitted to improve the precision of the segmentation model.
2) segmentation model trained on weakly labeled data succeeded to segment
nuclei that have not been annotated by the experts. 3) hierarchical analysis
(spheroids detection then nuclei segmentation) permitted to improve the seg-
mentation quality compared to direct segmentation methods from the state of
the art. 4) training the models on the most informative slices (only one slice
picked from each stack) permitted to ensure a good generalization potential of
these models, a result that has been con�rmed qualitatively on several stacks
along the z-depth. 5) The Delaunay triangulation applied on segmented nuclei
achieved a better 3D visual representation when using DBSCAN clustering.
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(a) MSC (b) DBSCAN

Fig. 12: MSC vs DBSCAN clustering results
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