
HAL Id: hal-04098648
https://hal.science/hal-04098648v1

Submitted on 16 May 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

From Usability Engineering to Evidence-based Usability
in Health IT

Romaric Marcilly, Linda Peute, Marie-Catherine Beuscart-Zéphir

To cite this version:
Romaric Marcilly, Linda Peute, Marie-Catherine Beuscart-Zéphir. From Usability Engineering to
Evidence-based Usability in Health IT. Elske Ammenwerth; Michael Rigby. Evidence-Based Health
Informatics, IOS Press, 2016, Studies in Health Technology and Informatics, 978-1-61499-634-7.
�10.3233/978-1-61499-635-4-126�. �hal-04098648�

https://hal.science/hal-04098648v1
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


 

 

From Usability Engineering to  

Evidence-based Usability in Health IT  

Romaric MARCILLY
a,1

, Linda PEUTE
b
 and Marie-Catherine BEUSCART-ZEPHIR

a 

a
 INSERM CIC-IT, Lille; Univ Lille Nord de France; CHU Lille; Lille, France 

b 
Academic Medical Center, University of Amsterdam, Center for Human Factors 

Engineering of Health Information Technology (HIT-Lab), Amsterdam, The 

Netherlands 

Abstract. Usability is a critical factor in the acceptance, safe use, and success of 

health IT. The User-Centred Design process is widely promoted to improve 

usability. However, this traditional case by case approach that is rooted in the 

sound understanding of users' needs is not sufficient to improve technologies' 

usability and prevent usability-induced use-errors that may harm patients. It should 

be enriched with empirical evidence. This evidence is on design elements (what 

are the most valuable design principles, and the worst usability mistakes), and on 

the usability evaluation methods (which combination of methods is most suitable 

in which context). To achieve this evidence, several steps must be fulfilled and 

challenges must be overcome. Some attempts to search evidence for designing 

elements of health IT and for usability evaluation methods exist and are 

summarized. A concrete instance of evidence-based usability design principles for 

medication-related alerting systems is briefly described. 

Keywords. Usability, human engineering, medical informatics, health informatics, 

evaluation studies as topic, evidence. 

1. Introduction 

Studies on Human Factors and usability of Health Information Technology (health IT) 

are increasingly demonstrating their importance to health IT design, development and 

implementation [1]. Even if Human Factors and usability are often closely associated, 

they however do not refer exactly to the same discipline.  

According to the International Ergonomics Association, "Human Factors (or 

ergonomics) is the scientific discipline concerned with the understanding of 

interactions among humans and other elements of a system, and the profession that 

applies theory, principles, data and methods to design in order to optimize human well-

being and overall system performance." [2]. Human Factors has a holistic view of the 

work system. This work system is "comprised of five elements: the person performing 

different tasks with various tools and technologies in a physical environment under 

certain organizational conditions" [3]. The "tool" (or product or technology) as a topic 

of research can be described by several characteristics amongst which is usability. 
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 Usability is then looked upon as “the extent to which a product can be used by 

specified users to achieve specified goals with effectiveness, efficiency and satisfaction 

in a specific context of use” [4]. Usability thereby concerns the elements of the 

graphical user interface, their arrangement, navigational structures, the behaviour of the 

system in response to users' actions along with the completeness of functions and the 

work model implemented in the system [5]. Gradually, usability has become a research 

field in its own right but with the same theoretical, methodological, and empirical roots 

as Human Factors. 

This contribution focuses on how usability research may lead to evidence-based 

usability practice in the field of health IT. 

2. Why is it necessary to consider usability in health IT evaluation? 

There are three main categories of reasons accounting for the growing importance of 

considering usability in the design and implementation of health IT. 

2.1. Usage and safety of use reason 

Usability is an intrinsic characteristic of a technology that impacts end-users' 

interaction with the technology; it leads to higher work efficiency in case of good 

usability, but in case of poor usability it may also slow down user performance, 

decrease users' satisfaction, and expose users to use errors [6;7]. Then, through its 

influence on the user, the usability of a technology will indirectly impact the other 

components of the work system in which this technology is implemented (incl. 

ensuring patient safety) and the whole work system performance [6-8]. Ultimately, 

usability flaws in a technology may (i) lead users to reject the technology and / or (ii) 

even cause harm to patients.
 2

 Case studies have identified usability flaws that have had 

consequences on the quality of the usage of the technology, and subsequently on the 

outcome of the usage.  

For instance, a drop-down menu in a Computerized Physician Order Entry (CPOE) 

proposing 225 options for medical dosing frequency compels a physician to scroll 

through the whole list of options. This promoted errors especially for uncommon drug 

programs. Confused by apparently similar labels, the physician selected the wrong 

dosing frequency options. As a consequence, a patient received four times excess of 

Digoxin inducing ventricular fibrillation. Several studies showed that usability-induced 

use-errors led to patient harm or death: radiation over-dosage errors during 

radiotherapy [9], dispensing errors with pen injectors [10], or falsely implanted total 

knee arthroplasties [11]. These insights have led to a growing interest in the effect of 

the usability of a technology on the system use outcome.  

2.2. Regulatory reason 

The safety concern led the European Commission to reinforce the "ergonomics" 

essential requirement for CE marking: the EU revised Medical Device Directive 
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(MDD) [12] explicitly requires a safety-oriented usability engineering process to be 

integrated in the design and development lifecycle of medical devices. In order to 

adhere to this directive, international standards suggest to implement the User Centred 

Design process (UCD) during the technology design and development lifecycle (e.g. 

[13]). Those regulations first dealt with medical devices, and then have been 

progressively extended to specific types of medical software (e.g. Clinical Decision 

Support System (CDSS)) [12]. Now, international committees recommend applying 

UCD to all types of medical systems (including software) (e.g. [1;14]).  

2.3. Impact evaluation reason 

Over the last decade, requirements over Health Technology Assessment including cost-

benefit and medico-economic analyses have been increasing. As a consequence, more 

and more technologies are expected to undergo some sort of clinical investigation 

demonstrating their safety and positive clinical impact. However there is one major 

difference between clinical trials of drugs and clinical investigation studies of health IT 

and medical devices: the latter are user-dependent. Their efficacy and efficiency 

depends on their proper use by the end-users (clinicians or patients). When important 

usability flaws plague the human-machine interface of a product, besides potential 

erroneous use, users may adopt workaround behaviours to adapt to the poorly usable 

tool (e.g. [7]). Many of those behaviours are quite personalised and variable. This 

introduces major potential biases in clinical studies of health IT, as erroneous use, 

workarounds, and other adapting behaviours inevitably modify the technology efficacy 

and efficiency. Careful consideration of usability before and during clinical 

investigation of health technology may help uncover those hidden or intermediary 

variables and explain puzzling contradictory results [15]. 

3. Usability Engineering: the User-Centred Design Process 

Health technologies should be designed following a safety-oriented UCD process 

[12;16] in order to ensure that the resulting product is (i) safe to use, (ii) compliant with 

regulations, and (iii) usable enough to be properly used by end-users, which is a major 

condition for the technology to achieve its intended (clinical and organisational) impact.  

The UCD process is an iterative design and evaluation strategy that considers end-

users (i.e. clinicians or patients) by taking into account their needs and by involving 

them in design and evaluation activities [4]. As described in Figure 1, this process 

includes four main iterative tasks that may be categorized into specification and 

evaluation activities.  

3.1. Specification activities 

First, a sound and precise analysis of the work system in which the technology is to be 

implemented has to be carried out, including the analysis of the cognitive tasks 

performed by the end-users [17]. Results depict the whole work system including work 

partners and the collective and collaborative aspects: needs of the end-users are 

deduced and potential room for improvement for the current work system is identified. 

The analysis also allows foreseeing how the technology will support the tasks to be 
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performed, fulfil users' needs and ultimately improve the work system's efficacy and 

efficiency. On this basis, specifications for the technology under design are formulated. 

Once the context of use has been analyzed, a supplementary source of information, 

i.e. existing usability design principles, can be used to refine the specifications. Those 

principles gather knowledge on human capabilities and limitations in a given context. 

They are more or less generic/specific, some being applicable to any kind of 

technology and context of use (e.g. [18] for interactive systems), others to a unique 

type of technology (e.g. [19] for medical alerting systems). Those principles are no 

substitute for the work system analysis; they provide designers with complementary 

Human Factors information relevant for the technology under design. Recent studies 

have shown that applying usability design principles reduces user workload, improves 

the efficiency of technology, and increases user satisfaction [20]. 

 

 
Figure 1. The User-Centred Design process adapted from the ISO 9241-210 [4]. 

3.2. Evaluation activities 

Usability evaluation pursues two main purposes depending on the stage of the system 

development lifecycle they take place in [13]: 

• Formative usability evaluation (or "usability verification") consists of iterative 

and fast evaluation rounds aiming at identifying and fixing usability flaws of the 

successive versions of the product under development. It applies to early mock-ups 

and prototypes up to the pre-final version of the product. 

• Summative usability evaluation (or "usability validation") aims at validating the 

usability of the final version of the product before its release for clinical use.  

 

Three types of usability evaluation methods are recommended by standards [4]: 

• Expert evaluations are in-lab methods performed by usability experts without 

involvement of any end-users. Those methods include heuristic evaluation, where 

usability experts analyze a user interface by comparing it against a set of usability 

principles (e.g. [18]), and cognitive walkthrough, where experts step through a user 

interface for a task, note goals, actions, system responses and potential problems 

[21]. Those methods require three to five Human Factors experts working in 

parallel, and enable uncovering of a large number of flaws in a small amount of 

time. Those methods are part of a prospective approach of the usability: the 

evaluators’ expertise offers insight on what usability problems users might face, in 

order to fix these problems before the technology is actually used. Experts must 

own a sound expertise in usability and also in the clinical activity supported by the 

technology under evaluation. To cope with the problem of clinical expertise of the 
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evaluators, usability experts sometimes perform the usability evaluation with a 

clinical expert. 

• User testing and simulation methods involve observing representative end-users 

interacting with the technology while carrying out representative tasks. These 

methods are often carried out as controlled observations in which the behaviours 

and interactions of the users with the technology are recorded for detailed analysis 

[22]. They are also often associated with the “think-aloud” method that is 

considered as the gold standard providing the best insight on user's interaction [23], 

or with the eye-tracking method [24]. The main difference between user testing 

and simulation rests on the ecological validity of the evaluation environment: user 

testing takes place in an office or in a usability lab while simulation requires 

locating the study in real or realistic settings.
3
 Both methods can be applied as soon 

as an interactive mock-up is available; however, due to the costs inherent to the 

simulation, it is better to perform simulation with (close to) a final product. In 

terms of results, those methods enable observation of users facing usability flaws 

and how those flaws impact the usage (including use errors) and the work system 

(including safety issues).  

• Post market surveillance is the method with the higher possible fidelity. It 

enables gathering usability feedbacks once the technology is implemented and 

used. Data can be collected through direct observation, users' questionnaire or 

interview, or review of incidents reports [25]. Data collected provide information 

on usage problems and negative outcomes likely induced by usability flaws in the 

system. Unintended usage of the technology and workaround behaviours can also 

be observed. However, the complexity of the work system in which the system is 

implemented can make it difficult to determine how the usability of the system 

impacts users and clinical outcomes and which usability issues are root causes. 

 

Those methods have their own specificities and are not equivalent in terms of 

detection power of usability issues and in terms of types of issues detected [26]. They 

are often combined together or with other methods (e.g. log analysis, focus groups) and 

their results are triangulated in order to get a more complete representation of the 

quality of the technology in terms of usability [27]. Although insights from pre 

implementation usability evaluations inform redesign of the system, post 

implementation study is then a necessary step in order to get information on the 

effectiveness of the pre implementation usability evaluations. 

4. Grounding User Centred Design (UCD) in evidence 

For several decades UCD has been promoted by reference books, scientific 

publications, standards and is now imposed by European Union regulation for medical 

devices and some types of health IT. There is no more need to advocate that carefully 

taking into account usability during the design process can be beneficial to the design 

of Health Technologies: it facilitates usage and contributes to fulfilling the medical 

intention while preventing use-errors leading to patient harm. 
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But recommending or imposing usability engineering (UCD) does not mean that it 

is actually applied to all medical devices and all health IT. Indeed, several recent 

publications report negative outcomes and patient harm due to usability issues in 

various types of health technology [9-11;28]. This shows that manufacturers do not 

(properly) apply UCD so as to decrease the risk of usability-induced use errors. One 

cause is that manufacturers do not understand how to apply properly UCD. In order to 

convince all stakeholders, it is necessary to go from an "artisanal" (on a case to case 

basis) approach towards a UCD grounded in empirical evidence. The evidence will 

allow drawing upon guidelines for applying the UCD efficiently for each type of health 

IT and context of use and at each step of the design process. The following sections 

describe how evidence-based usability knowledge can be produced along with a 

concrete instance of this knowledge. 

4.1. Definition of evidence-based usability  

By analogy to evidence-based medicine, evidence-based usability is defined as "the 

conscientious, explicit and judicious use of current best evidence in making decisions 

in design of interactive systems in health care by applying usability engineering and 

usability design principles that have proven their value in practice" [29]. This evidence 

deals with two main topics: 

• The design elements of the technology: what are the usability design principles for 

a given type of technology for which positive value has been demonstrated in 

practice? What are the instances of usability flaws (violations of those principles) 

known for this technology (usability mistakes not to make) and what are their 

consequences on the user and the work system? 

• The usability evaluation methods: which method(s) is (are) most suitable at each 

step of the design process and each type of technology? In which conditions of 

application are those methods the most efficient? Which combinations of methods 

have proven their value in practice? 

 

Even if the awareness of designers and researchers in health IT on the need for 

evidence is increasing, evidence-based usability is still at its infancy. Several steps 

must be completed and challenges must be overcome to achieve this evidence. 

4.2. Steps to get evidence-based usability 

The steps to get evidence-based usability are not fundamentally different from those in 

Health Informatics[30] but some specificities must be pointed out: 

• Perform high quality evaluations. The main stimulus for evidence is the result of 

usability and socio-technical evaluations of health IT: descriptions of usability 

flaws and of their consequences. To ensure the validity of those results, it is 

necessary to apply properly the right study design
4
 and evaluation method taking 

precautions against potential biases
5
.  
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• Report evaluations precisely and completely. The descriptions of the technology 

evaluated, of the context of evaluation, and of the evaluation method must be 

reported exhaustively along with the whole set of usability results to allow later 

meta-analyses.
6
  

• Identify and gather relevant high quality studies. Scientific publications must 

be considered. However, not all usability (and socio-technical) evaluations of 

health IT are published due to non-disclosure agreement and publication reporting 

biases. To improve the coverage of existing data, grey literature, users' feedbacks 

to manufacturers, and incidents reports databases (e.g. MAUDE [31]) should be 

examined too.
7
 Descriptions of incidents may provide information on the conse-

quences of usability flaws on the user and in terms of patient safety.  

• Extract relevant data. Data must be extracted in a standardized way. Data may be 

quantitative (e.g. number of errors) but, most of the time, they are qualitative (e.g. 

description of the usability flaws). For qualitative data, it is necessary to pay the 

greatest attention to the extraction process to ensure reproducibility. 

• Compare and synthesize publications' findings. Meta-analyses can be 

performed (e.g. by comparing the severity of usability flaws in different tools). To 

go a step further with qualitative data, qualitative comparison analyses should be 

used to identify the causal contribution of various conditions to an outcome of 

interest [32]: it allows establishing cause-consequences links between usability 

flaws, usage problems, and negative outcomes.  

• Learn lessons in terms of usability evidence. The evidence must present the 

value of usability methods and design principles, and the conditions of validity of 

the results. Since one learns better from one's mistake, the evidence of the negative 

impact of violating usability design principles (i.e. usability flaws) or not applying 

properly usability evaluation methods must be presented too. 

• Disseminate evidence-based usability knowledge. The evidence should be 

disseminated during the Health Informatics curriculum or through training of 

designers. Moreover, a database should be developed that would contain the 

formulation of the evidence along with the data supporting and contradicting it.
8
  

4.3. Challenges to overcome 

The road towards evidence-based usability is paved with challenges to be faced: 

• Uneven quality of evaluation. Despite good practices guidelines [33]
9
, manu-

facturers favour quick and dirty methods (e.g. questionnaire targeting perceived 

usability) over validated methods (e.g. usability test). Providing evidence on the 

value of validated usability methods will promote their use. 

• Poor reporting quality. Overall, usability studies on health IT are poorly reported 

[34] (e.g. not all usability issues are reported). Existing reporting guidelines [35]
10

 

do not completely fit the specificities of usability evaluations (e.g. no mention of 
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the iterative process). Guidelines dedicated to Human Factors and usability [36] 

should be used. Similarly, incident reports lack details and are therefore difficult to 

interpret. Incident reporting forms should be structured so that usability 

characteristics of the technology incriminated are described precisely. 

• Lack of taxonomy. Health IT lacks a recognized taxonomy. Consequently, labels 

of the technology evaluated may be subject to discussion (e.g. what does 

"medication-related CDSS" refer to: an alerting system, order sets, clinical 

reminders?). Therefore the scope of the evidence related to that technology may be 

confused. 

• Difficulties to identify usability studies. "Usability" and "Human Factors" are not 

MeSH terms. This issue may bias the identification of usability studies. Moreover, 

usability evaluations are often part of larger studies that mention seldom 

"Usability" in the title, the keywords, or the abstract. Authors should be 

encouraged to explicitly identify usability activities in their paper. 

• Distinguish the origin of usability issues. Usability issues may originate in 

features of the technology but also in the local setting of this technology. Telling 

this difference may be a difficult but is a crucial task in order not to attribute a 

usability issue to a feature of a product when it comes from its parameterization. 

Therefore, reports should highlight as far as possible the origin of the usability 

issues. 

• Difficulties to access manufacturers' databases. Manufacturers do not share 

users' feedbacks and results of homemade usability evaluations with Human 

Factors researchers. This policy prevents researchers from accessing and analyzing 

large valuable repositories. A win-win cooperation mode should be defined to 

encourage manufacturers to share those data with the Human Factors community. 

4.4. Examples for available evidence 

This section describes the few available examples for evidence both on design elements 

and on the usability evaluation methods.  

4.4.1. Evidence on design elements 

Several reviews aimed at identifying the positive and negative usability characteristics 

of a given health IT. Those reviews focused on CPOE [37], Electronic Medical 

Records [38], medication-related alerting systems [5] and M-health applications [39]. 

Those reviews are not equally useful. Only the first three ones matched the usability 

flaws they identified with usability design principles. The review on M-health 

applications defined a list of usability characteristics generic to mobile applications, not 

specific to a type of application; moreover, its results mixed usability flaws, usage 

problems and design principles. Therefore, it is not possible to build directly evidence 

on the design elements for a specific type of mobile applications. 

One example of a more structured review is [5] that identified the usability flaws 

of medication-related alerting systems and then complemented them (i) by an analysis 

of the consequences for the user and for the work system of those flaws [40] and (ii) by 

a matching with existing usability design principles [41]. Table 1 and Figure 2 present 

excerpts of the results from this review. Based on those results, a database could be 

provided to designers to make them aware (i) of the known usability mistakes and their 
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consequences to be prevented when designing a medication-related alerting system and 

(ii) of the existing usability design principles useful to prevent those mistakes. 

Table 1. Excerpts from the database of usability issues related to medication alerting system (details in [41]). 

 
Usability flaws Usage problems Negative outcomes Related Usability 

Design Principles 

#1 Compatibility, alert 

presentation issue:  

"CPOE provides feedback on 

drug allergies, but only after 

medications are ordered."[7] 

Behavioural issue: 

"Some house staff 

ignored allergy 

notices (…) and, most 

important, post hoc 

timing of allergy 

information." [7] 

Workflow issue: "House 

staff claimed post hoc alerts 

unintentionally encourage 

house staff to rely on 

pharmacists for drug 

allergy checks, implicitly 

shifting responsibility to 

pharmacists." [7] 

 

Fit the clinicians’ 

workflow.: 

Alert must be 

displayed at the 

appropriate time 

during the decision 

making. [42] 

#2 Insufficient guidance: 

"Physician (MD) orders [VA] 

aspirin - 162 mg. An order 

check [alert] appears. Says 

duplicate drug order. Non-VA 

ASPIRIN. [Alert] mentions 

325mg. MD is looking at it 

also and [appears] 

confused"[43] 

 

 

Behavioural issue: 

"MD clicks through 

[the alert] [accepts 

order]" [accepts 

without understanding 

the alert] [43] 

Patient safety issue:  

"MD goes back to the 

medication list. Aspirin is 

now listed both under VA 

list and non-VA medication 

list" [double order of 

aspirin] [43] 

Provide "means to 

advise, orient, 

inform, instruct, and 

guide the users 

throughout their 

interactions with a 

computer, including 

from a lexical point of 

view." [18] 

 

In summary, existing reviews may provide the basis for evidence for design 

elements of health IT but the work is still to be up-dated and completed. As for other 

potential sources of evidence, there is still no in-depth analysis of incident reports that 

identify the positive and negative usability characteristics of health IT. 

4.4.2. Evidence on usability evaluation methods 

Some publications systematically analyzed the usability methods used for health IT. 

Most of them draw a picture of the type of usability methods used to develop and 

evaluate health IT [34], according to the stage of the System Development Life Cycle 

and the type of technology evaluated [44], or for a specific type of technology 

("technology-based diabetes intervention platform" [45]). One specific study showed 

interest in the advantages and problems of usability evaluation methods applied to 

health collaborative systems [46]. Finally, the impact of usability evaluation and 

subsequent redesign on the task-completion time has also been evaluated [47]: the 

results of this review pointed towards a trend in improved task efficiency after 

modifications based on the results from usability evaluation. 

In summary, the evidence published on usability evaluation methods is still weak 

(mostly lists of methods used) and a long road still needs to be travelled to be able to 

know (i) amongst all the existing ways to instantiate a specific method, which one is 

the most efficient for a given technology at each specific step of the design process, and 

(ii) whether some methods (and combinations of methods) are best suitable for a given 

technology and for specific parts of the UCD than others. 
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Figure 2. Representation (I) of the types of usability flaws reported for medication alerting systems and of 

their consequences for the user (usage problems) and the work system (negative outcomes); and (II) of the 

main themes of usability design principles known for that technology (based on [41]). Dotted lines synthesize 

two instances of cause-consequences chains reported in the literature between usability flaws in the alerting 

system, usage problems experienced by the users and negative outcomes in the work system (cf. Table 1). 

5. Discussion 

In this contribution we elucidate on usability as a critical factor of success and safe use 

of health IT. The UCD approach should be applied to ensure easy-to-use, efficient, 

satisfying, and non error-prone technology. Currently, stakeholders in the application 

of UCD do not apply UCD for it to be efficient for each type of technology and at each 

step of the design process. Therefore it is still possible to apply UCD erroneously and 

design technologies that can induce use-errors due to low usability. Guidelines based 

on empirical evidence are thus needed to help designers or evaluators avoid design 

flaws by choosing appropriate usability design principles and (combinations of) 

usability evaluation methods which usefulness and efficiency have been proven 

empirically. 

Some attempts to get evidence-based usability knowledge exist. They proceed 

through systematic searching, critical appraisal and synthesis of the usability literature. 

Even if those attempts are limited, they are nonetheless valuable and provide the first 
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alerts, alerts’ ignorance, 

workarounds, blind adherence, 

users lost.  

Cognition: missed 

information, increased 

memory load, difficulties to 

understand/identify alerts, 

misinterpretation, interruption

Emotion: irritation, 

frustration, stress, cynicism

Attitude: questioning 

behaviour/validity/usefulness 

of alerts, alert fatigue, negative 

feeling

Workflow: 

communication 

disrupted, alert’s 

responsibility shifted

Technology 

effectiveness: non 

achievement of the 

expected value

Medication 

management 

process: clinicians’ 

work slowed down

Patient safety: 

quality of care 

decreased, patient’s 

endangered

Systematic review: 26 publications included

Targeted review: 8 

publications included

63 Usability design principles
Gathered in 6 themes

182 links known

53 links known

1
1

2

2

1. Improve the signal-to-noise ratio

2. Fit the clinicians’ workflow. Make it a clinician’s partner!

3. Support the collaborative work. Make it a team player!

4. Display relevant information

5. Make the system transparent for the user

6. Provide useful tools

I

II
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steps towards evidence-based usability practice. However, the road towards evidence-

based usability is full of pitfalls. Measures must be adopted to help search for evidence.  

Developing evidence-based usability knowledge is not an end in itself. It is 

necessary to make it available to designers and evaluators to ultimately improve health 

IT usability and to avoid usability-induced use errors, and thus to protect patients, users, 

and organisations. Thereupon, several questions must still be discussed: for instance, to 

whom precisely must the evidence be provided? Under which format? When in the 

project time-line? How generic or technology- or context-specific should the evidence 

be? The challenges to get evidence and the questions to discuss cannot be overcome 

and answered by individuals. Achieving and spreading evidence require the active 

involvement of the whole Human Factors and usability community in Health 

Informatics along with the support of manufacturers. 

Recommended further readings 

1. B. Séroussi, M.-C. Jaulent, C.U. Lehmann, editors, Yearbook of medical 

informatics 2013: Evidence-based health informatics, Stuttgart, Schattauer, 2013. 

2. G. Salvendy, editor, Handbook of Human Factors and Ergonomics, 4th ed., John 

Wiley and Sons, Hoboken, New Jersey, 2012.  

3. P. Carayon, editor, Handbook of Human Factors and Ergonomics in Health Care 

and Patient Safety, 2d ed., CRC Press, Boca Raton, Florida, 2012. 

4. M. B. Weinger, M. E. Wiklund, D. J. Gardner-Bonneau, editors, Handbook of 

Human Factors in Medical Device Design, CRC Press, Boca Raton, Florida, 2010. 

Food for thought 

1. Should formative and summative evaluations results be considered equally when 

searching for evidence on Human Factors and usability? 

2. How do in-lab and field studies differ in providing sight on usability knowledge?  

3. What metrics would ensure that usability actually improves or reduces the safety 

and the beneficial effect of a health technology? 

4. What policy and institutional processes should become normative requirements to 

ensure that systems are developed in user-friendly formats? 

References 

[1] British Standards Institution (BSI), The growing role of human factors and usability engineering for 

medical devices, white paper, http://www.bsigroup.com/en-GB/medical-devices/resources/ 

whitepapers, last access 11 February 2016.  

[2] Human Factors and Ergonomics Society, Definitions of Human Factors and Ergonomics, 

http://www.hfes.org/Web/EducationalResources/HFEdefinitionsmain.html, last access 11 February 

2016. 

[3] P. Carayon, H.A. Schoofs, B.T. Karsh, A.P. Gurses, C.J. Alvarado, M. Smith, et al., Work system 

design for patient safety: the SEIPS model, Qual Saf Health Care 15 Suppl 1 (2006), i50-i58. 

[4] International Standardization Organization, Ergonomics of human system interaction - Part 210: 

Human centered design for interactive systems (Rep N°9241-210), Geneva, International 

Standardization Organization, 2010. 

R. Marcilly et al. / From Usability Engineering to Evidence-Based Usability in Health IT136



 

 

[5] R. Marcilly, E. Ammenwerth, F. Vasseur, E. Roehrer, M.C. Beuscart-Zephir, Usability flaws of 

medication-related alerting functions: A systematic qualitative review, J Biomed Inform 55 (2015), 

260-71. 

[6] Institute of Medicine (IOM), Health IT and patient safety: building safer systems for better care, The 

National Academies Press, Washington DC, 2012. 

[7] R. Koppel, J.P. Metlay, A. Cohen, B. Abaluck, A.R. Localio, S.E. Kimmel, et al., Role of 

computerized physician order entry systems in facilitating medication errors, JAMA 293(10) (2005), 

1197-203. 

[8] D.F. Sittig, A socio-technical model of health information technology-related e-iatrogenesis, AMIA 

Annu Symp Proc 2008, pp. 1209-10. 

[9] D. Ash, Lessons from Epinal, Clin Oncol (R Coll Radiol ) 19(8) (2007), 614-5. 

[10] M. Grissinger, Pen Injector Technology Is Not without 'Impending' Risks, Pharmacy and Therapeutics 

35 (2010), 245-66. 

[11] J.K. Fakler, Y. Robinson, C.E. Heyde, T. John, Errors in handling and manufacturing of orthopaedic 

implants: the tip of the iceberg of an unrecognized system problem? Patient Saf Surg 1(1) (2007), 5. 

[12] European Parliament Council, Council Directive 2007/47/EC, http://eur-

lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2007:247:0021:0055:en:PDF, last access 11 

February 2016. 

[13] International Electrotechnical Commision, Medical devices - Application of usability engineering to 

medical devices (Rep N° 62366), Geneva, International Electrotechnical Commision, 2007. 

[14] HIMSS UsabilityTask Force, Promoting Usability in Health Organizations: Initial Steps and Progress 

Toward a Healthcare Usability Maturity Model, Healthcare Information and Management Systems 

Society, 2011.  

[15] L. Watbled, M.C. Beuscart-Zephir, S. Guerlinger, L. Douze, E. Lepage, S.J. Darmoni, et al., Work 

System Characteristics Impacting the Performance and Quality of the Discharge Letter Process, Stud 

Health Technol Inform 218(2015), 145-50. 

[16] J. van der Peijl, J. Klein, C. Grass, A. Freudenthal, Design for risk control: the role of usability 

engineering in the management of use-related risks, J Biomed Inform 45(4) (2012), 795-812. 

[17] K.J. Vicente, Cognitive work analysis, Lawrence Erlbaum Associates, Mahwah, NJ, 1999. 

[18] D.L. Scapin, J.M.C. Bastien, Ergonomic criteria for evaluating the ergonomic quality of interactive 

systems, Behaviour and Information Technology 6(4-5) (1997), 220-31. 

[19] M. Zachariah, S. Phansalkar, H.M. Seidling, P.M. Neri, K.M. Cresswell, J. Duke, et al., Development 

and preliminary evidence for the validity of an instrument assessing implementation of human-factors 

principles in medication-related decision-support systems – I-MeDeSA, J Am Med Inform Assoc 18 

Suppl 1 (2011), i62-i72. 

[20] A.L. Russ, A.J. Zillich, B.L. Melton, S.A. Russell, S. Chen, J.R. Spina, et al., Applying human factors 

principles to alert design increases efficiency and reduces prescribing errors in a scenario-based 

simulation, J Am Med Inform Assoc 21(e2) (2014), e287-e296. 

[21] J. Horsky, D.R. Kaufman, V.L. Patel, Computer-based drug ordering: evaluation of interaction with a 

decision-support system, Stud Health Technol Inform 107(Pt 2) (2004), 1063-7. 

[22] J.M. Bastien, Usability testing: a review of some methodological and technical aspects of the method, 

Int J Med Inform 79(4) (2010), e18-e23. 

[23] L.W. Peute, N.F. de Keizer, M.W. Jaspers, The value of Retrospective and Concurrent Think Aloud in 

formative usability testing of a physician data query tool, J Biomed Inform 55 (2015), 1-10. 

[24] A. Eghdam, J. Forsman, M. Falkenhav, M. Lind, S. Koch, Combining usability testing with eye-

tracking technology: evaluation of a visualization support for antibiotic use in intensive care, Stud 

Health Technol Inform 169 (2011), 945-9. 

[25] M. Wiklund, J. Kendler, A.Y. Strochlic, Usability testing of medical devices, CRC press, 2010. 

[26] M.W. Jaspers, A comparison of usability methods for testing interactive health technologies: methodo-

logical aspects and empirical evidence, Int J Med Inform 78(5) (2009), 340-53. 

[27] M.F. Walji, E. Kalenderian, M. Piotrowski, D. Tran, K.K. Kookal, O. Tokede, et al., Are three 

methods better than one? A comparative assessment of usability evaluation methods in an HER, Int J 

Med Inform 83(5) (2014), 361-7. 

[28] Y.Y. Han, J.A. Carcillo, S.T. Venkataraman, R.S. Clark, R.S. Watson, T.C. Nguyen, et al., 

Unexpected increased mortality after implementation of a commercially sold computerized physician 

order entry system, Pediatrics 116(6) (2005), 1506-12. 

[29] R. Marcilly, L.W. Peute, M.C. Beuscart-Zephir, M.W. Jaspers, Towards Evidence Based Usability in 

Health Informatics? Stud Health Technol Inform 218 (2015), 55-60. 

[30] E. Ammenwerth, Evidence-based Health Informatics: How Do We Know What We Know? Methods 

Inf Med 54(4) (2015), 298-307. 

R. Marcilly et al. / From Usability Engineering to Evidence-Based Usability in Health IT 137



 

 

[31] U.S.Food and Drug Administation (FDA), MAUDE - Manufacturer and User Facility Device, 

https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfmaude/search.cfm, last access 11 February 2016. 

[32] B. Rihoux, Qualitative Comparative Analysis (QCA) and Related Systematic Comparative Methods: 

Recent Advances and Remaining Challenges for Social Science Research, International Sociology 

21(2) (2006), 679-706. 

[33] P. Nykänen, J. Brender, J. Talmon, N. de Keizer, M. Rigby, M.C. Beuscart-Zephir, et al., Guideline 

for good evaluation practice in health informatics (GEP-HI), Int J Med Inform 80(12) (2011), 815-27. 

[34] L.W. Peute, R. Spithoven, P.J. Bakker, M.W. Jaspers, Usability studies on interactive health 

information systems; where do we stand? Stud Health Technol Inform 136 (2008), 327-32. 

[35] J. Talmon, E. Ammenwerth, J. Brender, N. de Keizer, P. Nykanen, M. Rigby, STARE-HI -statement 

on reporting of evaluation studies in health informatics, Yearb Med Inform (2009), 23-31. 

[36] L.W. Peute, K.F. Driest, R. Marcilly, S. Bras Da Costa, M.C. Beuscart-Zephir, M.W. Jaspers, A 

Framework for reporting on Human Factor/Usability studies of Health Information Technologies, Stud 

Health Technol Inform 194 (2013), 54-60. 

[37] R. Khajouei, M.W. Jaspers, The impact of CPOE medication systems' design aspects on usability, 

workflow and medication orders: a systematic review, Methods Inf Med 49(1) (2010), 3-19. 

[38] M. Zahaby, D.B. Kaber, M. Swangnetr, Usability and Safety in Electronic Medical Records Interface 

Design. A Review of Recent Literature and Guideline Formulation, Human Factors 57(5) (2015), 805-

834. 

[39] B.C. Zapata, J.L. Fernandez-Aleman, A. Idri, A. Toval, Empirical studies on usability of mHealth 

apps: a systematic literature review, J Med Syst 39(2) (2015), 1. 

[40] R. Marcilly, E. Ammenwerth, E. Roehrer, S. Pelayo, F. Vasseur, M.C. Beuscart-Zephir, Usability 

Flaws in Medication Alerting Systems: Impact on Usage and Work System, Yearb Med Inform 10(1) 

(2015), 55-67. 

[41] R. Marcilly, Towards a usability knowledge base to support health information technology design and 

evaluation: application to medication alerting systems, PhD thesis, Lille 2 University, 2014. 

[42] J. Horsky, G.D. Schiff, D. Johnston, L. Mercincavage, D. Bell, B. Middleton, Interface design 

principles for usable decision support: a targeted review of best practices for clinical prescribing 

interventions, J Biomed Inform 45(6) (2012), 1202-16. 

[43] A.L. Russ, A.J. Zillich, M.S. McManus, B.N. Doebbeling, J.J. Saleem, Prescribers' interactions with 

medication alerts at the point of prescribing: A multi-method, in situ investigation of the human-

computer interaction, Int J Med Inform 81(4) (2012), 232-43. 

[44] P.Y. Yen, S. Bakken, Review of health information technology usability study methodologies, J Am 

Med Inform Assoc 19(3) (2012), 413-22. 

[45] C.R. Lyles, U. Sarkar, C.Y. Osborn, Getting a technology-based diabetes intervention ready for prime 

time: a review of usability testing studies, Curr Diab Rep 14(10) (2014), 534. 

[46] L. Pereira de Araujo, M.M. Mattos, A systematic literature review of evaluation methods for health 

collaborative systems, in: Proceedings of the IEEE 18th International Conference on Computer 

Supported Cooperative Work in Design, 2014. pp. 366-9. 

[47] J. Wills, K. Hurley, Testing usability and measuring task-completion time in hospital-based health 

information systems: a systematic review, in: Proceedings of the 28th IEEE Canadian conference on 

electrical and computer engineering (CCECE), 2012. pp. 1 - 4.  

 

R. Marcilly et al. / From Usability Engineering to Evidence-Based Usability in Health IT138


