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Abstract 

In this work a numerical methodology to solve the steady state Population Balance Equation (PBE) 

is developed. Three crystallisation mechanisms are included, namely:  nucleation, size-independent 

growth and size-dependent loose agglomeration. The numerical method is based on the discretisation 

of the crystal size as distributed variable. In order to describe the loose agglomeration, the numerical 

methodology solves two PBE: one including the nucleation and growth mechanisms and one accounting 

for the agglomeration process. From the first PBE, liquid phase composition, supersaturation, developed 

crystal surface and Crystallite Size Distribution (CSD) are obtained. Similarly, the second PBE leads to 

the Agglomerate Size Distribution (ASD). The study of the size-dependant agglomeration kernel induces 

an additional numerical difficulty due to the dependency of both PBE and agglomeration kernel on the 

particle size. An accelerated fixed point algorithm based on the crossed secant method is adapted to 

overcome the difficulty and accurately solve the agglomeration PBE. The oxalic precipitation of uranium 

is simulated using this numerical methodology. First, the experimental results of a reference case are 

compared with the numerical predictions in terms of particle size distribution, mean size, mass fraction 

and moments. Then, the operating conditions are varied in order to test the algorithm robustness and 

performances. In all cases, the crossed secant method ensures the size-dependent agglomeration PBE 

solution and properly predicts the ASD. The developed numerical methodology predicts the mean 

particle size under the experimental uncertainty in a reasonable computation time and number of 

iterations.  
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1. Introduction 

 

The particle size distribution (PSD) is known as one of the main design specifications and process 

constraints in the industrial precipitation operations [1]. Indeed, the PSD obtained in the precipitation 

step defines the nature of the downstream unit operations (filtration, drying, calcination), the geometry 

of the associated apparatus and the performance of the whole solid treatment processes.  Since the last 

century, the Population Balance Equation (PBE) has demonstrated to be an efficient numerical tool for 

the PSD prediction. The PBE, in its general form, is a partial differential equation (PDE) for which 

analytical solutions exist for a reduced number of cases only. Practically, numerical methods are 

commonly used for the solution of this equation. Despite the fact that different PBE numerical solution 

strategies are reported in the literature in the two last decades [1]–[4], efforts are still made for the 

development of efficient and accurate numerical formulations with reduced computational times. These 

aspects are ubiquitous for the elaboration of digital twins or the synthesis of real-time soft sensors for 

process control purposes for instance [5]. From a purely mathematical point of view, the difficulty to 

solve the PBE arises from:  

• The different crystallization mechanisms accounted for: The complexity of the system of 

equations increases with the number of processes modifying the PSD. 

• The form of the kinetic equations describing the crystallization mechanisms: in most cases, the 

relationship between the supersaturation and CSD are described by highly nonlinear equations 

(e.g. exponential function). 

• The nature of the crystallization mechanisms: crystal growth and agglomeration can be size-

dependent or independent. This condition defines whether the kinetics equations include or not 

the crystal size as input and output information simultaneously. 

 

The general form of the steady state PBE in the case of a mixed suspension, mixed product removal 

(MSMPR) reactor when the crystal size is taken as a unique internal variable is given as [6]: 

𝜕(𝐺𝑛(𝐿))

𝜕𝐿
+ 𝐷(𝐿) − 𝐵(𝐿) +∑

𝐹𝑖𝑛𝑖(𝐿)

𝑉

𝑀

𝑖=1

= 0                                                (1) 

where 𝐺 is the crystals growth rate (m.s-1) , 𝐿 is the crystal size (m), 𝑛𝑖 is the number-based density 

function (m-4) associated to the volume-based flowrate 𝐹𝑖 (m3.s-1), 𝑛 is the number-based density 

function (m-4) of the particles inside the stirred tank, 𝑉 is the total volume of the suspension in the reactor 

(disperse and continuous phases) (m3), 𝑀 is the total number of streams, and 𝐵(𝐿) and 𝐷(𝐿) are the 

birth and death terms respectively, related to the appearance and disappearance of particles in the 

system (through nucleation, aggregation and breakage mechanisms). Hereafter, the PSD dependence 

over the size will be obviated in order to simplify equations formulation (𝑛 = 𝑛(𝐿)). 

 

The precipitation concerned in this work is described by three crystallization elementary mechanisms: 

nucleation, crystal growth and loose agglomeration. The last one makes possible the simulation of the 

MSMPR by the solution of two PBE sequentially: the first one accounts for the nucleation and growth 

phenomena and the second one is dedicated to crystals agglomeration [7], [8]. In the scope of this work, 



the crystal growth is considered as size-independent, whereas the agglomeration is defined as 

orthokinetic and size-dependent. Lallemand et al. (2012) described this agglomeration process by a 

shear-induced agglomeration kernel [7]: 

𝛽 = 𝐾𝑎 (𝐿 + 𝜆)
3                                                                               (2) 

where 𝛽 represents the agglomeration kernel (m3.s-1), 𝐿  and 𝜆 refer to the particle size of the mother 

particles (m) and 𝐾𝑎 a constant defined by thermodynamics and operating conditions.  

 

The study of a size-dependent agglomeration kernel in the context of a MSMPR crystallizer introduces 

an additional dependency between the input and output variables concerned in the PBE: the 

agglomeration rate depends on the size of the mother particles (Equation (2)) which is itself defined by 

the solution of the PBE (Equation (1)). The PBE to be solved becomes even more nonlinear. For this 

reason, the numerical studies related to the orthokinetic agglomeration usually obviate the size 

dependency in the agglomeration kernel [9]–[11]. Additionally, the PBE at the steady state to directly 

simulate a continuous process is rarely addressed in the literature so far [12]. When treated, the kinetics 

of the crystallization mechanisms are often simplified in order to achieve acceptable computing times. 

 

A numerical method to predict the size distribution of a shear-controlled flocculation process was first 

proposed by Koh et al. (1987) [13]. The authors developed a discretization method including only 21 

geometrically distributed nodes. An orthokinetic agglomeration kernel varying with the size of the mother 

particles is considered but the PBE is formulated to be time-dependent. Later, Balakin et al. (2009) 

investigated the solution of the population balance equation including nucleation, growth, agglomeration 

and breakage in the context of hydrates formation within the hydrodynamic conditions determined by 

the recirculating system with a turbulent slurry pipe flow [14]. An orthokinetic agglomeration kernel is 

included in the model, however it was simplified to be independent of the particle size. The PBE is solved 

by tracking the time evolution of the first four moments of the PSD. It is worth noticing that, when using 

this specific solution methodology, a reconstruction method is necessary in order to compute the entire 

PSD from a reduced number of its moments [15].  

 

Wang et al. (2005) proposed a quadrature method of moments coupled with Computational Fluid 

Dynamics (CFD) simulations in order to determine the mean particle size of latex spheres undergoing a 

laminar Taylor–Couette flow [16]. As main result, it was possible to establish a mathematical expression 

describing the relationship between shear rate, initial particle size and final mean size. Again, the 

transient PBE is solved and a reconstruction method is needed in order to describe precisely the entire 

PSD. 

 

Hollander et al. (2001) investigated the influence of the distributed shear rate on the orthokinetic 

agglomeration [10]. For this purpose, numerical studies and experiments were carried out at several 

volumes of a stirred tank. Both hydrodynamics and population balance equations are solved 

simultaneously using a Monte Carlo method for the PBE. The initial quantity of particles and the number 

of nodes in the discretization scheme remain a drawback to this method in terms of computational 

efforts. In a second work, Hollander et al. (2001) proposed a numerical study on the coupling of 



hydrodynamics and orthokinetic agglomeration [11]. Two flow patterns are studied: a turbulent channel 

flow and a stirred tank. Initially, a Monte Carlo-based simulation was introduced to integrate local 

population balances within time. However, when the simulation of a stirred tank is treated, an analytical 

solution based on a size-independent agglomeration kernel was preferred. The authors described the 

methodology as a promising alternative to reduce the computing time, however the mathematical 

expression of both hydrodynamics and population balance equations are simplified in order to limit the 

computational time.  

 

More recently, Ochi et al. (2021) investigated the agglomeration process of polystyrene particles in a 

stirred tank and solved the related transient PBE [9]. Since their work is focused on establishing a 

relationship between the shear history and the local residence time of the particles, only two sizes of 

particles were considered in the suspension by simplifying the bimodal distribution. As a perspective, 

the authors underline the need of developing a PBE solution algorithm considering not only the mean 

particle size but the entire PSD. 

 

At a more local scale, the recent works of Frungieri et al. (2020, 2021) are focused on the shear-induced 

aggregation/breakage of dilute colloidal suspensions [17], [18]. These pure numerical studies are based 

on a mixed stochastic (Monte Carlo) and deterministic (Discrete Element Method) approaches to 

investigate aggregation/breakage kinetics and cluster structure. Although such studies are important to 

bring preliminary information on the dynamic evolution of the PSD, they lack experimental validation at 

large scale and are known to be numerically expensive. 

 

Even if the orthokinetic agglomeration is a well-known phenomenon, the solution of the PBE including 

a size-dependent agglomeration remains challenging. The computational resources required to solve 

the mathematical problem defined by coupling mass balances and size-dependent PBE still remain 

restrictive in the development of efficient modelling strategies. Furthermore, to the best of our 

knowledge, no attempt to solve the steady state PBE including a size-dependent agglomeration kernel 

is reported in literature.  

 

As an additional constraint to the PBE solution methods, the crystallization phenomena and the 

hydrodynamics prevailing in the precipitator are closely related. Indeed, the micro and macro mixing 

patterns define the concentration gradients and the local supersaturation, the mass transfer between 

the solution and the crystals and the collision and fragmentation rates of the particles. In order to model 

the crystallization operations and simulate the outlet PSD, the numerical solution methods of the PBE 

need to be suitable for coupling with any hydrodynamic model or with Computational Fluid Dynamics 

(CFD). 

 

The purpose of this work is to develop a methodology for the prediction of the PSD obtained in a steady 

state MSMPR undergoing nucleation, growth and loose agglomeration. Its novelty relies on the solution 

of the steady state PBE in the case of a size-dependent agglomeration process. Additionally, the 



developed methodology needs to be numerically efficient to guarantee a robust numerical solution of 

the PBE, to enable the PBE to be implemented in a multi-compartmental model representing the 

hydrodynamics of a real reactor.  

 

In a previous work  [8], a methodology to solve the steady state PBE including nucleation, growth and 

loose size-independent agglomeration was introduced and validated. The agglomeration PBE was 

solved by an accelerated fixed-point method. The validation of the numerical approach was carried out 

considering the precipitation of neodymium oxalate. In such case, the agglomeration process was 

described by a constant agglomeration kernel [7]. In the present work, the same methodology is 

extended to the simulation of a size-dependent agglomeration process (equation (2)). The case study 

is defined by the oxalic precipitation of uranium in a MSMPR following the reaction: 

               𝑈(𝑁𝑂3)4 + 2𝐻2𝐶2𝑂4
𝐻2𝑂
→  𝑈(𝐶2𝑂4)2, 6𝐻2𝑂 + 4𝐻𝑁𝑂3                                           (3) 

 

In the nuclear industry, this reaction is widely used as the main conversion and purification stage leading 

to the production of an actinide rich powder from a multicomponent solution. The characteristic time of 

the reaction is fast enough in comparison to the crystallization time scale, the influence of the reaction 

kinetics on the whole process is then neglected. In this case the agglomeration kernel is size-dependant, 

which challenges the numerical method and requires modifications specifically in the convergence 

criterion. 

 

The structure of this paper is as follows: in Section 2, the numerical methodology for solving the PBE is 

summed up, describing the accelerated fixed point algorithm to solve the size-dependent agglomeration 

PBE at steady state. An appropriate convergence criterion is introduced in order to determine accurately 

the convergence in terms of the PSD. In Section 3, simulation predictions are compared to experimental 

results, first by comparison to a reference case and then against a range of experimental data by 

modifying the initial concentration of reactants and the stirring rate. Finally, some concluding remarks 

and perspectives are pointed out.  

2. Modelling strategy 

 

Uranium oxalate crystals have been identified as loose (open) agglomerates according to microscopic 

observations: the crystal surface area is the same at any stage of the agglomeration process [7]. Thus, 

the surface available to mass transfer between the liquid and the solid phases is defined by the 

crystallites (monoparticles), independently of the agglomeration process. Consequently, the 

agglomeration process does not modify the concentrations of the liquid phase, but only the particles 

shape and volume [7]. Thus, only the nucleation and growth phenomena contribute to the mass transfer 

between the solid and the liquid phases. Considering this, the steady state PBE (Equation (1)) solution 

is performed by describing the whole precipitation process through two distinct PBEs solved 

successively. The first one accounts for nucleation and growth mechanisms, and the second one 

considers the crystallites agglomeration only, using the CSD obtained as a result of the first PBE.  



 

The precipitation concerned in this work takes place in a MSMPR operating at the steady state. Several 

inlet flows (𝐹𝑖)𝑖=1
𝑀−1 are considered and one single exit flow (𝐹𝑀). The mean residence time is thus defined 

as 𝜏 =
𝑉

𝐹𝑀
   with the outgoing flow rate 𝐹𝑀 = ∑ 𝐹𝑖

𝑀−1
𝑖=1 . The equation (1) including all the crystallization 

mechanisms (nucleation, growth and agglomeration) can be expressed as a combination of two different 

PBEs as explained earlier. The first one described by Equation (4) accounts for the nucleation and size-

independent growth phenomena and determines the total developed surface of the crystals. 

 

𝐺
𝑑𝑛𝑜𝑢𝑡,1
𝑑𝐿

+
𝑛𝑜𝑢𝑡,1
𝜏

−

∑ 𝐹𝑖 𝑛𝑖
𝑀−1
𝑖=1

𝐹𝑀
𝜏 

= 𝑟𝑁 · 𝛿(𝐿 − 𝐿
∗)                                                (4)      

 

where 𝛿 is the Dirac delta function, 𝐿∗ the nucleus size (m), 𝑟𝑁 (m-3.s-1) the nucleation rate, and 𝑛𝑜𝑢𝑡,1 

the number-based density associated to the output stream (CSD). 

 

Then, the second PBE includes the agglomeration process only and determines the final PSD, as given 

in Equation (5): 

𝑛𝑜𝑢𝑡,2 −
∑ 𝐹𝑖  𝑛𝑖
𝑀−1
𝑖=1

𝐹𝑀
 

𝜏

=
𝐿2

2
∫
𝛽 ((𝐿3 − 𝜆3)1 3⁄ , 𝜆) 𝑛𝑜𝑢𝑡,2 ((𝐿

3 − 𝜆3)1 3⁄ )𝑛𝑜𝑢𝑡,2(𝜆) 𝑑𝜆

(𝐿3 − 𝜆3)2 3⁄

𝐿

0

− 𝑛𝑜𝑢𝑡,2(𝐿)∫ 𝛽(𝐿, 𝜆) 𝑛𝑜𝑢𝑡,2(𝜆)𝑑𝜆
∞

0

  (5) 

where 𝛽 is the agglomeration kernel (m3.s-1) and 𝑛𝑜𝑢𝑡,2 represents the agglomerates size distribution. 

 

The simulation of the entire precipitation operation is achieved by solving both PBEs sequentially: the 

CSD obtained from Equation (4), called 𝑛𝑜𝑢𝑡,1, constitutes an input information to solve the second PBE 

(equation (5)). Additionally, by coupling the mass balance and nucleation-growth PBE, it is possible to 

predict the liquid phase composition and the crystallite size distribution. The final PSD (i.e. the 

agglomerates size distribution) leaving the MSMPR (𝑛𝑜𝑢𝑡,2) is determined by the agglomeration PBE. 

Previously, a similar methodology was implemented in order to determine the neodymium oxalate size-

independent agglomeration kernel [7] and to model the neodymium oxalate precipitation in a MSMPR 

[8]. 

 

2.1. Nucleation and growth PBE solution 

Equation (4) is an ordinary differential equation which can be easily solved when the inlet population 

(𝑛𝑖) and the nucleation and growth rates are known. In this case, it is solved simultaneously with the 

mass balance by a minimisation iterative gradient-based method (Sequential Quadratic Programming 

method). The objective function aims to converge to a limit reactant concentration in solution satisfying 

both the PBE and the mass balances. The stopping criterion is determined by the relative difference 

between the concentration calculated at two successive iterations.  



 

2.2. Fixed-point agglomeration PBE solution 

 

The agglomeration PBE is also solved by a discretization method. Kumar and Ramkrishna (1996) [19] 

formulated the agglomeration rate (right side of equation (5)) under its discretized form as: 

𝑟𝐴𝑔(𝐿𝑘 ) = ∑ [(1 −
1

2
𝛿𝑝,𝑞) 𝜂 𝛽(𝐿𝑝, 𝐿𝑞)   𝑁𝑜𝑢𝑡,2(𝐿𝑝)𝑁𝑜𝑢𝑡,2(𝐿𝑞)  ] 

𝑝=𝐾

𝑝,𝑞=1
𝑝≥𝑞
 

−  𝑁𝑜𝑢𝑡,2(𝐿𝑘) ∑  𝛽(𝐿𝑘 , 𝐿𝑟) 

𝐾

𝑟=1

𝑁𝑜𝑢𝑡,2(𝐿𝑟)       (6) 

with 𝑟𝐴𝑔(𝐿𝑘 ) the agglomeration rate (m-3s-1) and 𝐾 the number of the discretisation nodes. Under the 

following conditions: 

𝐿 = (𝐿𝑝
3 + 𝐿𝑞

3)
1 3⁄
,   𝐿𝑘−1 ≤ 𝐿 ≤ 𝐿𝑘+1                                                        (7) 

𝜂 =

{
 
 

 
 
𝐿𝑘+1
3 − 𝐿3

𝐿𝑘+1
3 − 𝐿𝑘

3 ,   𝐿𝑘 ≤ 𝐿 ≤ 𝐿𝑘+1

𝐿3 − 𝐿𝑘−1
3

𝐿𝑘
3 − 𝐿𝑘−1

3 ,  𝐿𝑘−1 ≤ 𝐿 ≤ 𝐿𝑘

                                                             (8)  

where  𝛿𝑝,𝑞 is defined as the Kronecker delta function, 𝑁2,𝑜𝑢𝑡(𝐿𝑘)  represents the total number of particles 

in the kth size range (class). The weight coefficient 𝜂 ensures the conservation of two properties: number 

and mass after the numerical transformation from the original agglomeration PBE (equation (5)) to the 

discretized agglomeration PBE (equation (6)).  

 

In the agglomeration problem, the unknown variable is defined as  𝑁2,𝑜𝑢𝑡(𝐿𝑘)𝑘=1
𝐾 = 𝑵 which refers to the 

vector resulting from the discretization of the number-based PSD over the particle size (𝐿𝑘)𝑘=1
𝐾 . By 

defining the inlet population (before agglomeration process) as  𝑵𝑖𝑛 = 𝑁𝑖𝑛(𝐿𝑘
 )𝑘=1
𝐾 =

∑ 𝐹𝑖 𝑁𝑖(𝐿𝑘
 )𝑘=1
𝐾𝑀−1

𝑖=1

𝐹𝑜𝑢𝑡
, 

equation (6)  can be reformulated as a fixed point problem: 

𝑵 = 𝒇(𝑵 ) = 𝑵𝑖𝑛 + 𝜏 𝒓𝑨𝒈(𝑵
 )                                                         (9)  

where the function 𝑓(𝑵) represents the agglomeration PBE under its vector form. 

 

Fixed point problems are often solved by fixed point iterations, also called Picard iterations: 

𝑵𝑗 = 𝒇(𝑵𝑗−1) =  𝑵𝑖𝑛 + 𝜏 𝒓𝑨𝒈(𝑵
𝑗−1 )                                                             (10) 

It is possible to apply an acceleration method in order to improve the convergence and robustness of 

the fixed point algorithm. This consists in substituting the current fixed point value (𝒇(𝑵𝑗−1)), by an 

accelerated iterate [20]. In general, it is defined as a function of the previous accelerated and standard 

iterates [21].  

 

The crossed secant method was previously demonstrated to be efficient enough to solve the size-

independent agglomeration PBE [8]. In this case, the iterates 𝑵 
𝑗 are defined as: 

𝑵 
𝑗 = 𝒇(𝑵𝑗−1) −

(𝒇(𝑵𝑗−1) − 𝒇(𝑵𝑗−2)) ∙ (∆𝑵𝑗−1 − ∆𝑵𝑗−2)

‖∆𝑵𝑗−1 − ∆𝑵𝑗−2‖2
 ∆𝑵𝑗−1                                    (11) 



where 𝑗 represents the iteration index, ||.|| the Euclidean norm and ∆𝑵𝑗 = 𝒇(𝑵𝑗) − 𝑵𝑗. The same method 

is implemented in this work to solve the size-dependent agglomeration PBE, such as in the context of 

the uranium precipitation. 

 

2.3.  Fixed point convergence criterion 

 

In precipitation models, the PSD takes values close to zero in the regions corresponding to very small 

and large sizes. In contrast, the same PSD is commonly several orders of magnitude above near to the 

peak region. As the objective variable (𝑵) of the fixed point problem varies over several orders of 

magnitude (between 0 and 1015 in the case of the uranium oxalate), a mixed convergence criterion  [22] 

is first proposed as in [9]: 

| 𝑓𝑘(𝑵 
𝑗) − 𝑁𝑘

𝑗
| <  𝜀𝑟 |𝑁𝑘

𝑗
|  + 𝜀𝑎,   ∀𝑘                                              (12) 

 

where the index 𝑘 refers to the 𝑘𝑡ℎ component of the vector. This criterion has to be evaluated before 

applying (or not in case of convergence) the acceleration method. The accelerated iterate will be used 

as input for the next iteration. In practice, it is common to represent equation (12) as a boolean:  

max(𝐤)  (|𝑓𝑘(𝑵 
𝑗) − 𝑁𝑘

𝑗
| − 𝜀𝑟 |𝑁𝑘

𝑗
| − 𝜀𝑎) < 0                                                   (13) 

 

Through Equation (12), the fixed point convergence is reached when the fixed point residual is less than 

the total of the tolerances. The convergence test includes two tolerance constants: the relative tolerance 

𝜀𝑟 and the absolute tolerance 𝜀𝑎. This convergence criterion turns automatically from a relative error to 

an absolute error when |𝑁𝑘
𝑗
| becomes small enough. Hence it enables to deal in a unique criterion with 

high values of 𝑁 components (for which the relative precision is recommended) and small values of 𝑁 

components (where absolute tolerance is required). 

 

The application of Equation (12) as convergence criterion is constrained to the fact that close to 

convergence, the objective function (𝑓 (𝑵 
 )) does not deviate too much from the fixed point and remains 

reliable. In the case of the orthokinetic size-dependent kernel treated in this work, the range of validity 

of the objective function may be compromised especially for large particle sizes (see Section 3.1 for a 

detailed numerical analysis). For this reason, a stopping criterion based on the accelerated iterates is 

preferred: 

max(𝐤)  (|𝑁𝑘
𝑗+1
− 𝑁𝑘

𝑗
| − 𝜀𝑟 |𝑁𝑘

𝑗
| − 𝜀𝑎) < 0                                                   (14) 

 

This stopping criterion consists in checking the convergence of the accelerated sequence and returns 

to Equation (13) in case of standard fixed point iteration (cf. Equation (10)). 

 

In the case of size-dependent agglomeration, the absolute tolerance is reformulated in order to fit the 

variation of the agglomeration kernel over the size range:  



𝜀𝑎 =
max(k)(𝑵𝑖𝑛) 𝑡′

𝜀′𝑎
 

                                                                                  (15) 

where 𝜀′𝑎
  is a constant associated to the absolute tolerance and 𝑡′ the dimensionless agglomeration 

time, defined by [23]: 

𝑡′ = 𝑁0 𝛽  𝜏                                                                                                 (16) 

It is worth noticing that when the peak region (high values of N components) is of interest, the absolute 

tolerance could remain relatively high, in order to focus on the convergence of the solution in the peak 

region (with a relative error).  

 

3. Results and discussion 

 

In this section, the numerical results obtained by the methodology described in section 2 are compared 

to experimental measurements. For this purpose, oxalic precipitation of uranium was carried out in a 

stirred tank reactor provided with a heating jacket by mixing an aqueous solution of uranium nitrate with 

an aqueous solution of oxalic acid. Mixing was performed by a stainless-steel turbine equipped with four 

45° pitched blades. The reagent concentrations in the reactor obey to the stoichiometric ratio of equation 

(3) and the uranium oxalate is meant to be the only compound found in the solid phase. 

The nucleation rate 𝑟𝑁 for the uranium oxalate was expressed by considering the classical nucleation 

theory [24]: 

𝑟𝑁 = 𝑎𝑁 𝑒𝑥𝑝 (−
𝐸𝑁
𝑅 𝑇
)  𝑒𝑥𝑝 (−

𝑏𝑁
(ln 𝑆)2

)                                                      (17) 

with 𝑇 the temperature (K), 𝑅 the ideal gas constant (J mol-1 K-1), 𝐸𝑁 the nucleation energy activation (kJ 

mol-1),  𝑆 the supersaturation ratio, 𝑎𝑁 (m-3 s-1) and  𝑏𝑁 (-) are nucleation kinetic constants. 

In the case of oxalic precipitation of uranium, the crystal growth rate was found to be independent of the 

crystal size and integration-controlled (i.e. a rapid mass transfer with respect to the integration kinetics) 

[24]:  

𝐺 = 𝑎𝐺 exp (−
𝐸𝐺
𝑅 𝑇
) 𝑠                                                                (18) 

where 𝐸𝐺  represents the growth process activation energy (kJ mol-1), 𝑠 the absolute supersaturation 

(mol m-3) and 𝑎𝐺  a growth kinetic constant (m4 mol-1 s-1). In contrast, the uranium oxalate agglomeration 

process was found to be dependent of the crystal size according to a turbulent orthokinetic-like-kernel 

which also depends on ionic strength, supersaturation and temperature (as in the case of neodymium 

oxalate [7]). Thus the agglomeration kinetics is expressed as [24]: 

  𝛽 = 𝑎𝛽  𝐼
𝑏𝛽(𝑆 − 1) 𝛾̇  exp (−

𝐸𝛽

𝑅 𝑇
) (𝐿 + 𝜆)3                                            (19) 

where 𝛾̇ is the shear rate (s-1), 𝐸𝛽 is the activation energy (kJ mol-1), 𝐼 is the ionic strength of the solution 

(mol m-3),  𝑎𝛽 ( m3bβ  mol−bβ) and 𝑏𝛽 (-) are constants. 



For a better understanding and comparison of the numerical and experimental data, the results are 

presented in the next section under their dimensionless form: 

• The mean agglomerates size is systematically divided by the highest value of this variable 

(Experiment 5 in Table 1): 

𝑑̅43 =
𝑑43

𝑑43,𝑚𝑎𝑥
                                                              (20) 

• Similarly, the mean crystallites size is systematically divided by the crystallites size exhibited by 

the Experiment 5 in Table 1. 

• The crystal size range is reduced to [0, 1] by defining a dimensionless length: 

𝑳̅ =
𝑳

𝐿𝑚𝑎𝑥
                                                                    (21) 

where 𝐿𝑚𝑎𝑥 (m) corresponds to the maximum in the crystal size scale; 

• The PSDs are normalized as follows: 

𝑁 =
𝑵

𝑁𝑚𝑎𝑥
                                                           (22) 

• Finally, the moments of any distribution are presented as standard moments: 

𝜇̅𝑙 = 
𝜇𝑙

𝜇2
𝑙 2⁄
                                                                   (23) 

 

3.1. Numerical analysis 

In this section, the numerical behaviour of the agglomeration solution algorithm is examined. To this 

end, the nature of the target variable needs to be considered. The seek variable of the fixed point 

iterations is the PSD obtained during an orthokinetic agglomeration process, referred to as 𝑵. 

To illustrate the performance of the acceleration algorithm and the limit of the standard fixed point 

stopping criterion (see Equation (12)) for a size-dependent kernel, the experiment 1 of Table 2 is 

considered. Figure 1 displays the standard iterate and the accelerated iterate of two successive 

iterations (49th and 50th). It is worth noticing that the PSD obtained by the crossed secant exhibits the 

same shape over two iterations. In this figure, the standard and the accelerated iterates (𝑓(𝑵𝑗) and 

𝑵𝑗+1 respectively) are normalized based on the maximum value of the last accelerated iterate (namely 

𝑵𝑗) in order to compare the three PSDs between two iterations. Further, the same conclusion is made 

when the accelerated iterates are compared between the 40th and 60th iterations. However, it is not the 

case for the fixed point iterate that seems to predict artefacts for large particles. From this iteration, the 

PSD obtained oscillates between two states: the first corresponds to the acceleration method prediction 

while the second one is obtained by the numerical integration of the agglomeration PBE from the 

accelerated input.  

 



 

Figure 1. Dimensionless PSD comparison between the standard (red) and accelerated (green) iterates 

(between 49th and 50th iterations). 

 

Agglomeration process is the result of several types of interaction between the crystallites. At least three 

different forces are identified in the literature as responsible of collision during this process: Brownian 

coagulation associated with particles under a size of 1 μm, shear-induced orthokinetic agglomeration 

typically describing the agglomerations of particles between 1 μm and 40 μm and finally sedimentation 

occurring when the size range exceeds 40 μm [25]–[27].  

 

In the case of the PSD obtained during the uranium precipitation, the particle size varies over 4 orders 

of magnitude. It is then possible to say that the balance between the different collision forces varies 

between the particles at the beginning and the end of the size range. Consequently, the agglomeration 

kernel proposed to simulate the uranium oxalic precipitation fits better the size region near to the peak 

than the larger sizes. Indeed, Mersmann (2001) established the range of validity of the shear-induced 

agglomeration kernel  (equation (2)) between 0 and 100 μm [28], the flat region in Figure 1 is widely 

over this value. This behaviour is observed in Figure 2 which depicts the agglomeration kinetics in 

comparison to the PSD for the same iteration. 

 



 

Figure 2 . Agglomeration kinetics (right axis) and PSD (left axis) over the dimensionless particle size at 

iteration 50 of the agglomeration PBE solving process (Experiment 1 in Table 1). 

 
The perturbations observed in the size range [10-2, 1] in Figure 1 are directly caused by the behaviour 

of the agglomeration kinetics (equation (6)) and can be explained by: 

• The propagation of the numerical error associated to the agglomeration PBE numerical 

integration, 

• The agglomeration kernel: since the agglomeration kernel was deduced from experimental 

results (typically between 0,5 and 200 μm), the accuracy to predict the number of particles in a 

size range in which no or very few particles were measured (flat regions) is very low, 

• The order of magnitude of the size range: since the agglomeration kernel includes the particle 

size to the power of three, small errors in the agglomeration kinetics are amplified when the 

PSD is considered. 

 

In conclusion, the perturbations observed in the PSDs are induced by the modelling methodology and 

do not correspond to any physicochemical phenomenon occurring during the agglomeration process. In 

the other hand, the shape of the PSD obtained by the crossed secant method is consistent with the 

monomodal distribution expected as the outgoing PSD in the uranium precipitation. In consequence, 

the stopping criterion based on the accelerate iterates is preferred to formulate the convergence 

criterion, see equation (14). 

 

The evolution of this convergence criterion over the iterations is shown in Figure 3 (𝜀′𝑎 = 10
−4 and 𝜀𝑟 =

10−3). Similarly, the evolution of the volume-based mean diameter is presented in Figure 4. In both 

cases, it is possible to observe the algorithm evolution: the convergence criterion drops to zero while 

the mean crystal size oscillates until stabilisation.  



 
Figure 3. Evolution of the convergence criterion on the accelerated sequence in the case of a MSMPR 

modelling including nucleation, size-independent growth and loose agglomeration with crossed secant algorithm. 

 

Figure 4. Mean particle size evolution in the case of a MSMPR modelling including nucleation, size-

independent growth and loose agglomeration with accelerated fixed point algorithm. 

In both Figure 3 and Figure 4, it is worth noticing that the fixed point iterates can be seen as pseudo-

transient solutions (pseudo-time steps) before reaching the steady state. Further, the convergence 

criterion proposed here stops the fixed point iterations when the mean size becomes stable over the 

iterations. Even if the convergence of the standard fixed point cannot be obtained through the given 

orthokinetic kernel which seems not valid at high crystal size, the application of the crossed secant 

method associated to the convergence criterion proposed in Equation (32) correctly drives the algorithm 

to convergence. This confirms the robustness of the proposed algorithm, since the crossed secant 

method makes up for the shortcomings of modelling.  

 



3.2. Numerical and experimental results 

 

In this section the results obtained by the numerical methodology presented in section 2 are compared 

to experimental results obtained in a stirred tank reactor operating at steady state. First, equation (4) is 

solved to obtain crystallites size distribution and supersaturation. Afterwards, Equation (5) determines 

loose agglomerates size distribution. All the simulations are carried out on an Intel Core i7 machine 

(1.90 GHz/ 2.11 GHz) with 32 Go of RAM, the relative tolerance (𝜀𝑟) is fixed to 10-3 (0.1%) while the 

constant in the absolute tolerance is  𝜀′𝑎 = 10
−4. Finally, the discretization grid contains 1500 

logarithmically distributed points and the initial vector for the fixed point algorithm solving the 

agglomeration PBE is set to zero. 

 

3.2.1.  Reference case 

 

First, the developed methodology is tested against a reference experiment (Experiment 8 in Table 

1)Erreur ! Source du renvoi introuvable.. Figure 5 presents a comparison between the numerical and 

the experimental results in terms of mean crystal size (a) (obtained as the ratio between the 3rd and 4th 

moments), mass fraction (b) and moments (c) at convergence. 

 

The crystal mean size is predicted with a relative error of 13%. Concerning the moments prediction, the 

highest relative error takes a value around 5% (0th order moment). In contrast, a broader difference is 

observed when the entire PSD is examined. The gap between the simulated and the experimental CSD 

arises from the uncertainty associated to the crystallization kinetics. Firstly, nucleation kinetics typically 

predicts the quantity of elementary crystals over one order of magnitude. Secondly, the methodology 

employed to determine the constants associated to the uranium oxalate agglomeration kernel includes 

the solution of the PBE by the moments method [7]. Such numerical treatment ensures a precise 

calculation of the moments but generates errors in the PSD prediction due to the lack of information 

about the entire distribution. The difference between the numerical and experimental agglomerates size 

is then explained by the inherent gap between the two methods to solve the PBE: the moments method, 

used to determine the constants 𝒂𝜷, 𝒃𝜷 and 𝑬𝜷 in equation (19) by Lalleman et al. (2012) and the 

discretization method used to determine the PSC in this paper. 



 

 

 



 

 
Figure 5. Experimental and simulation results in the case of a MSMPR including nucleation, size-independent 

growth and loose size-dependent agglomeration: a) Mean crystal size prediction over the number of iterations b) 

Mass-based CSD and c) CSD moments at convergence (iteration 36). 

 

3.2.2.  Sensitivity analysis  

 

In order to study the algorithm robustness, its response is tested by varying three of the operating 

conditions: the residence time, the shear rate via the stirring rate and the total uranium concentration 

via the inlet stream concentration. The experimental results and the numerical predictions in terms of 

mean particle size and elementary crystallites size are presented in Table 1.  

 

Table 1 Experimental conditions (Uranium concentration in the inlet flow, residence time and shear rate) and 

mean particle size for the simulation of a continuous stirred crystallizer (MSMPR) including nucleation, size-

independent growth and loose agglomeration. 

Experiment 
[U]/ [U]max 

(-) 
Residence 

time (s) 
γ̇ (s-1) 

Simulated 

crystallites 𝑑̅43(-) 

Experimental 

𝑑̅43 (-) 

Simulated 

𝑑̅43 (-) 

1 0.61 60 349 0.8 0.78 0.68 

2 1.02 121 349 1.15 0.65 0.58 

3 1.03 120 349 1.2 0.75 0.59 

4 0.19 119 349 1.2 0.55 0.61 

5 1.00 60 349 1 1 0.85 

6 0.65 60 124 0.8 0.26 0.22 

7 0.61 60 349 0.8 0.76 0.68 

8 0.61 60 124 0.8 0.22 0.25 

9 0.61 60 642 0.8 0.75 0.81 

 



Experiments (1,7) and (2,3), performed under the same conditions, provide indications dealing with the 

experimental uncertainty. Experimental and numerical volume-based mean sizes (d43) obtained for the 

experiments described in Table 1 are plotted in Figure 6. In all cases, the numerical methodology 

predicts the particle mean size under the experimental uncertainty (dotted lines). The crystallite and final 

agglomerate sizes are dimensionless, expressed with respect to the largest size of crystallites and that 

of agglomerates, respectively. 

 

In crystallization, a higher residence time is generally associated with larger particles since the crystals 

are longer in contact with the solution and the mass transfer can operate. If experiments 2 and 5 are 

compared, this trend is well observed with the crystallite size, which increases when the residence time 

increases from 60s to 121s. However, it is interesting to notice that the mean size of the agglomerates 

varies on the opposite direction and that the simulation is able to describe this behaviour.  

 

Experiments 5, 6, 7, 8 and 9 exhibit the same crystallites mean size. It is then possible to say that the 

agglomeration process is the only mechanism responsible for differentiating the final mean particle size 

in these cases. Additionally, experiments 7, 8 and 9 present the same uranium concentration and 

residence time but different shear rates, meanwhile experiments 5, 6 and 7 undergo the same shear 

rate but different concentrations. The same variation in terms of the operating conditions has different 

consequences on the nucleation, growth and agglomeration kinetics. The developed methodology 

depicts at the same time the evolution of the target variables (PSD and composition) and the 

intermediate physicochemical properties (supersaturation, crystallization kinetics). 

 

Figure 6. Comparison between experimental and simulated mean crystal sizes for the conditions reported in 

Erreur ! Source du renvoi introuvable.Table 1. 

 

Experiments 4, 1 and 2 are carried out at different values of the feeding uranium concentration. The 

corresponding mean agglomerate sizes are presented in Figure 7. In crystallization, a higher 

concentration implies a higher supersaturation and enhances crystallization phenomena rates. It is then 



common to obtain larger particles when the concentration is raised. Meanwhile, the crystal size does 

not depend solely on the uranium concentration, both the residence time and the supersaturation modify 

the balance between the nucleation, growth and agglomeration phenomena. For this reason, the particle 

size may increase (experiments 4 and 1) or decrease (experiments 1 and 2) with the uranium 

concentration. In both cases and even when the evolution of the PSD follows an a priori non-intuitive 

behaviour, the numerical methodology describes correctly the direction and proportion of the mean size 

variation. This again confirms the robustness of the proposed numerical strategy. 

 

Figure 7. Numerical and experimental mean crystal size evolution over the inlet uranium concentration in the 

case of a MSMPR including nucleation, size-independent growth and loose size-dependent agglomeration. 

Similarly, Figure 8 focuses on the influence of the shear rate over the mean crystal size. It concerns the 

experiments 7, 8 and 9 in Table 1. It is possible to say that the mean particle size increases with the 

shear rate. Whether the shear rate increases from 124 to 349 or 642, the mean particle size increases 

about 4 times. In both cases this behaviour is predicted accurately by the numerical methodology. 

 



Figure 8. Numerical and experimental mean crystal size evolution over the shear rate in the case of a MSMPR 

including nucleation, size-independent growth and loose size-dependent agglomeration 

Finally, Table 2 presents the number of iterations to solve the agglomeration PBE and the calculation 

time to simulate the entire converged MSMPR including nucleation, growth and agglomeration. For all 

the cases presented in this paper, the number of iterations remains below 70 and the calculation time is 

lower than 1 minute. The developed methodology is demonstrated to be efficient despite the variation 

of the experimental conditions. 

 

Table 2. Numerical performances for the simulation of a continuous crystallizer including nucleation, size-

independent growth and loose agglomeration. 

Experiment Number of iterations 
(Agglomeration PBE) 

Mean total calculation 
time (s) 

1 59 39 

2 54 44 

3 68 45 

4 36 26 

5 66 51 

6 36 41 

7 44 48 

8 36 49 

9 29 25 

 

 

4. Conclusions and perspectives 

 

In this work, a numerical methodology to solve the Population Balance Equation (PBE) including 

nucleation, size-independent growth and loose size-dependent agglomeration in a Mixed Suspension 

Mixed Product Removal (MSMPR) precipitator was developed for the steady state case. The 

precipitation is described by the successive resolution of two PBEs: 

 

• The first one includes the nucleation and growth phenomena: it is solved by the numerical 

integration of the PBE which results in an ordinary differential equation. Its resolution leads to 

the crystallites size distribution and liquid phase composition. 

• The second PBE considers the agglomeration of the primary particles obtained by nucleation 

and growth. It is solved by a discretization method and gives access to the agglomerates size 

distribution.  

 

The agglomeration PBE is reformulated as a fixed point problem and its convergence is guaranteed by 

applying an acceleration method. The crossed-secant method manages to solve the interdependence 



problem arising between the PBE and the size-dependent agglomeration kinetics. Indeed, the 

acceleration method leads to convergence with a zero vector as first iterate and properly describes the 

behaviour of the PSD in the size range going to large agglomerate sizes where the validity of the kernel 

expression is no more ensured.  

 

The detailed information obtained by the numerical methodology (supersaturation, crystallites mean 

size, crystallization kinetics) leads to better understanding of the influence of operating conditions over 

the crystal size and liquid phase composition. In the future, this information can be used as a relevant 

input in operating conditions optimization and trouble seeking. 

 

The results obtained by the numerical methodology were compared to a wide range of experimental 

data. Three operating conditions were modified: stirring rate, inlet uranium concentration and residence 

time. In all cases, both the accuracy of the predicted PSD and the numerical performances are 

independent of the operating conditions. Furthermore, the trends experimentally observed on the 

variations of the mean size are numerically reproduced. 

 

Nomenclature 

Latin symbols 

B Birth term m-4 s-1 
D Death term m-4 s-1 

d43 Volume-based mean crystal size m 
d43,max Maximum mean crystal size m 

𝑑̅43 Dimensionless mean crystal size - 
F Flowrate m3 s-1 
G Growth rate m s-1 
I Ionic strength mol m-3 
K Total quantity of nodes - 
L Crystal size m 

Lmax Maximum crystal size m 

𝑳̅ Dimensionless crystal size - 
L* Nuclei size m 
M Total quantity of streams - 
n Number-based density function m-4 
N Total number of particles m-3 

Nmax Maximum number of particles m-3 

𝑁 Normalized number of particles - 
R Ideal gas constant J mol-1 K-1 

rAg Agglomeration rate m-3 s-1 
rN Nucleation rate m-3 s-1 
S Relative supersaturation - 
s Absolute supersaturation mol m-3 
T 
t 

Temperature 
Time 

K 
s 

t' Agglomeration characteristic time - 



V Reactor volume m3 
   

Greek symbols   

β Agglomeration kernel m3 s-1 
δ Dirac delta function - 
δp,q Kronecker function - 
εa Absolute tolerance m-3 
ε'a Constant associated to the absolute 

tolerance 
- 

εr Relative tolerance - 
η Weight coefficient - 
μl Moment of order l - 
𝜇̅𝑙  Standard moment of order l - 
λ Crystal size m 
τ Mean residence time s 
𝛾̇ Shear rate s-1 

   

Indices and exponents   

A Agglomeration kinetics  
G Growth kinetics  
i Stream  
j Iteration number  
k Position in the discretization vector  
l Order of moments  

M Output stream  
N Nucleation kinetics  

p,q 
β 

Mother particles in agglomeration 
Agglomeration kernel 

 

  ̅ Dimensionless values  
   

Abbreviations   

                   ASD Agglomerate size distribution  

CFD Computational Fluid Dynamics  

CSD Crystal Size Distribution  

MSMPR Mixed Solution Mixed Product Removal  

PBE Population Balance Equation  
PDE Partial Differential Equation  
PSD Particle size distribution  
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