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Abstract 

This paper investigates the use of prosodic, gestural, and syntactic information in the perception 

of boundaries in extracts of spontaneous speech in British English. Experiment 1 aimed at 

investigating the effect of prosody on naive participants' perception of boundary strength. 13 

naive listeners had to rate boundary strength for 64 extracts on a 5-point scale. The stimuli all 

contained three tone-units, the second being a syntactic subordinate construction, which was 

established as a variable. The prosodic cues at the boundary between the tone-units were also 

established as variables, and were subject to manipulation (addition of a single cue associated 

with the perception of a prosodic boundary). Experiment 2 aimed at assessing the effect of 

gesture on naive participants' perception of boundary strength. In Experiment 2, 24 naive 

listeners had to measure boundary strength for 24 extracts on a 5-point scale. The stimuli all 

contained three tone-units, the second being a syntactic subordinate construction, which was 

established as a variable. The hand gestures produced in co-occurrence with the tone-units were 

established as variables, and were subject to manipulation. Results show that prosody modulates 

perceived boundary strength, but not gesture, based on the variables we included. Silent pauses 

have the strongest effect on perceived boundary strength, but final syllabic lengthening and 

pitch reset also have separate effects as single predictors. Our data also shows a trend 

concerning the production of two identical hand gestures in terms of configuration and 

trajectory. 
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Transcription conventions 

one line of transcription corresponds to one tone-unit 

# pause 

[…] illustrated gestural activity 

(1) left co-text (tone-unit) 

(2) subordinate construction 

(3) right co-text (tone-unit) 

Data repository 
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1. Introduction 

This article discusses the use of verbal, vocal, and gestural information in the perception 

of boundaries in spontaneous speech (British English). We investigated the strength of 

perceived syntactic boundaries by manipulating prosodic (Experiment 1) and gestural cues 

(Experiment 2), in stimuli extracted from a multimodal corpus of spontaneous speech. The term 

"boundary" refers to a perceptual break expressed with verbal, prosodic and / or gestural cues 

between two parts of speech.  

During speech perception in spontaneous conversation, co-speakers rely on a wide range 

of simultaneous cues to support comprehension, from prosodic and gestural information to 

semantic context. Some of these perceptual cues facilitate the segmentation process of 

continuous streams of information into sub-units. As part of this process, prosodic phrasing is 

known to play an important part in the segmentation of acoustic information (Kuang, Pik Yu 

Chan, and Rhee, 2022). The perception of prosodic boundaries is influenced by a number of 

acoustic cues at the final and initial points of domains, involving both rhythm and melody 

(Astésano et al., 2012; Barth-Weingarten, 2016). The established acoustic correlates to the 

perception of a prosodic boundary, in English and in some other languages, are the presence of 

a silent pause (e.g. Yoon, Cole, and Hasegawa-Johnson, 2007), final syllabic lengthening (e.g. 

https://osf.io/j8zux/?view_only=35b3cea05f1548daa5171a7957097b68


Scott, 1982; Turk & Shattuck-Hufnagel, 2007), initial pitch upstep1 (’t Hart et al., 1990; Wagner 

& Watson, 2010, pp. 907–910), as well as the presence of falling or rising tones (Pierrehumbert, 

1980; Portes, 2002)2.  

Prosodic phrasing is also directly related to linguistic processing taking place in other 

domains, such as syntactic parsing (Kuang, Pik Yu Chan, and Rhee, 2022). While listeners have 

been shown to use prosodic boundaries to locate syntactic boundaries or resolve syntactic 

ambiguity (Beach 1991; Watson & Gibson 2004), much less is known about the reciprocal, i.e. 

whether syntax modulates listeners' perception of prosodic boundaries (Kuang, Pik Yu Chan, 

and Rhee, 2022). Cole, Mo, and Baek (2010) as well as Buxò-Lugo & Watson (2016) found 

that syntactic cues do influence the perception of prosodic boundaries. However, the link 

between prosodic and syntactic boundaries is usually documented and recognized for 

independent or complex clauses (Cole, Mo, and Baek, 2010; Simon & Christodoulides, 2016; 

Fromont, Soto-Faraco, and Biau, 2017) rather than smaller constituents, given that the theories 

having led to the categorization of hierarchies for the prosodic and syntactic domains show 

different granularities (see Kuang, Pik Yu Chan, and Rhee, 2022 for details).  

Co-speakers also rely on gestural information to support comprehension in face-to-face 

conversation (e.g. Debreslioska et al., 2013; Perniss & Özyürek, 2015; Masson-Carro, 

Goudbeek, and Krahmer, 2016). Some of the visual perceptual cues used by co-speakers have 

been shown to facilitate the segmentation process of speech (e.g. Barkhuysen, Krahmer, and 

Swerts, 2008; De Kok & Heylen, 2009). However, in linguistics, the segmentation function of 

gestures in speech has mostly been documented for those gestural cues that carry strong 

prosodic aspects (e.g. Dimitrova et al., 2016), and for major boundaries such as end-of-

(conversational)-turn signals (e.g. Granström, House, and Lundeberg, 1999; De Kok & Heylen, 

2009). Much less is known about the segmentation of conversational speech containing smaller-

scale boundaries such as clause or tone-unit3 boundaries.  

                                                           
1 Throughout a vocal paragraph (i.e. a group of tone-units forming a global intonation contour; Cruttenden, 1986), 

F0 height naturally decreases progressively. A pitch upstep disrupts this declination line and often indicates a 

change in paragraphs. 
2 Other cues frequently reported by the literature include domain-final pitch lowering (Beckman & Pierrehumbert, 

1986) as well as domain-final and -initial cues related to duration and voice quality (Crowhurst, 2018). These cues 

are not addressed in the present article. 
3 We refer to tone-units in accordance with the British description of intonation (e.g. Crystal 1969; Wells 2006), 

based on the form of global intonational contours. A tone-unit is a complete coherent intonation contour. It 

comprises at least one syllable, necessarily the nuclear syllable. The melodic movement starts on the nucleus and 

can spread to post-nuclear syllables, if any. 



Although gaze direction, head movement, and eyebrow movement play a large role in 

speech segmentation (Argyle & Cook, 1976; Granström & House, 2005; De Kok & Heylen, 

2009; Rienks, Poppe, and Heylen, 2010), only hand gestures are discussed in the present paper 

as they were the only cue tested in this study. We do not focus on the prosodic dimension of 

beat gestures (see for instance Holle et al., 2012; Dimitrova et al., 2016; Biau, Fromont, and 

Soto-Faraco, 2018), but on representational hand gestures (i.e. gestures describing or 

representing objects, actions, or ideas).  

Gesture production has been shown to be coupled with syntactic packaging choices (e.g. 

Özyürek et al., 2005; Kita et al., 2007; Fritz et al., 2019), including those of clause packaging. 

These studies nonetheless targeted verb or event encoding rather than different types of clauses 

as such. McNeill (1992) proposed that speakers generally produce one representational hand 

gesture per clause. However, it is not clear how complex clauses (for instance a main clause 

and a subordinate clause) were counted in the study.  

The potential of two successive hand gestures with different configurations and 

trajectories to create a boundary in discourse has been mentioned several times in the literature 

(Streeck, 2009; Enfield, 2009; Calbris, 2011), but has never been experimentally tested. Hilton 

et al. (2019) carried out experimental work on the perception of (speech) prosody and 

(nonspeech) gesture. They showed that the segmentation of speech and (nonspeech) action 

sequences performed with hand gestures both elicit Closure Positive Shifts, indicating similar 

electrophysiological correlates of boundary processing for speech and visually presented non-

speech action sequences.  

The two perception experiments in the present paper were designed as a follow-up of 

production studies on the vocal and gestural characteristics of syntactic subordination in 

spontaneous speech (see for instance Lelandais & Ferré, 2016). These production studies 

showed that subordinate structures displayed different degrees of prosodic and gestural 

boundary depending on their syntactic type, namely appositive clauses, restrictive relative 

clauses, and adverbial clauses (see also Auran & Loock, 2006 for prosody).  

Among these three syntactic types, appositive clauses were found to be produced with 

the biggest combination of prosodic and gesture boundaries (Lelandais, 2020). In this context 

as in spontaneous speech in general, variations in duration and silent pauses are the preferred 

prosodic cues to mark a boundary in discourse (e.g. Choi, Hasegawa-Johnson, and Cole, 2005; 

Mo, Cole, and Lee, 2008; Mo & Cole, 2010), as well as initial pitch upsteps (Collier, de Pijper, 



and Sanderman, 1993). As far as gestures are concerned, it was found in a production study 

(Lelandais, 2020) that speakers use hand gesture parameters to express boundaries in discourse, 

such as changes in form, direction, and coordinates (e.g. Enfield, 2009; Frederiksen, 2016; 

Streeck, 2009).  

Yet, the data collected on the production of subordinate constructions does not 

document the influence of different prosodic and gestural cues on the perception of syntactic 

boundaries, especially in the case of different types of subordinate clauses. Moreover, they do 

not determine whether the preferred cues for discourse segmentation in production are also the 

preferred cues in perception.  

Subordination is still a challenge for Natural Language Processing and discourse 

modelling (Chen, Alexopoulou, and Tsimpli, 2021). Yet compared to the vast amount of 

research on subordination either from the point of view of syntax alone or from that of 

pragmatics, the vocal and gestural contributions to subordination are often left out, just as data 

coming from spontaneous conversation. The study of subordination in spontaneous speech from 

a multimodal point of view gives new perspectives on the flexibility of discourse planning and 

modelling. More information on real-time discourse production with a particular focus on 

boundaries benefits such areas of study as Natural Language Processing (Biron et al., 2021). 

One of the main methodological innovations of the present paper is the use of audio 

stimuli extracted from spontaneous speech. The speech extracts have all been produced in 

dialogue settings, in front of a co-speaker. 

This paper investigates the perceived strength of syntactic boundaries by manipulating 

prosodic and gestural cues in extracts of spontaneous speech. We specifically test: 

1) Whether prosody modulates the strength of perceived syntactic boundaries. Based on 

previous research, we predict that prosody will modulate the strength of perceived syntactic 

boundaries. 

2) Whether gesture modulates the strength of perceived syntactic boundaries. To our 

knowledge, no previous research in perception has investigated the link between (non-beat) 

gestures and boundary perception. However, in a production study (Lelandais, 2020), we found 

that speakers used hand gesture parameters to express a boundary. We therefore predict that 

changes in the configuration of representational hand gestures can modulate perceived syntactic 

boundaries. 



A third question is dependent on a positive outcome for question 1 or 2. 3) Which (prosodic 

and/or gestural) cues are involved in the modulation of perceived boundary strength?  

Experiment 1 aims at testing naive participants' ability to assess boundary strength with 

syntactic and prosodic cues. In Experiment 1, 13 naive listeners had to measure boundary 

strength for 64 extracts on a 5-point scale. The stimuli all contained three tone-units, the second 

being a syntactic subordinate construction, which was established as a variable. The prosodic 

cues at the boundary between the tone-units were also established as variables, and were subject 

to manipulation (addition of a single cue associated with the perception of a prosodic boundary). 

The stimuli also contained filtered speech obliterating lexical and syntactic content while 

keeping syllabic structure and intonation, in order to distinguish prosodic from lexico-syntactic 

input.  

Experiment 2 aims at testing naive participants' ability to assess boundary strength with 

syntactic and gestural cues only. In Experiment 2, 24 naive listeners had to measure boundary 

strength for 24 extracts on a 5-point scale. The stimuli all contained three tone-units, the second 

being a syntactic subordinate construction, which was established as a variable. The gestural 

cues produced in co-occurrence with the first two tone-units were also established as variables, 

and were subject to manipulation. Condition 1 features the production of one single hand 

gesture in overlap with tone-units (1) and (2). Condition 2 features two identical hand gestures, 

one produced in co-occurrence with tone-unit (1), the other produced in co-occurrence with 

tone-unit (2). Condition 3 features two different hand gestures in terms of trajectory and 

configuration, one produced in co-occurrence with tone-unit (1), the other produced in co-

occurrence with tone-unit (2). 

After describing the use of boundaries and perceived boundary strength in prosodic and 

gesture perception studies, we detail the designs of Experiment 1 and Experiment 2. We then 

give the respective results of our two experiments. We finally comment them altogether in a 

general discussion and conclusion. 

2. Theoretical background 

2.1 Prosody 

2.1.1 The notion of boundary in prosodic studies 

Numerous oral corpora include a segmentation of the data in various prosodic units, 

partly relying on an annotation of prosodic "boundaries" (e.g. Svartvik & Quirk, 1980; Auran 



et al., 2005; Simon & Christodoulides, 2016). These units are either manually annotated by 

experts, or automatically detected based on a set of acoustic features. Although their size is 

variable depending on the phonetic and phonological theories used to segment the data (e.g. 

British School of intonation, see Crystal (1969); Wells (2006); Autosegmental Metrical 

framework, see Pierrehumbert (1980); Silverman et al. (1992); Beckman, Hirschberg, and 

Shattuck-Hufnagel (2005); IPO –Institute for Perception Research, see ’t Hart, Collier, and 

Cohen (1990); Collier, de Pijper, and Sanderman (1993); de Pijper & Sanderman (1994)), these 

units are essential to the study of the relations between prosodic, syntactic, and discourse 

phenomena (Simon & Christodoulides, 2016). 

Recent studies on the prosodic perception of subordinate constructions are scarce, but 

Fromont, Soto-Faraco, and Biau (2017) show that prosodic cues alone are not enough to modify 

the preferential interpretation of a clause. However, the latter article only targets the fact that 

prosodic boundaries can be optional in certain cases, since a given syntactic structure can have 

a variety of equally acceptable intonational phrasings (Watson & Gibson, 2005). In the same 

direction, Frazier, Clifton Jr, and Carlson (2004) as well as Pynte (2006) found that any 

syntactic edge is a potential location for a prosodic phrase boundary. Cole, Mo, and Baek (2010) 

and more recently Kuang, Pik Yu Chan, and Rhee (2022) found that syntactic phrasing had an 

independent effect on boundary perception for English listeners.  

2.1.2 The use of prosodic boundaries in perception studies 

In this study, boundary strength is apprehended as a perceptual notion which is directly 

measurable in a test with naive listeners. These naive listeners cannot explicitly refer to 

syntactic, phonological, or prosodic phenomena and structures. This was inspired by several 

studies on the perception of prosodic boundaries by naive listeners (de Pijper & Sanderman, 

1994; Mo, Cole, and Lee, 2008; Cole, Mo, and Baek, 2010) evaluating the correlation between 

a number of prosodic cues and judgements about the presence of prosodic boundaries.  

The term of "prosodic boundary" is mainly used to define a perceptual break (Cho & 

Hirst, 2006) produced by vocal means between two units. The perception of boundaries in 

spontaneous speech has been studied in Dutch (Streefkerk, Pols, and ten Bosch, 1997; Buhmann 

et al., 2002), Swedish (Swerts, 1997), American English (Yoon et al., 2004; Mo, Cole, and Lee, 

2008; Mo & Cole, 2010; Cole, Mahrt, and Hualde, 2014), French (Smith, 2009; Astésano et al., 

2012; Roux et al., 2016; Simon & Christodoulides, 2016), Kabylian and Hebrew (Mettouchi et 



al., 2007), as well as in Korean (Cho & Hirst, 2006) and Mandarin (Yang & Wang, 2002; Li & 

Yang, 2009).  

Although Ladd (2008, p. 288) defines boundaries as hard to identify and describe with 

consistency, these studies show altogether that listeners can efficiently and consistently 

perceive boundaries in spontaneous speech. Some articles have compared the ratings of naive 

listeners with those of expert annotators (Buhmann et al., 2002; Amir, Silber-Varod, and Izre'el, 

2004) working with the ToBI annotation system (Silverman et al., 1992). Testing the robustness 

and consistency of annotations, these studies show a strong agreement rate between naive and 

expert annotators (Auran et al., 2005; Pagel et al., 1995; Simon & Christodoulides, 2016). The 

study led by Roy, Cole, and Mahrt (2017) also shows that the prosodic factors influencing 

boundary perception by naive listeners (i.e. silent pause duration and word phone rate duration) 

are the same factors as those identified in production for studies realised in experimental 

conditions. 

Boundary perception tests realised by naive listeners are extremely informative on 

discourse segmentation and its interpretation. Although annotating boundaries as a task 

inevitably elicits metalinguistic judgements, using naive listeners avoids strong theoretical 

biases since subjects are not trained for the task. They also show spontaneous decision-making 

in a controlled context. 

2.1.3 Prosodic cues linked to the perception of a break 

The presence of a silent pause (e.g. Yoon, Cole, and Hasegawa-Johnson, 2007), final 

syllabic lengthening (e.g. Mo, Cole, and Lee, 2008), the presence of tones (i.e. falling or rising 

contours with a large amplitude; Portes, 2002; Smith, 2009), and initial pitch upstep (Wagner 

& Watson, 2010, pp. 907–910) have all been linked to the perception of a prosodic break.  

One of the most useful features across languages in the identification of prosodic 

boundaries is the presence of a silent pause (Wightman et al., 1992; Carlson & Swerts, 2003; 

Yoon, Cole, and Hasegawa-Johnson, 2007; Wagner & Watson, 2010; Roy, Cole, and Mahrt, 

2017). However, many previous studies are based on read speech (e.g. de Pijper & Sanderman, 

1994). The correlation between the presence of a silent pause and the perception of a prosodic 

boundary is less direct in spontaneous speech, since a silent pause can also be a mark of 

hesitation (Mertens & Simon, 2013). In map-task and television debates extracts, Smith (2009) 

shows that both silent and filled pauses lasting more than 150 milliseconds influence the 

perception of a prosodic boundary, but do not represent a viable indicator. In works on French 



(Duez, 1985) and Korean (Cho & Hirst, 2006), silent pauses become a decisive cue when longer 

than 200 milliseconds. Swerts (1997) observes in spontaneous monologues in Swedish that 

longer pauses (more than 250 milliseconds) tend to be associated with the perception of stronger 

boundaries. Likewise, the influence of other prosodic cues increases when pause duration 

decreases (Lehiste, 1979).  

Another rhythmic cue playing an important role in discourse segmentation is final 

syllabic lengthening. In conversational English, the stressed vowels positioned before 

boundaries are significantly longer than those positioned elsewhere (Kreiman, 1982; Mo, 

2008). Final syllabic lengthening is strongly correlated with the perception of a boundary. It is 

even the most prevailing cue in a study on conversational Hebrew (Amir, Silber-Varod, and 

Izre'el, 2004). However, the authors signal that weighing the importance of this particular cue 

among others remains difficult since final syllabic lengthening usually appears in co-occurrence 

with silent pauses and / or initial pitch upsteps.  

Melodic cues (i.e. F0 cues) also influence prosodic boundary perception. However, 

some studies examining the role of intonational contours indicate that the correlation between 

a falling contour vs. a rising contour and the perception of a boundary is unstable (Simon & 

Christodoulides, 2016). De Pijper & Sanderman (1994) notice that melodic discontinuity is the 

only vocal cue occurring in isolation to create boundaries. In French, Portes (2002) shows that 

prosodic boundaries perceived as weak are associated with rising contours while prosodic 

boundaries perceived as strong are associated with falling contours. Smith (2009) notes 

however that the amplitude of the F0 movement is a better correlate of boundary strength than 

the tone direction. 

Finally, pitch upstep has also been analysed as a prosodic boundary cue (’t Hart, Collier, 

and Cohen, 1990), whose weight is subject to debate (Wagner & Watson, 2010). Similar to final 

syllabic lengthening, pitch upstep is usually produced as part of a cluster of other boundary 

cues. 

Assessing the impact of a single prosodic boundary cue on perception is often reported 

as a difficult task, since prosodic boundary cues are usually used in combination. Stronger 

boundaries will be perceived in combinations of several cues (e.g. silent pauses combined with 

melodic discontinuity; de Pijper & Sanderman, 1994). A positive correlation has additionally 

been found between the number of prosodic boundary cues on a specific syntactic / prosodic 

constituent and its syntactic / phonological weight (Blaauw, 1994).  



Although intensity, glottalization, and the articulatory configuration of the vocal tract 

also play a great role in the perception of boundaries (Mo, 2008; Barth-Weingarten, 2016), 

these cues are not assessed in the present paper. Disfluencies are also excluded from the stimuli 

and the analysis, since our stimuli are extremely short and we include many variables.  

2.1.4 Prosodic boundary strength 

One of the questions motivating our perception test concerns the number of boundary 

degrees that can consistently be perceived by naive listeners. The number of categories is 

generally low in experimental scales (de Pijper & Sanderman, 1994), as Grover et al. (1998) 

and Auran et al. (2005) show that a 4-degree scale is enough to transcribe boundary strength 

consistently.  

The number of degrees generally depends on the theoretical principles held by 

researchers concerning prosodic boundaries. The influence of the Autosegmental Metrical 

model of phonology led to the elaboration of a system for transcribing and annotating prosody, 

ToBI (Tone and Break Indices; Pierrehumbert, 1980), which integrates a tonal annotation 

system along with an annotation system of boundaries on a 5-point scale (Silverman et al., 

1992).  

Other studies choose to identify consensus boundaries at positions where a certain 

proportion of participants have identified a boundary (Auran et al., 2005; Smith, 2009). 

Boundary strength can also be calculated as the proportion of subjects having indicated a 

boundary at any given position, and expressed as a value between 0 and 1 (Cole, Mo, and Baek, 

2010; Simon & Christodoulides, 2016).  

2.2 Gesture 

2.2.1 Boundaries in gesture studies 

In gesture studies and linguistics, the notion of boundary was first used as part of the 

investigation of the link between gesture and speech units, which was conducted with data 

coming from production, essentially in psycholinguistics and cognitive sciences (e.g. McNeill 

& Duncan, 2000). It is known that co-speech gestures are semantically (e.g. McNeill & Duncan, 

2000; McNeill, 2005), temporally (e.g. Chui, 2005), and structurally (e.g. Kita & Özyürek, 

2003; Lewandoswki & Özçalışkan, 2018) linked to speech. This coordination takes place on 

many levels (Bernardis & Gentilucci, 2006), especially at the prosodic (Mendoza-Denton & 

Jannedy, 2011) and syntactic levels (Fritz et al., 2019).  



It has for instance been shown that gesture apexes are temporally aligned with pitch 

accents (Kendon, 1983; Loehr, 2004; Mendoza-Denton & Jannedy, 2011), and that final 

articulatory lengthening at the end of prosodic units does not only affect oral gestures, but 

manual gestures as well (in that both the final syllable of an intonation unit and the co-occurring 

gesture are lengthened; Esteve-Gibert & Prieto, 2013; Wagner, Malisz, and Kopp, 2014; 

Krivokapić, 2014).  

Depending on the variables under study and on the task imposed to participants, the 

performance of participants in boundary perception studies on gesture can be assessed with 

answers to a questionnaire (Granström, House, and Lundeberg, 1999; House, Beskow, and 

Granström, 2001), reaction time to stimuli (Barkhuysen, Krahmer, and Swerts, 2008; Kelly, 

Özyürek, and Maris, 2010), oculometry (Oben & Brône, 2015), evoked potentials (Dimitrova 

et al., 2016), EEG (i.e. electroencephalography; (Meyer et al., 2012), or with fMRI (Biau et al., 

2016). 

Other experimental work on the synchronization between prosodic cues and gestural 

cues in the perception of speech use modelling to comparative ends with extracts from 

spontaneous interaction (e.g. Schlangen, 2006; Atterer, Baumann, and Schlangen, 2008; 

Barkhuysen, Krahmer, and Swerts, 2008). These studies work at implementing models on 

virtual conversational agents (e.g. Cassell et al., 2001). In these studies, the acceptability of 

prosodic and gestural cues can be judged by naive participants, either with a questionnaire 

(Barkhuysen, Krahmer, and Swerts, 2008) or by their ability to interact with virtual agents 

(Granström & House, 2005; De Kok & Heylen, 2009). This stream of work is more particularly 

interested in multimodal cues for backchannels. 

The use of gestural cues in the expression of speech boundaries is also supported by 

studies on co-speakers' attention to gesture in interaction. Many studies show that gestural cues 

are essential in the construction and management of common ground in interaction (Parrill & 

Kimbara, 2006; Holler & Bavelas, 2017), and that speakers and co-speakers alike rely on these 

gestural cues (Hoetjes, et al., 2015; Oben & Brône, 2016). It has for instance been shown that 

speakers adapt their gestures to co-speakers, relying on signals communicated by co-speakers 

(Debreslioska et al., 2013; Perniss & Özyürek, 2015; Masson-Carro, Goudbeek, and Krahmer, 

2016). 

2.2.2 Gestural cues linked to the perception of a break 



This study focuses on the capacity of hand gestures to mark a boundary in speech, based 

on the fact that little research has been carried out on representational hand gestures (i.e. 

gestures describing or representing objects, actions, or ideas) and on their forms and trajectories 

in the context of speech segmentation, as opposed to gaze, head, and eyebrow movement 

(Argyle & Cook, 1976; Granström & House, 2005; De Kok & Heylen, 2009; Rienks, Poppe, & 

Heylen, 2010). In perception studies, these variables are easy to manipulate in the case of 

modelling and implementation on virtual conversational agents. However, our auditory stimuli 

are issued from conversational speech and were temporally synchronised with gestures from 

other participants. Experiment 2 is the follow-up of a production study highlighting the role of 

hand gestures in the production of boundaries in speech (Lelandais, 2020).  

Very few perception studies have addressed the segmentation value of hand gestures. 

Some perception experiments were conducted on beat gestures (which typically feature a 

downward movement on a vertical axis) and have found that they help syntactic segmentation 

and focalization (Holle et al., 2012; Dimitrova et al., 2016; Biau, Fromont, and Soto-Faraco, 

2018). These studies clearly highlight the segmenting ability of hand beats. However, these 

experiments feature read speech or extracts from political speech. Data is virtually inexistent 

on conversational speech, as well as on other types of hand gestures, for instance those that do 

not show such a strong prosodic value. To our knowledge, no study focuses on discourse 

segmentation with representational gestures.  

The rest of the knowledge concerning hand gestures and their link with speech 

segmentation comes from production studies, which have mentioned that two successive hand 

gestures that are different in terms of configuration and trajectory can create a boundary in 

discourse (Streeck, 2009; Enfield, 2009; Calbris, 2011). This is explained by the fact that some 

gesture features participate in the creation of cohesion in discourse (Hoetjes et al., 2015; Perniss 

& Özyürek, 2015). In this view, the repetition of a same hand gesture can convey continuity, in 

the same manner that two different speech segments can be linked if they are produced in co-

occurrence with one same hand gesture. McNeill (e.g. 2005) describes this phenomenon in 

terms of "catchment", i.e. a group of hand gestures presenting a same formal recurrence in their 

configuration.  

The results of these studies show that speakers also signal boundaries in speech by 

gestural means. However, given the weak number of gesture perception studies, only a small 

number of these gestural boundary cues have been shown to manifestly be interpreted as such 

by co-speakers. Questions remain unanswered concerning the weight of gestural cues compared 



to that of prosodic cues. While participants have been shown to be able to perceive boundaries 

with auditory cues, their capacity to do so with gestural cues has to be further documented. 

Barkhuysen, Krahmer, and Swerts (2008) have for instance shown that boundaries are more 

easily identified with audiovisual cues or audio cues only than with visual cues only. Studies 

have focused either on the influence of gestural cues with that of prosodic cues in the expression 

of prominence (e.g. Hadar et al., 1983; Krahmer & Swerts, 2007; Swerts & Krahmer, 2008), or 

in the interpretation of statements or questions (e.g. Borràs-Comes & Prieto, 2011; Cruz, 

Swerts, and Frota, 2017). These papers have shown that participants perceive linguistic 

functions through the combination of auditory and gestural cues and that they benefit from this 

combination, but that participants rely more on auditory cues than on gestural cues.  

2.2.3 Gestural boundary strength 

While prosodic perception studies widely use gradual scales measuring the strength of 

perceived boundaries (e.g. Grover et al., 1998; Auran et al., 2005), gesture perception studies 

do not use these scales. The notion of boundary strength only appears in studies mixing prosodic 

and gestural boundary cues, such as that by Granström, House, and Lundeberg (1999), and is 

used indirectly in House, Beskow, and Granström (2001) for the multimodal expression of 

prominence, measured as the proportion of subjects indicating that they have perceived a 

boundary at a specific location.  

However, in prosodic perception studies, boundary strength is directly questioned with 

specific point scales that participants can tick at the location they perceived a boundary. These 

point scales are adapted from the ToBI system of prosodic annotation (Silverman et al., 1992; 

Brugos, Shattuck-Hufnagel, and Veilleux, 2006), and are relatively precise. The degrees of 

strength are adapted to the naive participants as they do not refer to any verbal, prosodic, or 

gesture unit or structure. The levels usually include no boundary, weak boundary, uncertain, 

boundary, and strong boundary. 

3. Corpus and methods 

3.1 Design of Experiment 1 

3.1.1 Stimuli preparation and manipulation 

The audio stimuli were extracted from the ENVID corpus (Lelandais & Ferré, 2016), a 

2-hour video collection of spontaneous conversational British English (8 women, 2 men; mean 

age = 22 years old). This collaborative corpus gathers video recordings realized in soundproof 



studios between 2000 and 2012, making up a total of 5 dialogues (2 hours and 10 minutes). 

Each participant had a lavalier microphone, which provided two separate audio tracks. Two 

audio files corresponding to each microphone were created in a .wav format, so as to facilitate 

the analysis of overlapping speech.  

The ENVID corpus is annotated with syntactic, prosodic, and gestural information. It 

was transcribed in Praat (Boersma & Weenink, 2021) using a standard orthographic 

transcription of tone-units, in which subordinate constructions were localised and coded on a 

separate track. A total of 303 constructions were annotated in the corpus, which represents 

10.09% of the total speaking time (i.e. 2.68 form/min): 83 restrictive relative clauses (1.88% of 

speaking time), 161 adverbial clauses (3.46% of speaking time), and 59 appositive relative 

clauses (1.23% of speaking time). 

They represent the three most widespread types of finite clauses functioning as syntactic 

modifiers4 (e.g. Huddleston & Pullum, 2006) in the ENVID corpus. In example (1), the 

adverbial clause "when he was first starting teaching" restricts the temporal frame in which the 

referential elements must be understood. This paper focuses on adverbial clauses introduced by 

"when". The results and conclusions given in this study for adverbial clauses only concern such 

clauses. 

(1) Adverbial clause (Transcription conventions are provided before the Introduction section of the paper) 

 Zoe (1) my dad used to teach in Hebburn 

  (2) when he was first starting teaching  

  (3) and he was getting harassed by all the pupils (laughs)  

While an adverbial clause modifies another clause, a restrictive relative clause modifies 

a nominal expression. In (2), the restrictive relative clause "that were there" increases the 

relevance of "the Spanish girls", creating a subcategory for this referent.  

                                                           
4 In syntactic studies, "modifiers" refer to elements specifying or elaborating upon some primary features 

(Halliday, 1985), often described as additions to propositional content in the host or embedding structure 

(Huddleston & Pullum, 2006). Modifiers are not inherently presupposed by their head. They supplement the head 

with additional information.  



(2) Restrictive relative clause 

 Joey (1) the Spanish girls 

  (2) that were there # 

  (3) on our second one 

This paper focuses on restrictive relative clauses introduced by "Ø"5 and "that" as 

relative pronouns. This construction allows speakers to provide the co-speaker with more 

complex information about the antecedent than in non-relative structures, without the co-

speaker having trouble processing it. 

Lastly, appositive relative clauses are not invoked to single out a nominal referent, but 

to make an additional comment about it. In (3), the appositive relative clause "which was 

horrible" comments upon "a place called Tropicana".  

(3) Appositive relative clause  

 Beth (1) and then we went into # a place called Tropicana # 

  (2) which was horrible (laughs) # 

  (3) it's on Saint Mary street 

This study focuses on appositive relative clauses introduced by "which" as a 

conjunction.  

The selection targeted occurrences without an interruption, surrounded with immediate 

left and right co-texts other than a single silent pause yielding the speaking turn. The selected 

occurrences were classified according to their syntactic type in Praat (restrictive relative clause, 

adverbial clause, appositive relative clause).  

In order to establish reliability of the clause type classification (restrictive relative 

clause, adverbial clause, appositive relative clause), a second coder judged 20% of the data that 

had been classified by the original coder. The second coder is also a specialist of the field. The 

agreement between coders was 100%. 

The corpus is segmented into tone-units, according to the British school of intonation 

(Crystal, 1969; Wells, 2006) based on dynamic pitch contours. The Momel-Intsint algorithm 

(Hirst, 2007; Bigi, 2012) was used for the automatic annotation of the F0 target points in the 

signal (Figure 1). Annotations are made in two respects: the algorithm notes pitch height (in 

Hz) on target syllables, which allows us to calculate mean F0 values for specific segments. The 

                                                           
5 "Ø" is the zero relative pronoun, marking its ellipsis from a clause. 



algorithm also codes symbolic (relative) values of intonation, in which each measured F0 value 

is compared to preceding ones, i.e. significant changes in the F0 curve either regarding the 

speaker’s pitch range (Top, Bottom) or regarding the neighbouring tones or sequences of tones 

(Upstep, Downstep, Same, Low, High). 

 

Figure 1. Prosodic transcription of the ENVID corpus in Praat. Tiers 7 and 8 show the 

automatic annotations performed with Momel-Intsint. 

Within each segment of the sequences under study, the nature of each nuclear contour 

(fall; fall-rise; rise; rise-fall; flat) was also coded manually. Pitch key was annotated in regards 

to each speaker's specific range (high; mid; low) on both the whole segments (L, SC, R) and 

the boundary (initial and final) syllables in these segments. In order to establish reliability of 

the nuclear contour classification, a second coder judged 20% of the data that had been 

classified by the original coder. The second coder is also a specialist of the field. The agreement 

between coders was 81.9%. 

64 audio stimuli were used (mean duration = 4 seconds), all of them containing three 

tone-units, the second being a subordinate construction, which was established as a variable 

(appositive relative clauses, adverbial clauses, restrictive relative clauses). Each extract can then 

be described as a (1)-(2)-(3) sequence. Example (4) shows a stimulus containing an adverbial 

clause. It can be heard as Audio file 1 in the Extra material section.  

(4) Stimulus containing an adverbial clause   

  (1) especially in class  

 (2) when someone says something funny  

  (3) and i'm always dying  



These extracts did not feature any prosodic cue associated with a boundary (e.g. silent 

or filled pause, final syllabic lengthening, falling tone) between tone-units (1) and (2), and this 

was validated by a pre-test on 6 native speakers of British English, who were also naive to the 

experiment and to prosodic studies6. Each extract has been played twice by the experimenter 

on a computer. Listeners had to draw a vertical line on the orthographic transcription of each 

extract (without any punctuation mark or jump in line) if they perceived any break of some kind 

during the extract. A boundary was broadly defined as "anything that acts as a separator between 

parts of speech". No boundary has been perceived by any participant (agreement rate = 100%).  

The prosodic cues at the boundary between the first and second tone-units were 

established as variables and were subject to manipulation in Praat (Boersma & Weenink, 2021) 

by one of the authors. Manipulations included adding 1) a silent pause between (1) and (2); 2) 

final syllable lengthening at the end of (1); 3) a falling tone at the end of (1); 4) a rising tone at 

the end of (1); a pitch upstep at the beginning of (2). A table detailing the total number of items 

for each manipulation is available in the Extra material section (Table A). The same items 

appear in their filtered and non-filtered versions. The acoustic manipulations on prosodic target 

sites were done on the same items. The acoustic manipulations were implemented on each 

syntactic category (3 types of clauses). Given the short duration of an average tone-unit, tone-

unit (3) provides meaningful context for listeners to avoid any effect resulting from a gating 

paradigm. A detailed list of each item is available in the Extra material section, along with the 

spectrographic representations of both authentic and manipulated items. 

Silent pauses were added between tone-units (1) and (2) with the Praat sound editor. 

Since each stimulus was extracted from a 30-minute dialogue, a 500-millisecond pause 

extracted from each corresponding interaction (without any speech or noise) was inserted 

between the two tone-units in each extract. The 500-millisecond threshold was chosen based 

on the observation of extra-constituent silent pauses in our corpus (mean duration = 0.56 

seconds; median = 0.55 seconds). We wanted the inserted silent pauses to be both representative 

of our corpus and unambiguous. We also followed previous studies showing that silent pauses 

become a decisive cue when they reach a longer duration than 200 milliseconds. Given the short 

                                                           
6 As a reviewer noted, example (4) exhibits perceptible final lengthening on the target word 'class' to expert ears. 

The literature on prosodic boundary perception has attested the difficulty for naive listeners to perceive lower 

levels of prosodic boundaries, but they still might process the information. Hence, the authentic, non-manipulated 

stimuli used in Experiment 1 possibly all exhibit prosodic boundary cues, albeit weak (given the speakers' fast 

articulatory rate). This has an impact on the manipulations dedicated to artificially create prosodic boundary cues. 

We still chose to proceed with these authentic stimuli, since they passed the pre-test with naive listeners. 



duration of our stimuli, we also made sure that silent pauses were still shorter than the duration 

of the whole speech extract.  

Final syllable lengthening was realized with the manipulation function in Praat. We 

relied on Duez (1985) showing that a 50% lengthening of the syllable is perceptible as a 

boundary by listeners. The duration of each final stressed syllable of our original stimuli was 

extracted and lengthened by 50%, with addition of duration points in Praat. An example of a 

stimulus containing a lengthened final syllable can be heard as Audio file 2 in the Extra material 

section. 

The addition of falling and rising tones was made with the pitch stylization function in 

Praat. F0 trajectory is modified on a target syllable. The realized excursion starts at the onset of 

the syllable in question, and finishes after its coda. The excursion range was defined in semi-

tones based on the studies made by ’t Hart (1981), Rietveld & Gussenhoven (1985), and 

Kakouros & Räsänen (2016b). Rietveld & Gussenhoven (1985) show that a variation becomes 

perceptible from 1.5 semitone. We chose a variable excursion range between 1.5 and 4 

semitones depending on each stimulus, in order to obtain a perceptible difference with the pitch 

movement remaining natural. Adjustments in pitch height were made on the whole length of 

extracts when the change in tone affected other prosodic parameters (e.g. reset of the melodic 

curve, octave jump). The mean F0 height in each extract was measured before and after 

manipulation, in order to limit any global perceptive change on the extract curve. An example 

of a stimulus containing an added falling tone can be heard as Audio file 3 in the Extra material 

section, while Audio extract 4 is a stimulus containing an added rising tone. 

Initial pitch upstep was made on (2)'s initial syllable. The difference in height between 

(1)'s final syllable and (2)'s initial syllable was also defined in semitones. It varies between 4 

and 6 semitones depending on each extract, since the minimum threshold of 4 semitones gave 

the clearest and most natural difference (Kakouros & Räsänen, 2016a). Similar to the 

modifications on pitch movement, adjustments in F0 height were made when the pitch upstep 

affected other prosodic parameters (e.g. octave jump). An example of a stimulus containing an 

initial pitch upstep can be heard as Audio file 5 in the Extra material section. 

Every stimulus was also resynthesized in another set to obliterate lexical and syntactic 

content while keeping syllabic structure and intonation (32 filtered stimuli + 32 unfiltered 

stimuli). This allowed us to make lexico-syntactic information inaccessible to participants, in 



order to study the influence of each modality on boundary perception. We used the Pass Hann 

band in Praat (Figure 2), with a frequency from 0 to 450/500 hertz (for speech produced by men 

and women, respectively). The obtained sound signal being very low in amplitude, each extract 

was then amplified (+ 5 dB) in Audacity.  

We considered filtering to be the most appropriate method for speech delexicalization, 

since Experiment 1 focuses on the contribution of a whole set of prosodic cues, and that this 

method does not dissociate rhythm from intonation. When listening to filtered speech, 

participants have access to melodic (e.g. nuclear tones) and temporal (e.g. pauses, speech rate, 

duration) cues. However, the influence of some suprasegmental cues is neutralized and it is 

impossible to identify segments. Since we do not manipulate or control intensity in this study, 

some phonotactic cues can nonetheless show through the segments' relative intensity. We thus 

chose to vary the filtered frequency in function of each extract, making sure that phonotactic 

information remains unavailable. The filtered stimuli were checked for available semantic 

content with an external listener, expert to the field of prosody. An example of a filtered 

stimulus can be heard as Audio file 6 in the Extra material section. 

  

Figure 2. Manipulated final lengthening at the end of (1) on unfiltered (left) and filtered 

(right) stimuli. 

10 distractors have been added to the set. The selection criteria for distractors were the 

same as those for the authentic stimuli (speech coming from one speaker, clear signal without 

any noise), except that the prosodic boundary cues are not controlled. 

3.1.2 Procedure 

Our 64 stimuli (54 stimuli + 10 distractors) were randomized and presented sequentially 

to 24 British participants (aged 19 to 45, mean = 24 years old) via a specifically designed web 

interface, eSurv (2017), permitting to run perception experiments through the internet using a 

standard web browser. The test lasted approximately 40 minutes.  



Most of the participants were recruited online, via mailing lists and social media, while 

one third of them were recruited by one of the authors in person in Bristol, UK. For the latter 

third, the test was realised in presence of the experimenter. Preliminary questions on the web 

interface secured the fact that all participants were native speakers of English, had no hearing 

or visual deficiency, had no experience in prosodic / gesture annotation, and had headphones 

plugged in. 11 participants (all recruited online) were excluded from the analysis, for not 

fulfilling one or more of these criteria7 (total number of participants after exclusion: 13).  

Participants were first presented with a short description of the study, then had to answer 

the preliminary questions. They were then presented with the stimuli. Each sound extract 

featured its orthographic transcription without any punctation mark (see Error! Reference 

source not found. below), a star indicating the location of the boundary to be identified. The 

delexicalized stimuli read "X*X". A boundary was broadly defined as "anything that acts as a 

separator between parts of speech". Participants had to tick one of the five boxes of the point 

scale to rate boundary strength, as the instructions indicated ("Please rate the presence or 

absence of a boundary at *"). In line with the boundary detection systems developed in 

Silverman et al. (1992) and in Carlson & Swerts (2003) using detailed point scales, we included 

an "uncertain" category, since our paradigm did not contain any forced-choice task in limited 

time and focused on the strength of boundaries. Participants could play the sound file any 

number of times they wanted. Figure 3 shows the presentation of the first stimulus on the test 

interface. 

 

Figure 3. Test interface on eSurv with an (unfiltered) sound extract and its transcription 

followed by the 5-point scale. 

3.1.3 Data analysis 

                                                           
7 Two cases were observed in these exclusions. First, a number of online participants indicated they were a native 

speaker of a different language from English, and proceeded with the experiment. Second, some online participants 

consistently ticked the same box (i.e. perceptual category) throughout the entire set of items in less than a minute, 

in the sole purpose of completing the experiment.  



In Experiment 1, our predictions are that (1) perceived prosodic boundary strength 

varies in function of syntactic type; (2) stronger boundaries are perceived in stimuli containing 

appositive clauses. 

Because of the ordinal nature of the dependent variable (ratings ranging from 0 to 5), 

we performed a series of Bayesian Cumulative Link Models (CLM) using the R 4.2.1 statistical 

programming language (R Core Team, 2022) and the brms 2.17.0 package (Carpenter et al., 

2017; Bürkner, 2021) on the data to account for the degree of influence of each separate variable 

on perceived boundary strength. All data frames, model scripts, and posterior distributions are 

available in the Extra material section. Participant and Item were coded as random factors. Type 

was coded as a three-level, centred predictor (appositive; adverbial; relative), with "relative" as 

the reference level. All binary predictors were mean-centred for a more accurate interpretation 

of the coefficient yielded by the models (Brehm & Alday, 2020). 

We used Cumulative Link Models within a Bayesian analysis framework. Bayesian 

modelling offers multiple advantages as opposed to more classical Frequentist methods. They 

are for instance more appropriate when dealing with small datasets, because models show less 

convergence failures, even with a maximal random effects structure (Barr et al., 2013). For 

more information on the benefits of using a Bayesian framework in cognitive and related 

sciences, see Sorensen, Hohenstein, & Vasishth (2016). Based on the observed data and a set 

of priors (more or less precise expectations on what the model should look like), a Bayesian 

model yields posterior distributions of possible values for each of the parameters that are 

estimated. Because of the exploratory nature of the experiments and because of the relatively 

low number of observations, we chose not to specify the priors beyond the default, non-

informative priors used by brms; this means the yielded posterior distributions stay quite close 

to the observed data. The posterior distributions correspond to the interval and point estimates 

of the response (perceived boundary strength) for each variable when the level of the reference 

variable is set to zero. A mean value of 0 for these estimated parameters (^ß) means there is no 

effect of the manipulated variable (IV) on the variable of interest (DV). This estimated mean 

value comes along with credible intervals (Crl), here of 95%, which represent the values 

between which there is a 0.95 probability of finding the real value of the estimated parameter 

(Morey et al., 2016; Winter, Duffy, and Littlemore, 2020). We also report the probability of the 

estimated parameter being superior or inferior to 0 (P(ß) > 0 or P(ß) < 0), as a further indication 

of the strength with which the data support the existence of an effect. Drawing on Engelmann 

et al. (2019) and Pozniak & Burnett (2021), we do not interpret the results as either significant 



or not, since evidence for an effect of a given parameter varies in strength depending on multiple 

parameters (e.g. settings related to the zero reference level, and credible intervals). However, 

we chose the following interpretation thresholds:  

- if the probability of the effect of the parameter to be different from 0 is ≥ .9, the 

effect on the dependent variable will be considered reliable; 

- if the probability of the effect of the parameter to be different from 0 is ≥ .75, the 

effect on the dependent variable will still be considered meaningful, but not as 

robust; 

- if the probability of the effect of the parameter to be different from 0 is < .75, the 

effect on the dependent variable will not be considered reliable. 

Note that these thresholds were chosen in consideration with the small size of our 

dataset. They help qualify the reliability of posterior distributions to give robust information 

about general tendencies in our population. In this sense, they do not directly measure the 

magnitude of the effects.  

All statistical analyses were conducted using the tidyverse 1.3.1 (Wickham et al., 2019), 

dplyr 1.0.9 (Wickham et al., 2022), shinystan 2.6.0 (Stan Development Team, 2017), and sjPlot 

2.8.10 (Lüdecke, 2021) packages for data processing and visualization. We used the ggplot2 

3.3.6 (Wickham, 2016), ggridges 0.5.3 (Wilke, 2021), and ggstance 0.3.5 (Henry, 2020) 

packages to plot density ridges for posterior distributions and build violin plots for the response 

variable. The seed of each model was chosen arbitrarily, in function of the time at which the 

model was first run. 

3.2 Design of Experiment 2 

Experiment 1 having investigated the impact of several prosodic cues on boundary 

perception in speech containing subordinate clauses, Experiment 2 gathers audiovisual stimuli 

which do not include any prosodic boundary cue, and in which only hand gestures are 

manipulated. It explores the impact of boundary cues only expressed through gestures, in 

particular those realized with the hand. 

3.2.1 Stimuli preparation and manipulation 

The speech stimuli were extracted from the ENVID corpus. Six audio extracts were 

selected (4 from female speakers, 2 from male speakers), with an average duration of 4 seconds. 

Five of these extracts are the same as those used in Experiment 1 (authentic extracts), while one 



of these extracts does not belong to the set previously used (we chose a longer extract in order 

to implement gestures). Each stimulus contained three tone-units: one corresponding to the 

subordinate construction (2 appositive relative clauses, 2 adverbial clauses, 2 restrictive relative 

clauses), one corresponding to its left co-text (i.e. the tone-unit immediately preceding the 

subordinate construction), one corresponding to its right co-text (i.e. the tone-unit immediately 

following the subordinate construction). Each extract could therefore be described as a (1)-(2)-

(3) sequence. These extracts did not feature any prosodic cue associated with a boundary, and 

this was validated by a pre-test on 6 native speakers of British English, who were also naive to 

the experiment and to prosodic studies (see procedure in section 3.1.1). No boundary has been 

perceived by any participant (agreement rate = 100%).  

We only manipulated the visual aspect of the stimuli, i.e. gestures. The variables are 

their alignment with speech and their configuration. Three different conditions were included. 

Condition 1 includes 6 extracts with the realization of one hand gesture in overlap between the 

end of the first tone-unit and the second tone-unit, supposedly conveying continuity in discourse 

(Enfield, 2009). Condition 2 represents 6 extracts with the realization of two identical hand 

gestures in terms of configuration, one produced in co-occurrence with a lexical item in the first 

tone-unit, and the other produced in co-occurrence with a lexical item in the second tone-unit 

(supposedly participating in cohesion through form, space, and direction; McNeill & Levy, 

1993; Lascarides & Stone, 2009). The two identical hand gestures are separated with a return 

to rest position. Finally, Condition 3 is made of 6 extracts with the realization of two different 

gestures in terms of configuration with one produced in co-occurrence with a lexical item in the 

first tone-unit, and the other in co-occurrence with a lexical item in the second tone-unit 

(supposedly creating a boundary through form, space, and direction; Calbris, 2011). These two 

different hand gestures are separated with a rest position as well. 

To design the visual aspect of our stimuli, two persons were filmed (one woman and 

one man depending on the audio extract) producing one or two gestures depending on the 

condition while listening to the audio part of the stimuli. These persons are not actors. One of 

them is the author of the present article while the other is naive to language sciences. They were 

following instructions regarding the timing and configuration of hand gestures.  

The hand gestures produced by these persons belong to the categories of iconics (i.e. 

gestures depicting concrete entities or actions; McNeill, 2005), metaphorics (i.e. gestures 

depicting abstract entities through a metaphoric use of form and space; McNeill, 2005) and 

pointing gestures (i.e. deictic gestures) with a representational value. The gestures share a 



semantic link with the lexical affiliate in each stimulus. For the stimuli containing two repeated 

gestures, we preferred grammatical gestures (for instance marking tense or any kind of 

modality), since the repetition of a same iconic gesture without the repetition of the lexical 

affiliate would have given an incongruent result. Each gesture is temporally synchronised with 

speech, in that the apex of the gesture is temporally aligned with the prominent syllable 

(specifically, its vowel onset) of the lexical affiliate (Couper-Kuhlen, 1999). This alignment 

was controlled with a visual representation of prominent syllables in Praat. All gestures show 

the same duration, amplitude and tension depending on each condition’s requirements. A 

detailed list of each item with a justification for each chosen gesture form is available in the 

Extra material section. 

An example of the stimuli can be seen in Video 1 in the Extra material section, and in 

Figure 4. Figure 4 is associated with example (5), which illustrates our choices concerning hand 

gesture types regarding the meaning of each speech extract. In the stimulus represented by 

example (5) and Figure 4, the speaker is describing the final exam in his architecture course. 

The lexical item in affiliation with the gesture produced is "work". The gesturing person draws 

a rectangle on a flat surface, as a sheet of paper on a desk. This stimulus belongs to Condition 

1, in which one single gesture is produced in overlap between the first two tone-units.  

(5) Appositive relative clause in a stimulus belonging to Condition 1 

 Tim (1) you get an assessed [(a) piece of (b) work 

  (2) which you do on a computer (c)] 

  (3) using a program called author catway 

 

 

Figure 4. Several moments of the iconic hand gesture produced in Video 1 and example (5). 

The gesture preparation phase can be seen in image (a), while the realization and retraction 

phases can respectively be seen in images (b) and (c). 

A fixation cross was added to the stimuli two seconds before the beginning of each video 

in order to focus the participants’ attention. The gesturing person’s face was blurred, so as to 



filter the available visual cues (head and eyebrow movement are made invisible) and to focus 

the participants’ attention on the hands. This also facilitates the interpretation of speech as 

coming from the gesturing person in the video. The hands are in rest position at the beginning 

of each video, and return to rest position afterwards. The rest position is the same across the 

stimuli, as shown in Figure 5. Examples of stimuli belonging to Condition 2 and to Condition 

3 can respectively be found as Video 2 and Video 3 in the Extra material section. 

 

Figure 5. Rest position of the gesturing person in videos containing sound extracts produced 

by a female speaker (a), and in videos containing sound extracts produced by a male speaker 

(b). These rest positions are adopted before and after the realization of every hand gesture. 

Every final version of the stimuli was controlled by 2 persons external to the study and 

to linguistics in general, to make sure that the audiovisual stimuli were not incongruent. 100% 

of sequences were validated as such. 

3.2.2 Procedure 

Our 24 stimuli (18 stimuli + 6 distractors) were randomized and presented sequentially 

to 25 British participants (aged 19 to 40, mean = 24) via a specifically designed web interface 

eSurv (2017), permitting to run perception experiments through the internet using a standard 

web browser. The test lasted approximately 20 minutes. 

The recruitment procedure was the same as that of Experiment 1. Most of the 

participants were recruited online, via mailing lists and social media, while one third of them 

were recruited by one of the authors in person in Bristol, UK. For the latter third, the test was 

realised in presence of the experimenter. This latter third participated in both Experiment 1 and 

Experiment 2. Preliminary questions on the web interface secured the fact that all participants 

were native speakers of English, had no hearing or visual deficiency, had no experience in 



prosodic / gesture annotation, and had headphones plugged in. 1 participant (recruited online) 

was excluded from the analysis, for not fulfilling one of these criteria (total number of 

participants after exclusion: 24).  

Participants were first presented with a short description of the study, then had to answer 

the preliminary questions. They were then presented with the stimuli, each extract featuring its 

orthographic transcription. The transcript did not feature any punctuation, but featured a star to 

indicate the location of the potential boundary to be identified. A boundary was broadly defined 

as "anything that acts as a separator between parts of speech". Participants had to tick one of 

the five boxes of the point scale to rate boundary strength. They could play the video file any 

number of times they wanted. Figure 6 shows the test interface. 

 

Figure 6. Test interface on eSurv with a video extract and its orthographic transcription, 

followed by the 5-point scale. 

3.2.3 Data analysis 

Our hypotheses for Experiment 2 are as follows: 1) speech boundaries between clauses 

can be visually perceived by naive participants; 2) stronger boundaries are perceived in stimuli 

containing two different hand gestures in terms of form, trajectory, and space; 3) stronger 

boundaries are perceived in stimuli containing appositive clauses. 

We used Bayesian Cumulative Link Models (CLM) using the R 4.2.1 statistical 

programming language (R Core Team, 2022) and the brms 2.17.0 package (Carpenter et al., 

2017; Bürkner, 2021) to account for the degree of influence of each separate variable on 

perceived boundary strength. All data frames, model scripts, and posterior distributions are 

available in the Extra material section. Participant and Item were coded as random factors. Type 

was coded as a three-level, centred predictor (appositive; adverbial; relative), with "relative" as 

the reference level. All binary predictors were mean-centred. All statistical analyses were 

conducted using the same packages as in Experiment 1. 



4. Results and discussion 

4.1 Results of Experiment 1 

We noted high inter-rater variability for Experiment 1. A graph showing each 

participant's mean ratings by syntactic type is available in the Extra material section. Despite 

this high variability, we used the 95% credible interval to interpret the posterior distributions 

of each model because of the limited number of participants. The results are given in different 

sections depending on each tested effect. All data frames with posterior distributions are 

available in the Extra material section. 

4.1.1 Filter 

We first explored the potential effect of filter (Pass Hann Band) as a single predictor 

(fixed factor = Filter; values = yes (1); no (0)) on perceived boundary strength (fixed factor = 

Ratings; values = strong boundary (5), boundary (4), weak boundary (3), uncertain (2), no 

boundary (1)). The first model, mb1, was fitted as follows: mb1 <- brm(Rating ~ filter2  + 

(filter2|Participant) + (1|Item), data = data, family = cumulative, chains = 4, iter = 3000). The 

list of every fitted model is available in the Extra material section. 

Figure 7 shows a plot of the posterior distributions for the filter variable. As a reminder, 

the posterior distributions correspond to the interval and point estimates of the response 

(perceived boundary strength) for each variable when the level of the reference variable is set 

to zero. Zero is marked with a vertical dashed line. Quantile lines correspond to the 95% 

credible intervals and the mean. The 95% central part of each density ridge is filled with blue, 

while the tails are filled with pink. The density ridge, corresponding to the filter variable is 

mostly on the right of the zero vertical dashed line, with a mean estimated coefficient of 1.89.  



 

Figure 7. Posterior distribution of the filter variable in mb1. 

The posterior distributions calculated in mb1 (available in the Extra material section) 

strongly supported the existence of an effect of filter on perceived boundary strength, with a 

stronger perceived boundary for filtered speech (^ß = 1.89, 95% Crl = [-0.91, 4.69], P (ß > 0) 

= 0.92). P (ß > 0) indicates the probability of filter having an effect on the DV. The data thus 

support quite well the existence of an effect. This implies that in this model, prosody had an 

effect on syntactic boundary perception, with stronger boundaries perceived in stimuli only 

featuring syllabic structure and intonation, and obliterating syntactic and lexical information.  

4.1.2 Syntactic type 

We then fitted a model, mb2, investigating an overall effect of syntactic type with and 

without filtering. We first show the ratings for the response variable (perceived boundary 

strength) before going through the model. A file detailing the total number of answers in each 

perceptual category (from 1: no boundary to 5: strong boundary) is available in the Extra 

material section (Answers per Likert category). Figure 8 shows violin plots for ratings in both 

conditions, where 0 stands for no filter and 1 for filter.  



 

Figure 8. Ratings for the response variable, perceived boundary strength, represented in violin 

plots in the no filter (0) and filter (1) conditions. 

Ratings are presented on the vertical axis, ranging from 1 (no boundary) to 5 (strong 

boundary). The shape of each violin plot varies in function of the distribution of answers in 

each perceptual category, i.e. each rating. The quantiles are shown with horizontal white lines 

in each violin plot. Each black point represents the mean rating score for every syntactic type 

in both conditions, along with its standard error bar. The filter condition (1) shows higher 

ratings in perceived boundary strength (mean ratings = 3.23 for appositives, 3.2 for adverbials, 

3.22 for relative clauses). The no filter condition (0) shows more contrasts in ratings (mean 

ratings = 2.82 for appositives, 2.59 for adverbials, 2.71 for relative clauses). In both conditions, 

appositive clauses feature a slightly higher perceived boundary strength than adverbial and 

relative clauses. 

The fitted model, mb2, did not show much of an effect of syntactic types on perceived 

boundary strength (^ß = 0.13, 95% Crl = [-0.38, 0.63], P (ß > 0) = 0.7 for appositives; ^ß = -

0.08, 95% Crl = [-0.68, 0.46], P (ß < 0) = 0.61 for adverbials), while the same main effect of 

filter persisted.  

4.1.3 Silent pause 

We next investigated the effect of the presence of a silent pause and syntactic type on 

perceived boundary strength, with and without filtering. The model was fitted as mb4. Figure 

9 shows the ratings for each syntactic type in the no filter (0) and filter (1) conditions. 



 

Figure 9. Violin plots of perceived boundary strength according to the presence or absence of 

a silent pause in the stimuli, in the no filter (0) and filter (1) conditions. 

In the no filter condition (0), the overall ratings are higher with the presence of a pause, 

with a higher contrast in between the perception of syntactic types (mean ratings for types 

without a silent pause = appositives 2.58, adverbials 2.37, relatives 2.57; mean ratings for types 

with a silent pause = appositives 3.12; adverbials 2.87, relatives 2.92). Appositives show the 

highest ratings, followed by relative and adverbial clauses. Perceived boundary strength 

increases by 0.5 with a silent pause for appositive and adverbial clauses, while it increases by 

0.35 for relative clauses. In the filter condition (1), the overall ratings are also higher with the 

presence of a pause. These ratings are much higher than in the non-filter condition. Adverbial 

and relative clauses show the highest ratings with the presence of a silent pause (mean ratings 

for types with a silent pause = appositives 3.35, adverbials 3.54, relatives 3.54). 

The effect of the presence of a silent pause was probable, with a stronger perceived 

boundary for stimuli containing a silent pause (^ß = 1.04, 95% Crl = [-0.6, 2.64], P (ß > 0) = 

0.91). We also found an interaction between silent pauses and filtering, in that this effect was 

different for filter and non-filter conditions, with higher ratings overall in the filter condition, 

for both no pause and pause. 

Figure 10 shows a plot of the posterior distributions for each syntactic type, the pause 

variable, the filter variable, as well as the interactions between each variable.  



 

Figure 10. Posterior distributions of each syntactic type, along with those of the pause and 

filter variables and their interactions in mb4. 

The third density ridge from the top, corresponding to pause, is on the right of the zero 

vertical dashed line, with a mean estimated coefficient of 1.04.  

4.1.4 Final syllable lengthening 

We also tested the effect of final syllable lengthening on perceived boundary strength. 

The model was fitted as mb5. Figure 11 shows the ratings for perceived boundary strength with 

no lengthening (0) and lengthening (1). 



 

Figure 11. Violin plots of perceived boundary strength according to the presence or absence 

of final syllable lengthening in the stimuli, in the no filter (0) and filter (1) conditions. 

All syntactic types show an increase in ratings with final syllable lengthening. In the no 

filter condition (0), appositive clauses show the highest ratings in both non-lengthened (mean 

rating = 2.69) and lengthened stimuli (mean rating = 2.98). In the no filter condition, ratings 

increase by 0.3 for appositive clauses and by 0.5 for adverbial clauses, while those for relative 

clauses increase by about 0.2. 

The posterior distributions in mb5 supported the existence of an effect of final syllable 

lengthening on perceived boundary strength, with a stronger boundary perceived for speech 

containing final syllabic lengthening (^ß = 0.72, 95% Crl = [-0.21, 1.62], P (ß > 0) = 0.94). 

Although the posterior distributions in mb5 showed the same main effect of filtering, 

there was no visible interaction between lengthening and filtering, as there was no difference 

between the filter and no filter conditions. This suggests that lengthening is more robust across 

conditions as an effect than silent pauses in our models, which were modulated by filtering.  

Figure 12 shows a plot of the posterior distributions for each variable as well as their 

interactions. The third density ridge from the top, corresponding to final syllabic lengthening 

(length), is on the right of the zero vertical dashed line, with a mean estimated coefficient of 

0.72.  



 

Figure 12. Posterior distributions of each syntactic type, along with those of the final syllabic 

lengthening and filter variables and their interactions in mb5. 

The posterior distributions in mb5 also indicated a probable interaction between 

appositives and lengthening, with a weaker perceived boundary for filtered appositive clauses 

with final syllable lengthening (^ß = -0.5, 95% Crl = [-2.47, 1.46], P (ß < 0) = 0.7) than that for 

filtered relative clauses. However, the probability (based on our number of responses) led us to 

consider this effect unreliable. This can nonetheless be seen in Figure 11 in the filter condition 

(1), where appositive clauses without any final syllable lengthening feature a mean rating of 

3.09, while relative clauses with final syllable lengthening show a mean rating of 3.48.  

4.1.5 Pitch reset 

The next model, mb6, tested the effect of pitch reset on perceived boundary strength. 

Figure 13 shows the ratings in the no filter (0) and filter conditions (1).  



 

Figure 13. Violin plots of perceived boundary strength according to the presence or absence 

of pitch reset in the stimuli, in the no filter (0) and filter (1) conditions. 

In both no filter and filter conditions, pitch reset shows slightly higher ratings across 

syntactic types. Ratings are higher for speech containing a pitch reset in the filter (1) condition 

(mean rating = appositives 3.39, adverbials 3.31, relatives 3.42) than in the no-filter (0) 

condition (mean rating = appositives 2.92, adverbials 2.72, relatives 2.92). In the no filter 

condition, ratings increase by 0.2 for all three syntactic types with the presence of a pitch reset. 

Along with a consistent main effect of filtering, we found a main effect of pitch reset on 

perceived boundary strength, with a stronger perceived boundary for speech containing a pitch 

reset (^ß = 0.46, 95% Crl = [-0.2, 1.07], P (ß > 0) = 0.93). Figure 14 shows a plot of the posterior 

distributions for each variable, as well as their interactions.  



 

Figure 14. Posterior distributions of each syntactic type, along with those of the pitch reset 

and filter variables and their interactions in mb6. 

The third density ridge from the top, corresponding to pitch reset, is on the right of the 

zero vertical dashed line, with a mean estimated coefficient of 0.46. 

4.1.6 Number of prosodic cues 

We then explored the effect of number of prosodic cues (0; 1; 2; 3) on perceived 

boundary strength, with and without filtering. The model was fitted as mb3. Figure 15 shows 

violin plots for ratings in the no filter and filter conditions, where 0 stands for no filter and 1 

for filter on a vertical axis. It also features the ratings for the different number of cues 

simultaneously present in the stimuli, with 0, 1, 2, and 3 on a horizontal axis.  



 

Figure 15. Violin plots of perceived boundary strength according to the number of 

simultaneous boundary cues in the speech stimuli (horizontally), in the no filter (0) and filter 

(1) conditions (vertically). 

In both non-filter and filter conditions, ratings are higher as the number of simultaneous 

cues increases. In the filter condition, relative clauses show stronger ratings overall (3.15 for 0 

cues; 3.1 for 1 cue; 3.31 for 2 cues; 3.92 for 3 cues). In the no filter condition, with a cluster of 

three prosodic cues as opposed to no cue, ratings increase by 0.65 for appositive clauses, 0.81 

for adverbial clauses, and 0.48 for relative clauses. 

The posterior distributions calculated in mb3 supported the existence of an effect of 

number of cues on perceived boundary strength, with a stronger perceived boundary for a higher 

number of cues (^ß = 0.45, 95% Crl = [-0.12, 1.03], P (ß > 0) = 0.95). The posterior distributions 

still supported a main effect of filter on perceived boundary strength, with a stronger perceived 

boundary for filtered speech. Interestingly however, no interaction was found between number 

of cues and filter, meaning that there was no difference in boundary ratings between filter and 

no filter, with regards to the impact of the number of cues (^ß for filter*number = -0.02, 95% 

Crl = [-0.51, 0.55], P (ß < 0) = 0.55). 

Figure 16 shows a plot of the posterior distributions for the number variable, the filter 

variable, and the interaction between number and filter.  



 

Figure 16. Posterior distributions of the number and filter variables along with that of their 

interaction in mb3. 

The first density ridge, corresponding to the number of cues variable, is on the right of 

the zero vertical dashed line, with a mean estimated coefficient of 0.45. 

4.1.7 Rising and falling tones 

We finally tested the effect of the presence of a rising tone (mb7) and that of a falling 

tone (mb8) on perceived boundary strength.  

Figure 17 shows the ratings in the no filter (0) and filter conditions (1) with the presence 

or absence of a rising tone. 



 

Figure 17. Violin plots of perceived boundary strength according to the presence or absence 

of a rising tone in the stimuli, in the no filter (0) and filter (1) conditions. 

Ratings are weaker across the board for speech containing a rising tone, in both no filter 

(0) and filter conditions (1). In the no filter condition, ratings decrease by 0.15 (from 2.84 to 

2.69) for appositives, by 0.23 from (2.61 to 2.38) for adverbials, and by 0.71 (from 2.78 to 2.07) 

for relatives. Ratings are stronger in the filter condition (1), and the contrast in ratings between 

syntactic types is clearer in speech containing a rising tone. 

The posterior distributions of mb7 indicated a main effect of the presence of a rising 

tone on perceived boundary strength, with a weaker perceived boundary for speech containing 

a rising tone (^ß = -0.67, 95% Crl = [-1.65, 0.27], P (ß < 0) = 0.93). Figure 18 shows a plot of 

the posterior distributions for each variable and each of their interactions. 



 

Figure 18. Posterior distributions of each syntactic type, along with those of the rising tone 

and filter variables and their interactions in mb7. 

The third density ridge from the top, corresponding to rising tones (rise), is on the left 

of the zero vertical dashed line, with a mean estimated coefficient of -0.67.  

Concerning the presence of a falling tone, Figure 19 shows the ratings in the no filter 

(0) and filter conditions (1). 



 

Figure 19. Violin plots of perceived boundary strength according to the presence or absence 

of a falling tone in the stimuli, in the no filter (0) and filter (1) conditions. 

Ratings are overall weaker for speech containing a falling tone, in both no filter (0) and 

filter conditions (1). In the no filter condition, ratings decrease by 0.41 (from 2.87 to 2.46) for 

appositives and by 0.15 (from 2.61 to 2.46) for adverbials. They slightly increase by 0.07 (from 

2.69 to 2.76) for relatives. An increasing pattern is also found for appositive clauses in the filter 

(1) condition. 

With mb8, we found a main effect of the presence of a falling tone on perceived 

boundary strength, with a weaker perceived boundary for speech containing a falling tone (^ß 

= -0.39, 95% Crl = [-1.46, 0.72], P (ß < 0) = 0.79). However, the estimated coefficient was not 

high, and the probability score led us to consider this effect of falling tones as moderate. Figure 

20 shows a plot of the posterior distributions for each variable and each interaction.  



 

Figure 20. Posterior distributions of each syntactic type, along with those of the falling tone 

and filter variables and their interactions in mb8. 

The third density ridge from the top, corresponding to falling tones (fall), is mostly on 

the left of the zero vertical dashed line, with a mean estimated coefficient of -0.39. 

4.1.8 Summary of results for Experiment 1 

To sum up, the exploration of interactions between isolated prosodic cues and prosodic 

boundary ratings shows that some cues were used by naive listeners to identify boundaries 

across our three syntactic types. These cues were silent pauses, final syllabic lengthening, and 

pitch reset. The presence of rising and falling tones in the stimuli led participants to assign 

lower ratings for perceived boundary strength. Table 1 provides a summary of effects for each 

variable in the form of their estimated coefficient, along with the probability the exact 

coefficient is greater or smaller (rising tone, falling tone) than 0. The results of Experiment 1 

are discussed in section 5.  



Table 1. Summary of main effects for each variable tested. 

variable ^ß P (ß > 0) 

filter 1.89 0.92 

silent pause 1.04 0.91 

final syllable lengthening 0.72 0.94 

pitch reset 0.46 0.93 

combination of cues 0.45 0.95 

rising tone -0.67 0.93 (<) 

falling tone -0.39 0.79 (<) 

appositive clauses (reference 

level: relative clauses) 

0.13 0.7 

adverbial clauses (reference 

level: relative clauses) 

-0.08 0.61(<) 

 

4.2 Results of Experiment 2 

Just as in Experiment 1, we noted high inter-rater variability for Experiment 2. A graph 

showing each participant's mean ratings by syntactic type is available in the Extra material 

section.  

We investigated the effects of syntactic type and gesture type on perceived boundary 

strength. Figure 21 shows violin plots for the overall ratings of each syntactic type.  



 

Figure 21. Violin plots of perceived boundary strength by syntactic type. 

Appositives display a stronger boundary score (mean rating = 2.92) than adverbial 

(mean rating = 2.65) and relative clauses (mean rating = 2.68). All mean ratings are comprised 

in an interval from 2.5 to 3.  

Figure 22 shows violin plots for the overall ratings for each gesture condition. 

 

Figure 22. Violin plots of perceived boundary strength by gesture condition. 

The three gesture conditions lead to fairly similar ratings, with a mean rating of 2.79 for 

one hand gesture, 2.75 for two identical hand gestures, and 2.71 for two different hand gestures. 



As a single predictor, gesture condition does not appear to have an effect on perceived boundary 

strength.  

Figure 23 shows violin plots of perceived boundary strength for syntactic types in each 

gesture condition. 

 

Figure 23. Violin plots of perceived boundary strength by syntactic type and by gesture 

condition. 

When considering subsets for each gesture condition (one gesture overlapping tone-

units; two identical gestures; two different gestures), ratings for syntactic types show more 

variety. Appositives still show higher mean ratings across all conditions (mean rating = 2.96 

for one gesture; 2.96 for two identical gestures; 2.83 for two different hand gestures) than the 

other two syntactic types. The contrast between each syntactic type increases in the "Same" 

hand gesture conditions (mean rating = 2.96 for appositives; 2.77 for adverbials; 2.5 for 

relatives). This is the only condition in which relative clauses show weaker ratings than 

adverbials. Mean ratings for adverbial clauses across conditions are 2.58 for one gesture, 2.77 

for two identical gestures, and 2.58 for two different hand gestures. Mean ratings for relative 

clauses are 2.83 for one gesture, 2.5 for two identical gestures, and 2.71 for two different hand 

gestures.  

We modelled the "rating" dependent variable as influenced by the interaction of two 

independent variables: type and coding. The model was fitted as mbG. The posterior 

distributions calculated in mbG did not support the existence of an effect of syntactic type or 

gesture type on perceived boundary strength across the board. However, they moderately 



supported the presence of an effect of syntactic type. Appositive clauses were linked to a 

stronger perceived boundary than relative clauses (^ß = 0.53, 95% Crl = [-0.51, 1.56], P (ß > 0) 

= 0.86). This discrepancy increased in the "same gesture" condition (i.e. in stimuli containing 

two identical hand gestures; ^ß = 0.6, 95% Crl = [-1.88, 3.06], P (ß > 0) = 0.7). The discrepancy 

between adverbial and relative clauses also increased in this condition (^ß = 1.03, 95% Crl = [-

1.3, 3.49], P (ß > 0) = 0.82). It has to be noted that these results represent tendencies in data that 

moderately support the presence of an effect. More data for this test is needed to verify 

generalizability. 

Figure 24 shows a plot of the posterior distributions for the syntactic type and gesture 

type variables.  

 

Figure 24. Posterior distributions of each syntactic type, along with those of the gesture 

conditions and their interactions in mbG. 

The first density ridge, corresponding to the difference between the ratings for 

appositive and relative clauses, is on the right of the zero vertical dashed line, with a mean 

estimated coefficient of 0.53. 

To sum up, as a single predictor, gesture condition did not have any effect on perceived 

boundary strength. Our data moderately supported the presence of an effect of syntactic type 

(increased in the "same" gesture condition), which suggests a trend whose generalizability 

needs to be verified. 



5. General discussion and conclusion 

5.1 Discussion of Experiment 1 

Experiment 1 evaluates the perception of boundaries by naive listeners, in extracts of 

spontaneous speech containing syntactic subordinate structures. Research question (1) can be 

answered as follows: prosody modulates the strength of perceived syntactic boundaries. The 

cues involved in the modulation of perceived syntactic boundaries are silent pauses, final 

syllable lengthening, pitch reset, and the simultaneous presence of several cues on one stimulus. 

These results cannot be explained in terms of constituent length, sequential position, 

discourse status, or prosodic cues, since these parameters were controlled. However, constituent 

complexity and weight remain potential factors. Likewise, the degree of (potential) syntactic 

closure varies in between segments. Specifically, some of the adverbial clauses are preceded by 

a (potential) full syntactic closure, while others are preceded by a nominal clause projecting a 

verbal clause.  

The models showed that naive participants are able to perceive different degrees of 

boundary strength. This study therefore adds to the existing evidence of naive listeners' 

sensitivity to prosodic cues (Mo, Cole, and Lee, 2008; Cole, Mahrt, and Hualde, 2014). 

However, inter-rater variability was high for Experiment 1. We assume this perceptual 

variability is directly linked to the recruitment method for this study, since two thirds of the 

participants were recruited online and completed the experiment from home. We also presume 

that the use of different, personal material (headphones, laptop or PC) for all participants during 

the procedure increased variability. Standard factors for high variability include performance 

factors (attention and fatigue) and interference from environmental noise or activity. Variability 

in prosody perception can also arise due to differences in participants' linguistic experience 

(Cole, Mo, and Baek, 2010), for instance unfamiliarity with a speaker’s voice or their phonetic 

expression of prosody. These differences may well be heightened with stimuli containing non- 

elicited spontaneous speech.  

Slightly stronger boundaries are perceived in appositive relative clauses. Although 

syntax and prosody are not necessarily isomorphic, this result is in accordance with macro-

syntactic production results and with their description in the literature, since appositive clauses 

are considered macro-syntactically detached from the matrix clause (De Vries, 2006; Krifka, 

2007; Loock, 2007). Our data is also in agreement with the results found by Auran & Loock 



(2011), who showed that silent pauses and final syllabic lengthening are typical features of 

discourse sequences containing an appositive clause.  

One of the potential explanations for the fact that adverbial clauses are in most cases 

associated with weaker boundaries than appositive and relative clauses comes from the 

Discourse Analysis literature, in which adverbial clauses are defined as featuring a flexible 

macro-syntax (e.g. Thompson, 2002), mirroring their variety of discourse functions. They also 

show more variety in their degree of potential syntactic closure.  

The fact that relative clauses show slightly higher ratings than adverbial clauses 

contradicts both the description of relative clauses in the syntactic literature and our production 

results. The literature generally agrees with the fact that restrictive relative clauses are mostly 

fully integrated to their left co-text in macro-syntactic terms (Matthiessen & Thompson, 1988; 

De Vries, 2006). In our production study, restrictive relative clauses featured very few prosodic 

boundaries, all of them being produced after the realization of the restrictive relative clause 

(Lelandais & Ferré, 2016). In our ENVID corpus, restrictive relative clauses are in majority 

produced in the same tone-unit as the preceding one, while the rest is typically preceded with a 

continuation contour (i.e. final rise). The final syllable of (1) and the initial syllable of (2) are 

usually realized at the same F0 height. The response is therefore not based on any production-

based learning effect which would imply a strict correspondence between a syntactic type and 

prosodic features. 

Given the fact that subjects labelling prosodic boundaries in their own language have 

been described as usually perceiving more boundaries than subjects annotating delexicalized 

speech (Mettouchi et al., 2007), the fact that participants perceived stronger boundaries in 

delexicalized speech in this study suggests the presence of subordinate clauses in stimuli, 

whatever their type, downgrades perceived boundary strength. This remark has yet to be 

hypothesized and probed with another experimental setup, with stimuli containing main clauses 

and subordinate clauses. These subordinate clauses are all verb phrases that display traditional 

prosodic phrasing cues at their right edge, as described in Cole, Mo, and Baek (2010). This 

study adds to the evidence that the boundaries at their left edge, however, are perceived 

differently.  

Concerning the interactions between isolated prosodic cues and prosodic boundary 

perception, silent pauses represent the strongest cue for boundary perception. This falls in line 

with a vast number of studies in various experimental settings with read, radio, or narrative 



speech (Carlson & Swerts, 2003; Yoon, Cole, & Hasegawa-Johnson, 2007; Wagner & Watson, 

2010; Roy, Cole, & Mahrt, 2017; Kuang, Pik Yu Chan, & Rhee, 2022).  

The second strongest cue in our models is final syllabic lengthening, without the 

simultaneous presence of any silent pause or pitch reset. These findings differ from those of 

Wightman et al. (1992), who had observed that major boundaries were better distinguished with 

a combination of silent pauses, lengthening, and intonational cues. More recently, Kuang, Pik 

Yu Chan, & Rhee (2022) as well as Pintér, Mizuguchi, and Tateishi (2014) found final syllabic 

lengthening more reliable when coupled with a silent pause, with a more global effect of 

durational cues in general. Cole, Mo, and Baek (2010) had pointed out, however, that 

lengthening might well be sufficient to drive the perceptual processes underlying speech 

segmentation for major boundaries. Hilton et al. (2019) provided backing evidence for the 

conspicuousness of durational cues and of lengthening, but specified that the scope, amplitude 

and targets for these durational features to cue a boundary were not yet precisely delimited. 

This main effect of final syllabic lengthening takes place despite the fact that acoustic effects 

of prosody vary according to the phonological content of the word or syllable. Lee et al. (2006) 

and Mo (2008) both reported variability in final lengthening effects on vowels as a function of 

vowel phoneme. 

Pitch reset, in our models, has a similar effect on the response variable as an isolated 

cue to the presence of several cues at once. This is unexpected given the fact that the literature 

has yielded mixed results about the effect of pitch reset as a single cue in English (Biron et al., 

2021; Kuang, Pik Yu Chan, and Rhee, 2022) and in other languages (see Simon & 

Christodoulides, 2016 for French). Other studies have pointed out a weak effect of pitch cues 

in general (Roy, Cole, & Mahrt, 2017). These mixed results are usually accounted for by 

unnaturalness. Indeed, pitch reset is rarely found as a single cue in natural speech, as it is usually 

produced with a pause and final lengthening (de Pijper & Sanderman, 1994). Furthermore, 

native speakers of English have been described as more sensitive to unit-final boundary cues 

than unit-initial cues (Kuang, Pik Yu Chan, and Rhee, 2022). The steady effect of pitch reset in 

our models is even more unexpected since it is the only unit-initial cue we included in the 

stimuli.  

The number of prosodic cues also has an effect on perceived boundary strength. Ratings 

increase substantially when three prosodic cues (silent pause, final syllabic lengthening and 

pitch reset) are clustered. These results are in line with the majority of perceptual studies in 



English and in other languages, observing higher perceived boundary strength when cues are 

combined (e.g. Hilton et al., 2019; Kuang, Pik Yu Chan, and Rhee, 2022).  

Rising tones were also found to have a main effect on perceived boundary strength, in 

that participants reliably perceived weaker boundaries in stimuli with a rising tone (when filter 

= 0). The effect is attenuated in filtered speech, suggesting congruency between a syntactic 

subordinate clause and the presence of a rising tone. Because of the controlled maximum pitch 

height for all rises, participants are likely to have interpreted these rises as continuation (i.e. 

nonfinal) contours. Relative clauses are particularly affected by the difference in ratings. This 

is consistent with their production pattern, since continuation contours are frequent features of 

relative clauses (Lelandais & Ferré, 2016). 

Falling tones caused participants to perceive weaker boundaries as well. The direction 

of this effect was unexpected, since falling tones ending with lower F0 values are generally 

mentioned as part of boundary cues (Cole, Mo, and Baek, 2010). We think the reason for this 

effect lies in the fact that the tone does not end low enough to be perceived as conveying finality 

(Cole, Mo, and Baek, 2010), because of the way the stimuli were manipulated to only feature a 

falling tone without any pitch reset. A competing explanation has to do with the position of the 

tone itself. A falling tone heard in the middle of two tone-units might not carry any meaning of 

finality as a single cue, because of the existence of an immediate co-text. In conversational 

speech, adverbial clauses are commonly preceded with a falling contour on (1), which is often 

in relation with the management of interpretative frames (Chafe, 1984). Adverbial clauses can 

be analysed as a means of grouping several discourse segments together, linked by the fact that 

they have to be interpreted by a same criterion, which is delivered in an adverbial clause (Brown 

& Yule, 1983). This implies that co-speakers have to keep this criterion in mind for the 

treatment of the host segment and the segments that follow, until the production of a cue 

indicating the end of its range. A falling tone on the preceding segment can be such a cue. 

In the context of relative clauses, falling tones caused slightly higher ratings. We suspect 

the presence of a falling tone introducing an embedded clause caused incongruency, and 

triggered a higher response from participants. Kim et al. (2006) reported falling F0 contours 

and other cues having a greater incidence on the perception of major rather than lower-level 

boundaries. Cole, Mo, and Baek (2010) pointed out that the differences between lower- and 

higher-level prosodic boundaries in terms of syntactic factors had not been explored, but they 

expected that the lower-level boundaries were more commonly associated with the edges of 

lower-level syntactic constituents, or were used in contexts of syntactic embedding. 



Lastly, we address the fact that some of the prosodic cues impacted perceived boundary 

strength differently across syntactic types in the filter condition. This phenomenon could stem 

from the fact that speech rate and vowel intensity were not controlled. Vowel intensity has been 

shown to play a role in the perception of prosodic boundaries (Mo, 2008), and differences in 

the stimuli despite the Pass Hann band and the amplification might have led our participants to 

assign higher scores. Speech rate has not been shown to play a role in the perception of 

boundaries, but in that of prominence (Priva, 2017). Some of the stimuli might have been 

perceived as prominent, and interfered with participants' judgement about perceived boundary 

strength. 

In a nutshell, our results show that silent pauses, final syllabic lengthening and pitch 

reset are used as prosodic cues by naive listeners to identify boundaries in speech and assess 

their weight, in sequences containing subordinate clauses. These results match our production 

results in British English, since more prosodic cues are produced in appositive clauses than in 

adverbial and restrictive relative clauses (Lelandais & Ferré, 2016). These results are also in 

line with recent studies (Kuang, Pik Yu Chan, and Rhee, 2022) showing the importance of silent 

pauses and final syllabic lengthening in the perception of boundaries in speech.  

5.2 Discussion of Experiment 2 

Experiment 2 evaluates the perception of boundaries by naive listeners, in extracts of 

spontaneous speech containing syntactic subordinate structures, with speakers producing 

different iconic, metaphoric, or pointing gestures. Research question (2) can be answered as 

follows: gesture, as a single predictor, does not modulate the strength of perceived syntactic 

boundaries. However, the discrepancies in ratings for each syntactic type increase in a specific 

condition (when two identical hand gestures are produced sequentially). The fact that the 

posterior distributions moderately support the existence of an effect for this condition suggests 

a tendency that has to be probed with more data.  

As in Experiment 1, these results cannot be explained in terms of constituent length, 

sequential position, and discourse status, as these parameters were controlled in the study. 

However, constituent complexity, weight, and degree of syntactic closure remain potential 

factors. 

A trend can be observed in Condition 2 only, when two identical gestures are produced. 

Condition 2 caused slightly higher ratings for appositive and adverbial clauses compared to 

those in the other conditions. Gesture repetition has never been studied from the perspective of 



boundary perception in speech, but has yielded conflicting results from the point of view of 

their informational input (Hoetjes et al., 2015). The concept differs in that in most studies, 

gesture repetition is accompanied with referential repetition, which is not the case in our data. 

Hoetjes et al. (2015), who studied the extent to which gesture reduction was comparable to 

other forms of linguistic reduction, found that participants judged gestures from repeated 

references as less precise than those from initial ones. However, they also found that gestures 

from repeated and initial references were equally successful in communicating information.  

The results reported by Hilton et al. (2019) sheds some light on the trend observed for 

Condition 2. Hilton et al. (2019) found that visually presented non-speech stimuli in the form 

of action sequences performed with hands elicited the same electrophysiological correlate (a 

Closure Positive Shift) as prosodic boundary processing. The shared features of the boundary 

cues included in their study were all durational. We believe that the identical hand gestures in 

Condition 2 might have prompted participants to focus on the return to rest position in between 

them (although present in all conditions) and might have increased their sensitivity to the 

deceleration before this return to rest position.  

Another related explanation for this tendency is that the repetition of two identical hand 

gestures has a priming or bootstrapping effect on the response variable. Whether this effect is 

specific to perceived boundary strength or to any response variable deserves future 

investigation.  

In this same Condition 2, lower responses were given to relative clauses only. If repeated 

gestures do create cohesion as claimed by some production studies (Lascarides & Stone, 2009), 

participants only perceived it in speech stimuli containing relative clauses. Cohesion 

implemented through gesture might be a subtle cue that can only be reliably perceived by 

participants when other, more robust cues for cohesion are available, such as syntactic 

embedding.  

The fact that the production of two different hand gestures (condition 3) does not 

influence perceived boundary strength contradicts our predictions. The production of two 

successive hand gestures with different configurations and trajectories did not have any 

consistent effect on perceived boundary strength. Since the capacity of hand gestures to create 

a boundary in discourse has been mentioned in production studies (Streeck, 2009; Enfield, 

2009; Calbris, 2011) but never been probed experimentally, it is plausible that this cue, in 

isolation, does not affect participants' speech segmentation. The fact that hand gestures 



produced in co-occurrence with appositive clauses show different formal configurations from 

the other hand gestures produced in their co-texts (Lelandais, 2020) is not linked to any pattern 

in perception. Another possibility is that the nature of the stimuli hampers participants' 

judgment about boundary strength. The stimuli we used were short, and do not reproduce 

participants' actual exposure to discourse because of their length. Participants might need more 

time to perceive such boundaries, especially with stimuli containing non-elicited spontaneous 

speech. More context and more exposure might modulate participants' performance. Another 

potential factor is that participants might have been unfamiliar with the gestures that were 

implemented in the stimuli, and some of them might have been judged incongruous despite our 

pre-screening. 

The absence of effect in our models for Conditions 1 and 3 indicates that Condition 1 

and Condition 3 are not predictors for boundary perception, and that they are not predictors for 

the perception of an absence of boundary either. Our results do not show that the production of 

a gesture in overlap between two different tone-units (Condition 1) or that the production of 

two different gestures (Condition 3) are associated with the absence of boundaries, or with 

cohesion in discourse. The gestures represented by these two conditions cannot be regarded as 

cues for continuity. 

The hierarchy in overall ratings for perceived boundary strength between syntactic types 

echoes that in Experiment 1, with a slightly higher gap in between the highest- and lowest-rated 

syntactic types, i.e. appositive and adverbial clauses respectively, in both experiments. The 

potential explanations for the fact that adverbial clauses show the lowest ratings have been 

discussed in Experiment 1, and remain relevant for Experiment 2. From the side of production, 

these syntactic constructions were produced with very few gestural boundary markers in the 

ENVID corpus (Lelandais, 2020).  

In production, the quantity and distribution of gestural cues are lower compared to those 

of vocal cues. Speakers use more prosodic than gestural boundary cues when producing 

subordinate structures, and gestural cues are rarely used in combination on a same occurrence. 

Two different reasons could account for this gap. Speakers could give more importance to the 

vocal modality for the expression of a boundary and use gestural cues as a complement. 

Alternatively, speakers could consider the few gestural cues they use are sufficient to express a 

boundary. The fact that head beats and eyebrow movement do not appear together in different 

discourse situations has for instance been highlighted by House, Beskow, and Granström 

(2001). These two cues have been analyzed as having a sufficient impact on co-speakers' 



perception to be used as isolated markers. The present perception test allows us to refine these 

possibilities. The production of two successive different hand gestures in configuration and 

trajectory (Condition 3) is not enough for participants to perceive a boundary in discourse, in 

the absence of prosodic boundary cues. As a potential follow-up of this test, one might 

agglomerate several gestural boundary cues in order to determine whether a correlation of cues 

can significantly impact perceived boundary strength.  

The prosodic value of gestures is often referred to while studying speech segmentation, 

especially that of beat gestures or head and eyebrow movement. In this test, we did not include 

any variable related to the prosodic value of gestures. On the basis of Experiment 2, we cannot 

say that speech segmentation can be achieved with other types of hand gestures, but according 

to our model, two identical hand gestures are the most likely to trigger a response.  

5.3 Conclusion 

Experiments 1 and 2 confirmed that (1) prosody modulates the strength of perceived 

syntactic boundaries. The prosodic cues involved in this modulation are silent pauses, final 

syllabic lengthening, pitch reset, and a combination of these cues. Our two experiments, 

however, did not confirm that (2) gesture modulates the strength of perceived syntactic 

boundaries. A trend has been observed with two successive hand gestures showing identical 

configurations and trajectories, but has to be verified with further data to be meaningful. 

Experiment 1 shows a gradation in perceived boundary strength in function of prosodic 

cues, which mirrors the production patterns observed on an earlier production study. Silent 

pauses and final syllabic lengthening are used by naive participants in all three types of 

subordinate constructions to identify boundaries in speech.  

Experiment 2 did not reveal any consistent effect of gesture on perceived boundary 

strength. We used parameters which are proper to the gestural modality, such as articulator 

configuration and trajectory. We did observe a trend for condition 2 (production of two 

successive hand gestures that are identical in trajectory and configuration), which suggests a 

small degree of systematicity in the use of some gestural cues in perception. Although this 

tendency has to be probed with more data, participants might be sensitive to some (non-

prosodic) gestural features in boundary strength perception.  

It has to be noted that our two perception tests are different in the number of cues 

included as variables. We did not include any combination of several gestural cues in 



Experiment 2, and we did not test a wide array of gestural cues. The motivations of this specific 

test were merely exploratory, since no study had documented the segmentation value of gesture 

without any prosodic quality. We were also bound to having few stimuli because of the online 

nature of the test and participants’ attentional fatigue. We wanted to work with videos showing 

gesturing persons other than actors, while avoiding video synthesis. It would however be useful, 

in a follow-up study, to test correlations between prosodic and gestural cues in one same 

experiment.  

The present study reveals differences in perceived boundary strength with stimuli 

containing different types of subordinate clauses, and contributes in this sense to the exploration 

of the interface between syntax and prosody (Experiment 1) and of that between syntax and 

gesture (Experiment 2).  

The most immediate and straightforward development of this study would be to increase 

the number of participants to probe the strength of the effects we obtained and to gain insight 

on the trends we observed. This study could also be expanded with stimuli containing syntactic 

coordinate structures. We would expect higher perceived boundary strength overall, but 

whether we find stronger effects of prosodic or gestural cues would be of particular interest. 

Since participants perceived stronger boundaries in delexicalized speech in this study, it would 

be relevant to compare the effect strength of filter as well. 

Finally, we aim at improving the spontaneous aspect of the stimuli. Our test does not 

reflect the online spontaneous decisions made by participants in a situation of conversation 

because of the isolation of the prosodic and gestural cues, and because of the shortness of 

stimuli. This test nonetheless exposes naive participants to stimuli that look like short extracts 

from spontaneous conversation. One of the advantages of the stimuli is that they have been 

produced in presence of an interlocutor (Petrone et al., 2017). Mo & Cole, in their 2010 study, 

showed proof of an important perceptual distinction between read and spontaneous speech. 

While pauses are necessary to the identification of a boundary in read speech, they are important 

but not essential to the identification of a boundary in spontaneous speech. Including extracts 

of spontaneous speech in more perceptual studies may facilitate comparisons across speech 

genres and discourse formats, in that it helps overcome limitations stemming from controlled 

or virtual environments (e.g. reducing the analysis to head or eyebrow movement; Jiménez-

Bravo & Marrero-Aguiar, 2020). In our data however, the fact that the gesturing persons follow 



instructions remains another important limitation, which plays a role in the relevance of our 

results.  
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