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In the simulation of X-ray absorption spectroscopy, the validity of the electric-dipole

approximation comes into question. Three di�erent schemes exist to go beyond this

approximation: the �rst scheme is based on the full semi-classical light�matter inter-

action, whereas the latter two schemes, referred to as the generalized length and veloc-

ity representation, are based on truncated multipole expansions. Even though these

schemes have been successfully implemented in several quantum chemistry codes,

their basis set requirements remained largely unknown. Here, we assess the basis set

requirements of these three schemes. We have considered the 1s1/2 and 7s1/2 → 7p1/2

transitions in the radium atom, representative of core and valence excitations, re-

spectively, and have carried out calculations with the dyall.aeXz (X=2,3,4) basis sets

at the four-component relativistic TD-HF level of theory. Our basis set study was

greatly factilitated by the generation and visualization of radial distributions of the

transition moment densities, allowing straightforward comparison with equivalent

�nite-di�erence calculations. Pertaining to the truncated interaction, we �nd that

the length representation electric multipoles is the easiest to converge, requiring the

dyall.ae2z basis for low-order multipoles and the dyall.ae4z basis at higher orders. The

magnetic multipole moments follow a similar trend, although they are more di�cult

to converge. The velocity representation electric multipoles are the most di�cult to

converge: at high orders, the dyall.ae3z and dyall.ae4z basis sets introduce arti�cial

peaks and oscillations, which increase the overall error. These artifacts are associated

with linear dependence issues in the small component space of the larger basis sets.

The full interaction operator, however, does not su�er from these problems, and we

therefore recommend its use in the simulation of x-ray spectroscopy.
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I. INTRODUCTION

Recent developments of high-brilliance synchrotron radiation have opened up a window of

possibilities for X-ray absorption spectroscopy (XAS).1,2 XAS is a term used to describe two

di�erent spectroscopic techniques: X-ray absorption �ne structure (XAFS), either near-edge

(NEXAFS) or extended (EXAFS). The former describes excitations close to the ionization

threshold, whereas the latter gathers information from electrons that are scattered by high

energy photons.3,4 Due to the high energies involved in the experiment, these techniques

probe electrons that are buried deep inside the core. Since core orbitals tend to be localized

around the nuclei, XAS provide site- and element-speci�c information about the system un-

der consideration.5 Even though much useful information can be extracted from experiment

alone, assignment and interpretation of these spectra require input from theory and simula-

tion. Therefore, the advances in experimental techniques should go hand-in-hand with the

development of theory and implementations thereof.

To properly simulate XAS, it is necessary to include several e�ects beyond what is typi-

cally required for UV-Vis spectroscopy. First of all, since relativistic e�ects are generated in

the core region, they need consideration in the simulation of core excitations already for quite

light elements.6,7 Secondly, after exciting the core electron, the system is left with a core-hole

that reduces the screening of the nuclear charge. As a result, the e�ective nuclear charge

increases, which amounts to an additional stabilization of the excited state, referred to as

core-hole relaxation.8,9 Third, the spatial variations of the short wavelength X-rays may in-

duce multipole transitions, suggesting that proper models should incorporate e�ects beyond

the electric-dipole approximation to explain all observed peaks. To simulate these e�ects,

various bodies of theory need to be applied, each having distinct basis set requirements.

In contemporary scienti�c literature, a plethora of recommendations is available for basis

sets designed for the description of relativistic e�ects10�12 and core-hole relaxation.13�17 On

the contrary, the available literature that assesses the basis set requirements of non-dipolar

e�ects in spectroscopic calculations is limited.18,19

In our previous work, we have presented three schemes to simulate semi-classical light�

matter interaction beyond the electric-dipole approximation. The �rst scheme is based on

the full light�matter interaction, implying that the interaction operator retains the same

sinusoidal form as the electromagnetic �elds from which it is derived. This was initially
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implemented in a non-relativistic framework20,21 and then more recently extended to the 4-

component (4c) relativistic level.22,23 Facilitated by the additional simpli�cations provided by

the relativistic framework, we were able to realize two further schemes based on truncated

interaction, along the lines of Bernadotte et al.,24 but in our case to arbitrary order in

the wave vector. We have also extended these schemes to the simulation of electronic

circular dichroism.23 Recently, Foglia and co-workers reported the use of the full light�matter

interaction in the simulation of both electronic and magnetic circular dichroism.25

In the complete basis set limit, our two schemes based on a truncated interaction, re-

ferred to as the generalized length and velocity representation, yield equivalent oscillator

strengths. We stress that these two approaches should be applied with caution, as they may

introduce slow convergence of the multipole expansion as well as gauge-origin dependence.22

Bernadotte and coworkers found a remedy to the latter problem: they demonstrated that

oscillator strengths in the velocity representation is formally origin-independent for each or-

der in terms of the wave vector.24 We have shown, though, that origin-independence may be

broken for large displacements as a result of numerical issues.22 The length representation,

on the other hand, is inherently dependent on the choice of expansion point, as we have

pointed out in previous work.22 Besides these complications, the basis set requirements of

the aforementioned schemes need to be assessed in order to validate the performance of the

basis sets used in former and any future work.

Conventional basis sets are constructed by choosing a set of functions that minimize the

energy. Typically, more energy is gained by adding tight functions than di�use functions.26

Because of this, energy-optimized basis sets saturate the core region faster than the tail-

region. The full and truncated light�matter interaction may require addition of further

basis functions. A problem in this respect is the lack of a variational principle for transi-

tion moments. Alternatively, basis sets for use beyond energies can be constructed using

the equivalent core approximation,27,28 Slater's rule17,29 or the completeness-optimization

scheme.30,31 Another strategy is to systematically increase the basis set size, until the prop-

erty of interest has become stable.

Sørensen et al. performed such a series in a non-relativistic framework using the full

and truncated interaction operator, the latter limited to second order, expressed with the

ANO-RCC basis sets.18,19 Even though the series did not fully converge for the larger basis

sets, their results indicated that the full interaction operator is more stable with respect to
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basis set choice. In addition, Sørensen et al. argued that each multipole moment requires

di�erent basis sets, making it exceedingly di�cult to construct basis sets that can describe

the truncated interaction at higher orders. They concluded that the full interaction operator

should be the standard for calculations involving non-dipolar e�ects. For zeroth- and �rst-

order interactions, the length representation seems to be the preferred choice in the literature,

although there is not a concise answer as to which representation has a superior basis set

convergence.32�35

Another strategy to gauge the quality of a basis set is to compare with a reference

value. In the present work, the basis set requirements for non-dipolar e�ects are assessed

by comparing calculations using Gaussian basis sets and the molecular code Dirac
36 to

equivalent �nite-di�erence calculations using the atomic code GRASP.37 Speci�cally, we

investigate the basis set convergence of the transition moments in the three abovementioned

schemes. To this end, we have chosen to study the 1s1/2 → 7p1/2 and the 7s1/2 → 7p1/2

transitions in the radium atom, representative of core and valence excitations, respectively.

Since the s1/2 and p1/2 orbitals in the �nite basis approximation are constructed exclusively

from s- and p-exponents, the basis set considerations boil down to �nding what additional

di�use or tight functions are required to converge intensities. In general, di�use and tight

functions improve the description of the outer and inner regions of the wave function. To

examine which regions need improvement, we visualize the transition moment densities (that

is, the densities that integrate to the transition moments) as radial distributions. This also

allows straightforward comparison of calculations using di�erent basis sets, all the way to

the complete basis set limit, e�ectively provided by the �nite-di�erence calculations. To the

best of our knowledge our use of radial distributions is a novel approach that may also �nd

use for other properties. While the basis set convergence obtained for the radium atom may

not be completely transferable to the molecular domain, we believe that these results can

serve as general guidelines for choosing a suitable basis set.

This work is organized as follows: �rst, we provide the necessary theory for setting up the

model system; followed by a description of the computational details used to perform the

calculations on this model; then the results of these tests will be presented and discussed.
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II. THEORY

In this Section we brie�y summarize our three schemes for the calculation of intensi-

ties using full and truncated light�matter interaction. We also explain the calculation of

transition moments within the linear reponse regime. Finally, for our model system, we give

explicit expressions for the radial distributions of the relevant transition moment densities in

terms of radial functions. The latter already gives some hints about basis set requirements.

A. Full and truncated light�matter interaction

We have previously presented three di�erent schemes to describe linear absorption of

linear and circularly polarized light beyond the electric-dipole approximation.22,23 To take

the e�ects of relativity into account, all three schemes are based on the Dirac Hamiltonian

ĥ = c(α · p) + βmc2 + ec(α ·A)− eϕ, (1)

where (α, β) are the Dirac matrices and (A, ϕ) the electromagnetic potentials. Unlike its

non-relativistic counterpart, the Dirac Hamiltonian is linear, and not quadratic, in the vector

potential, which greatly simpli�es the formalism.

The �rst scheme relies on the full interaction operator, giving rise to the following oscil-

lator strength between initial and �nal states, |i⟩ and |f⟩, respectively

ffi =
2ωfi

ℏe2
∣∣⟨f |T̂ (ωfi)|i⟩

∣∣2; T̂ (ω) =
e

ω
(cα · ϵ)eik·r (2)

where −e is the electron charge and ℏ the reduced Planck constant. The incident electro-

magnetic wave is represented by the frequency ω, the polarization vector ϵ and the wave

vector k of length k = ω
c
. In this way, all non-dipolar e�ects are included, but it comes at a

somewhat higher computational cost because the integrals gain frequency-dependency and

the expression for isotropic averaging is carried out on a Lebedev grid.21 However, we have

reduced these costs signi�cantly by e�cient code-design and parallelization.

The alternative method is to expand the oscillator strength in orders of the wave vector24

and truncate it at a �nite order

f
[2n]
fi =

2ωfi

ℏe2
n∑

m=0

(2−δm0)ϵpϵqkj1kj2 . . . kj2nRe
{
⟨f |X̂ [n+m]

j1...jn+m;p(ωfi)|i⟩⟨f |X̂ [n−m]
jn+m+1...j2n;q

(ωfi)|i⟩∗
}
,

(3)
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where the nth-order multipole operators

X̂
[n]
j1...jn;p

(ω) =
1

(n+ 1)!
Q̂

[n+1]
j1...jn;p

− i

ω

1

n!
m̂

[n]
j1...jn−1;r

εrjnp (4)

are decomposed into an electric and magnetic component, respectively. In this expression,

the Einstein summation convention has been applied. Note that the truncated oscillator

strength only appears at even orders, as can be shown by considerations of time-reversal

symmetry.22 Furthermore, the multipole operator can be expressed in two forms: the gen-

eralized length and velocity representations.

The generalized length representation can be derived by imposing multipolar gauge, giv-

ing rise to Cartesian multipole moments in their conventional form

Q̂
[n+1]
j1...jnp

= −erj1 . . . rjnrp (5)

m̂
[n]
j1...jn−1;r

=
n

n+ 1
rj1 . . . rjn−1(r× ĵ)r; ĵ = −ecα.

Alternatively, the full interaction, Eq. (2), can be Taylor-expanded with respect to the wave

vector,

T̂ (ω) =
∞∑
n=0

in−1T̂ [n]; T̂ [n] =
e

ω

1

n!
(icα · ϵ)(k · r)n, (6)

which results in the generalized velocity representation. In this form, the generalized veloc-

ity representation does not distinguish between electric and magnetic multipole moments.

However, as we have shown in previous works,22,23 it is possible to rework, using vector

algebra, the above operator in a form that makes such a separation. The electric multipole

operators in the generalized velocity representation then read

Q̂[n+1]
j1...jn;p

=
ie

ω
rj1 . . . rjn−1(cαprjn + ncαjnrp), (7)

whereas the magnetic multipole moments are the same as in the generalized length represen-

tation. Hereafter, the generalized length and velocity representation electric multipoles will

be designated as the electric-length and electric-velocity multipoles. The seemingly di�erent

expressions for the electric multipole moment operators are related through

1

ωfi

⟨f |
[
ĥ, ϵpkj1 . . . kjnQ̂

[n+1]
j1...jnp

]
|i⟩ = ⟨f |ϵpkj1 . . . kjnQ̂

[n+1]
j1...jn;p

|i⟩. (8)

In the above form, this relation only applies under exact-state conditions. However, with an

alternative approach we show, in Section S2, the equivalence of electric-length and electric-

7



velocity multipoles in the complete basis set limit at the Hartree�Fock level of theory. Previ-

ously, such equivalence has been shown between electric-dipole length and velocity represen-

tations for Hartree�Fock.38�40 For extensions to the (non-hybrid) Kohn�Sham and MCSCF

case, the reader may consult Refs. 41 and 42, respectively.

B. Radial transition moment distributions

In order to construct transition moments, as for instance in Eq. (2), formally three com-

ponents are required: the initial state, the interaction operator (Ω̂) and the �nal state. The

initial state is given by the ground state, which will be approximated by the Hartree�Fock

determinant (|Φ0⟩). Furthermore, the transition moments will be derived from the four

types of interaction operators introduced in Eqs. (2), (5) and (7). In the following, they are

labeled by Ω-subscripts (T : full, Q: electric-length:, M : magnetic and Q: electric-velocity).

It thus remains to �nd an expression for the �nal state. However, explicit construction of this

state can be avoided by applying linear response theory: it is known that excitation energies

and transition moments can be extracted from the poles and residues of linear response

functions.42�44 This amounts to solving the following generalized eigenvalue equation

E
[2]
0 X = ℏωS[2]X. (9)

From the structure of the electronic Hessian E
[2]
0 and the generalized metric S[2]

E
[2]
0 =

 A B

B∗ A∗

 ; S[2] =

 Σ ∆

−∆∗ −Σ∗

 , (10)

it can be shown that solution vectors come in pairs

ω+ = + |ωfi| ,X+ =

 Z

Y ∗

⋃
ω− = − |ωfi| ,X− =

Y

Z∗

 . (11)

Transition moments can be obtained by contracting the solution vectors with the property

gradient. At the self-consistent �eld (SCF) level of theory, the property gradient is given by

E
[1]
Ω =

gΩ

g∗
Ω

 ; gΩ;ai = ⟨Φ0|
[
− â†i âa, Ω̂

]
|Φ0⟩, (12)
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where the elements of the property gradient are expressed in second quantization with i and

a referring to occupied and virtual orbitals, respectively. Therefore, at the linear response

level of theory, transition moments can be expressed as

⟨f |Ω̂|i⟩LR = X†
+E

[1]
Ω =

∑
ai

[
Z∗

ai⟨Φa
i |Ω̂|Φ0⟩+ Yai⟨Φ0|Ω̂|Φa

i ⟩
]
. (13)

Such transition moments, obtained within the �nite-basis approximation, are to be com-

pared with equivalent quantities obtained from a numerical atomic code that exploits the

form

ϕnκm(r) =
1

r

(
Pnκ(r)ξκm(θ, ϕ)

iQnκ(r)ξ−κm(θ, ϕ)

)
, (14)

of 4-component relativistic atomic orbitals.45 The angular part is given by spherical spinors,

ξκ,m(θ, ϕ), which depend on the angular quantum numbers κ and m. The radial functions,

Pnκ(r) and Qnκ(r) depend on n and κ, but, contrary to the one-electron case, the label n

is in the many-electron case a counting index rather than the principal quantum number.

For the non-relativistic hydrogen atom, n indicates the number of radial nodes through the

relation46

Nnodes = n− ℓ− 1, (15)

where ℓ represents the orbital angular momentum quantum number. To the authors' knowl-

edge, there is no exact relativistic extension to this rule, although it has been observed

empirically that Pnκ contains the same number of nodes as the non-relativistic radial wave

function.47,48 On the other hand, the di�erence in radial nodes between the large and small

component has been worked out exactly.47 For negative values of κ, both components have

the same number of radial nodes, whereas the small component has one additional node for

positive κ. Here we would like to add that in Ref. 45, the relation Nnodes = n− |κ| is used

to count radial nodes of the large component. However, we have con�rmed with analytic

calculations that this relation does not give the right number of nodes.

The radial functions P (r) and Q(r) are obtained by solving the radial equations for

each occupied orbital self-consistently on a grid. Inserting the orbitals from Eq. (14) into

the transition moments thus enables us to compare basis set calculations with a numerical

reference. For these purposes, the transition moments can be expressed conveniently in
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terms of radial distributions

RΩ(r) =

∫ 2π

0

dϕ

∫ π

0

dθ r2 sin θ Ωfi(r); Ωfi(r) = ϕ†
ni,κi,mi

(r)Ω̂ϕnf ,κf ,mf
(r) (16)

where Ωfi(r) is the density that integrates to the transition moment, TΩ. The quality of

a basis set can be assessed by looking at the deviations of the basis set distributions with

respect to the reference distribution.

The alert reader may note that in the above expression the transition moment is given

by a single term, whereas in the linear response expression, Eq. (13), there are two terms,

corresponding to contributions from resonant excitation amplitudes and their anti-resonant

de-excitation partners. Part of the answer is that in exact-state and also CI response theory

the B block of the Hessian, Eq. (10), coupling excitations and de-excitations, is zero, whereas

this is not the case in HF response theory (setting it to zero constitutes the Tamm�Danco�

approximation49); in all three cases the corresponding ∆-block of the generalized metric is

zero. A more complete discussion on this point is found in Section S1.

In the present work we investigate radial transition moment distributions of nis1/2 →

7p1/2, (ni = 1, 7) excitations of the radium atom, with Ω = T,Q,m,Q. From parity it

follows that only odd electric and even magnetic multipoles contribute. We have chosen a

frame in which the wave vector k is aligned with the z-axis and the polarization vector ϵ

with the y-axis. The radial distribution for the electric-length multipoles then becomes

R
[2n+1]
Q (r) =

er2n+1

(2n+ 1)(2n+ 3)
(P7,1Pni,−1 +Q7,1Qni,−1), (17)

the electric-velocity

R
[2n+1]
Q (r) =

−ecr2n

ω(2n+ 1)(2n+ 3)
((2n− 1)P7,1Qni,−1 − (2n+ 3)Q7,1Pni,−1) (18)

and the magnetic multipole distribution

R
[2n]
M =

iec2n(2n− 1)r2n+1

√
2(2n+ 1)2(2n+ 3)

(P7,1Qni,−1 +Q7,1Pni,−1) , (19)

where the r-dependence of the radial functions P and Q have been suppressed. The radial

distribution associated with the full interaction reads

RT (r) =
iec

3ω

((
j0(kr)− j2(kr)

)
P7,1Qni,−1 + 3j0(kr)Q7,1Pni,−1

)
, (20)
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where j0(kr) and j2(kr) are the zeroth and second order spherical Bessel functions, given by

j0(kr) =
sin kr

kr
; j2(kr) =

(
3

(kr)2
− 1

kr

)
sin kr − 3

(kr)2
cos kr. (21)

The spherical Bessel functions appear in these expression as a consequence of the plane wave

expansion

eik·r = 4π
∞∑
ℓ=0

ℓ∑
m=−ℓ

iℓjℓ(kr)Y
m
ℓ (ek)Y

m∗
ℓ (er). (22)

In this expansion, Y m
ℓ represents a spherical harmonic, while ek and er represent the wave

and radial unit vectors, respectively. For small values of kr, the limiting forms of the

spherical Bessel functions are50

lim
kr→0

jℓ(kr) ∼
(kr)ℓ

(2ℓ+ 1)!!
. (23)

This relation implies that all Bessel functions except j0 are zero at the origin. We can use

this result to obtain

lim
kr→0

RT (r) =
iec

3ω

(
P7,1Qni,−1 + 3Q7,1Pni,−1

)
= iR

[1]
Q (r). (24)

Therefore, the electric-dipole approximation is correctly retrieved in the long wavelength

limit of Eq. (20).

Without performing any calculations, the shape of Eqs. (17)�(20) already tells us useful

information about the basis set requirements of the interaction operators. For example, the

radial distributions corresponding to the multipole moments (Eqs. (17)�(19)) all contain a

prefactor depending on a power of the radial distance. This prefactor is in competition with

the terms associated with the atomic radial functions: the former tends towards in�nity

for large distances, whereas the latter decays to zero. Because the atomic functions decay

exponentially, the transition moments are �nite. From these considerations it follows that

the multipole moments with increasing order sample regions farther and farther away from

the nucleus and thus we expect that they may require additional di�use functions for their

proper description. This is in sharp contrast with the full interaction, Eq. (20). Instead of

the radial powers, this distribution depends on the spherical Bessel functions, which assume

the following asymptotic form50

lim
kr→∞

jℓ(kr) ∼ (kr)−1 sin(kr − 1

2
ℓπ). (25)
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Therefore, the spherical Bessel functions decay to zero for kr → ∞, which implies that

the radial distribution of the full interaction will decay much faster than the multipole

distributions. Consequently, the full interaction is expected to require fewer di�use basis

functions than the multipole moment operators.

III. COMPUTATIONAL DETAILS

To compare basis set e�ects in both the valence and core regions, we considered the

7s1/2 → 7p1/2 and the 1s1/2 → 7p1/2 transition of the radium atom. The transitions

were constrained to occur between single orbitals to facilitate the comparison between the

Gaussian-type-orbital calculations in Dirac
36,51 and the numerical reference calculations

in GRASP.37 Since GRASP only computes occupied orbitals, we decided to optimize or-

bitals, using average-of-con�gurations (AOC) Hartree�Fock,52 with respect to excited-state

determinants, i.e., [Rn]7s11/27p
1
1/2 for the valence transition and [Ra]1s−1

1/27p
1
1/2 for the core

transition. Even though the 7p1/2 orbital is formally occupied in these con�gurations, we

treat it as a virtual orbital to construct transition moments. In the case of GRASP these

were obtained by inserting the Pnκ and Qnκ radial functions into Eqs. (17)�(20). Since

transition moments are only determined up to a complex phase, we de�ned them such that

all radial distributions are real and have a positive maximum value. Since the radial func-

tions from GRASP are calculated on a numerical grid and thus e�ectively correspond to

the complete basis set limit, the GRASP transition moments were used as reference. In the

case of Dirac, we applied overlap selection to prevent the core-excited state to collapse

during the SCF cycles.53�55 We then used the orbitals of the excited state calculations in a

ground state four-component time-dependent Hartree�Fock (4c-TD-HF) calculation within

the linear response regime.44 The restricted excitation window method56,57 was invoked to

only consider one amplitude in Eq. (13). The radial distributions were then divided by this

remaining amplitude to compare the results of the basis set calculations with the numer-

ical reference values. In Dirac the radial distributions were calculated on a radial grid

with the visualization module, which performs the angular integration on a Lebedev grid

(Lmax = 64). Due to the quaternion symmetry scheme58 in Dirac, all transition moments

are real by default. Further details on this are provided in the Supplementary Material.

The basis set calculations were carried out at the Hartree�Fock level of theory using the
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Dirac�Coulomb Hamiltonian and the dyall.aeXz (X=2,3,4) basis sets.59,60 These basis sets

are constructed from uncontracted Cartesian Gaussian basis functions which are designed for

correlated calculations and hence contain basis functions of high orbital angular momentum.

We trimmed o� the g, h and i functions because for atomic systems they will only contribute

to the space of virtual orbitals. The small component basis sets were generated according

to the condition of restricted kinetic balance10,61�63 and the (SS|SS) integrals were treated

exactly, for consistency with the numerical calculations. Furthermore, we found that with

the default linear dependence threshold (10−6 and 10−8 for the large and small component

space, respectively), several basis functions were deleted. Especially the small component

of the 1s1/2 was susceptible to the deletion of functions. This deteriorates the quality of the

results, so for all calculations, the linear dependence threshold was set to 10−9 and 10−10 for

the large and small component space, respectively. In Section S3, the problems associated

with linear dependence are further discussed.

IV. RESULTS AND DISCUSSION

We start by comparing the radial distributions of the core and valence excitations within

the electric-dipole approximation (velocity representation; Figure 1). To illustrate their

radial extent, the expectation value of the radial distance for di�erent s orbitals are indicated.

A striking observation is that the radial distribution for the core transition is much more

localized around the nucleus than that of the valence transition. This follows from the

locality of the core orbital. Furthermore, the valence distribution oscillates considerably

more than the core distribution, and one can see that the oscillations follow the shell structure

of the atom. The electric transition dipole distribution is stable with respect to the choice of

basis set, since all basis set calculations overlap with the numerical reference. The relative

deviations (depicted in the right corner of Figure 1) further con�rm this. Therefore, for

both transitions, the dyall.ae2z basis set is su�cient to properly describe electric transition

dipole moments.

To gauge the importance of non-dipolar e�ects, the electric-velocity dipole distributions

are compared to those of the full interaction in Figure 2. The basis set convergence of the

full interaction appears to be similar as the electric-dipole moment, since the full interac-

tion is una�ected by the choice of basis set. For the valence transition, the electric-dipole
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FIG. 1. Radial distribution of the electric-velocity dipole moment (R
[1]
Q ) for the 1s1/2 (top panel)

and 7s1/2 → 7p1/2 (bottom panel) transitions. Expectation values of the radial position for the

relevant s orbitals are indicated as vertical sticks where the labels represent the index of the s

orbital, i.e. nis1/2 (ni = 1, . . . , 7). The percentages in the upper right corner of each box are the

relative errors of the transition moments, i.e. |Tbas−Tnum

Tnum
|×100%.

distributions basically coincide with the full interaction, which con�rms the validity of the

electric-dipole approximation in this energy regime. Even, for the core transition, the dif-

ference between the distributions of the electric-dipole and full interaction is modest. The

electric-dipole approximation breaks down if the wavelength of the electromagnetic �eld is

small compared to the spatial extent of the transition. Though the wavelength for the core

transition falls in the hard X-ray regime, the compactness of the radium 1s1/2 orbital re-

duces the importance of non-dipolar e�ects. It remains an open question, however, whether

non-dipolar e�ects play a more important role in extended systems.20

The oscillatory behavior in Figures 1 and 2, or the lack thereof, can be understood by

considering the radial part of the atomic orbitals involved in the core and valence transition

(Figures 3 and 4, respectively). Note that the 7p1/2 orbitals are, as expected, not identical for
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FIG. 2. Radial distribution of the full interaction (RT ) for the 1s1/2 (top panel) and 7s1/2 → 7p1/2

(bottom panel) transitions. To assess the validity of the electric-dipole approximation, the numerical

reference curve from the full interaction (GRASP BED) is compared with the reference curve from

the electric-velocity dipole (GRASP ED). Expectation values of the radial position are shown for

the relevant s orbitals. The labels represent the index of the s orbital, i.e. nis1/2 (ni = 1, . . . , 7).

The percentages in the upper right corner of each box are the relative errors of the transition

moments, i.e. |Tbas−Tnum

Tnum
|×100%.

the two transitions, since the orbitals have been optimized in di�erent excited con�gurations.

Because the number of radial nodes is not easily observed from these �gures, we have plotted

each orbital separately with bigger margins and determined the number of nodes by visual

inspection. Using this method, we found that the number of radial nodes follows the rules

prescribed in the theory section. For all orbitals, the basis set calculations nearly coincide

with the numerical reference, which makes it di�cult to assess the performance of each

basis set. Therefore, we need to analyze the error curves in Figures 3 and 4 to properly

assess the basis set convergence. From the analytical formulas in Eqs. (17)-(19), we expect

that the basis set error is most relevant at large radial distances. For that reason, we will
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investigate the error at much larger distances than the range of the radial functions (bottom

row sub�gures).

FIG. 3. Radial functions of the large and small component of the 7s1/2 (⟨r⟩ = 4.365 a0) and

7p1/2 orbital (top row) and their deviations from the numerical reference (bottom row). These

orbitals were taken from the radium atom with [Rn]7s11/27p
1
1/2 con�guration. The basis set orbitals

were calculated at the 4c-HF level using Dirac, while the numerical reference was calculated with

GRASP. Note that the scaling is di�erent for each individual box and that the error curves are

plotted in a di�erent range than the radial functions.

To some extent, all error curves in these plots are oscillatory, re�ecting the incompleteness

of the basis set. In general, the amplitude of the oscillations diminish with larger basis sets,

although the frequency increases. This trend can clearly be observed in Figures 3 and 4: the

small error associated with the dyall.ae2z basis is even further reduced by using the dyall.ae3z

basis set, at the expense of a higher frequency of the oscillations, while the dyall.ae4z set

�attens most of the error curves. However, the additional improvement introduced by the
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dyall.ae4z basis set is marginal for the Q1,−1 function, and the dyall.ae4z curve seems to

oscillate more compared to the dyall.ae3z curve.

FIG. 4. Radial functions of the large and small component of the 1s1/2 (⟨r⟩ = 0.01454 a0) and

7p1/2 orbital (top row) and their deviations from the numerical reference (bottom row). These

orbitals were taken from the radium atom with [Ra]1s−1
1/27p

1
1/2 con�guration. The basis set orbitals

were calculated at the 4c-HF level using Dirac, while the numerical reference was calculated with

GRASP. Note that the scaling is di�erent for each individual box and that the error curves are

plotted in a di�erent range than the radial functions.

It has proven to be challenging to completely eliminate the error of the Q1,−1 function,

as it is highly susceptible to problems associated with linear dependence. As explained in

Section S3, the use of scalar basis functions in Dirac may accentuate such problems. By

increasing the linear dependence threshold, we could signi�cantly reduce the deviations from

the reference, although the basis set convergence of the Q1,−1 function is still not completely

smooth. The minute di�erences between numerical and basis set orbitals suggest the radial

distributions of the multipole moments should be stable across basis sets series.
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In practice, this is, however, not completely true. Figures 5 and 6 depict the radial

distributions of the electric-length multipoles, Q̂[2n+1], for the valence and core transitions,

respectively. In both �gures, the peak of the reference curve appears close to the origin

and moves farther away at higher orders. Additionally, the peak height and the integrated

value of these curves seems to rise upon increase of the order. The same trend can be

observed in the error curves, which are most pronounced in the regions far from the nucleus.

In the following, we will de�ne an error below 1% as acceptable convergence. Therefore,

the dyall.ae2z basis set is an acceptable choice for multipole moments below order 2. For

2 < n < 5, the dyall.ae3z is needed to reduce the error below 1%. Even with the largest

basis set, the accuracy goal is not reached for the highest two orders. These trends are even

more pronounced in the case of the core transition (Figure 6). For this transition, the largest

dyall.ae4z basis set is already needed at n > 3. In general, the overall error increases with

the order of the multipole moments. These �ndings can be understood by considering the

form of the the radial distribution in Eq. (17). The multiplication by the power of the radial

distance of increasing orders blows up the moderate deviations in radial densities (Figures

3 and 4).

Figure 7 contains the radial distributions of the magnetic multipole moments m̂[2n] for

the valence transition. For the lowest two orders, these distributions have distinct shapes,

whereas their shapes start to be reminiscent of the electric multipole distributions in Figures

5 and 6 for higher orders. Likewise, the peaks of the radial distributions move away from

the origin and become higher upon increasing the order. The overall errors indicate that the

dyall.ae3z basis set is preferable for 2 < n < 5, whereas the dyall.ae4z basis set should be

used at higher orders. However, for n = 6 and n = 7, the dyall.ae4z basis does not reduce

the overall error below 1%. The magnetic multipole moments for the core transition (Figure

8) follow the same trend, although the higher order multipole moments tend to converge

with more di�culties towards the numerical reference. Already at n = 4, the dyall.ae4z basis

set is not enough to reduce the error below 1%. In general, the basis set convergence of the

magnetic multipole moments seem to follow the same trends as the electric-length multipole

moments, although the convergence of the former is much more demanding. Furthermore,

note that the dyall.ae4z curve has two peaks for n = 5, whereas the reference curve only

contains one peak.

Similar artifacts arise in the radial distributions of the electric-velocity multipole moments
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FIG. 5. Valence transition (7s1/2 → 7p1/2): radial distributions of electric multipole moments in

the generalized length representation, Q̂[2n+1], n ∈ [0, 6]. In each box, the upper panel contains the

radial distribution, while the lower panel contains the deviation with the numerical reference. Note

that each sub�gure has di�erent scales. The percentages in the upper right corner of each box are

the relative errors of the transition moments, i.e. |Tbas−Tnum
Tnum

|×100%.

Q̂[2n+1] (Figures 9 and 10 for valence and core transitions, respectively). In both cases, the

reference curve follows the same pattern as the other multipole moment. For the valence

transition, the dyall.ae2z basis set is su�cient to converge the lowest three orders, whereas

the dyall.ae3z basis set should be used at higher orders. For the core transition, the radial

distributions are extremely problematic to converge. At n > 3 the dyall.ae4z is still not

enough to converge towards the reference. Furthermore, at these orders, the dyall.ae4z

curves contain additional peaks that are not present in the reference curves. Due to these

artifacts, the overall error for n > 4 follows a counter-intuitive trend: the dyall.ae2z basis

set performs better then the larger bases.

Interestingly, the arti�cial peaks only appear for the magnetic and electric-velocity distri-

butions, whereas the electric-length distributions converge smoothly towards the numerical

19



0.0
0.4
0.8
1.2

R Q
(r)

×10 3

0.09%
0.00%
0.00%

n=0

0.00 0.05 0.10 0.15
r (a0)

1.4
0.7

0.0
0.7

R b
as

R n
um ×10 6

0.00
0.25
0.50
0.75
1.00 ×10 4

1.62%
0.15%
0.00%

n=1

0 7 14 21
r (a0)

3.5
1.8

0.0
1.8×10 6

0.0
0.5
1.0
1.5

×10 3

6.10%
0.93%
0.04%

n=2

0 7 14 21
r (a0)

1.7
0.9

0.0
0.9×10 4

0.0
1.5
3.0
4.5
6.0

×10 2

14.42%
3.16%
0.19%

n=3

0 8 16 24
r (a0)

1.4
0.7

0.0
0.7×10 2

0.0
1.5
3.0
4.5

R Q
(r)

24.14%
7.54%
0.57%

n=4

0 10 20 30
r (a0)

1.4
0.7

0.0
0.7

R b
as

R n
um

0.0
1.5
3.0
4.5

×102

30.26%
14.13%
1.26%

n=5

0 10 20 30
r (a0)

1.8
0.9

0.0
0.9×102

0
2
4
6

×104

28.19%
21.97%
2.26%

n=6

0 10 20 30
r (a0)

2.5
1.3

0.0
1.3×104

numerical
dyall.ae2z
dyall.ae3z
dyall.ae4z

FIG. 6. Core transition (1s1/2 → 7p1/2): radial distributions of electric multipole moments in

the generalized length representation, Q̂[2n+1], n ∈ [0, 6]. In each box, the upper panel contains the

radial distribution, while the lower panel contains the deviation with the numerical reference. Note

that each box has a di�erent scale. The percentages in the upper right corner of each box are the

relative errors of the transition moments, i.e.|Tbas−Tnum
Tnum

|×100%.

reference. This observation can be understood from the problematic basis set convergence

of the Q1,−1 function (Figure 4). After all, the magnetic and electric-velocity distribu-

tions depend on the α-matrices, which couple the small and large components, whereas the

electric-length distribution is diagonal in these two components (see for example Eqs. (17)�

(20)). In Figure 4, we have observed that the larger basis sets introduce small oscillations

in the error curve of the Q1,−1 function. These oscillations in the electric-length multipoles

are contained in the small�small contribution to the transition density and are thus com-

paratively small. For the two other types of multipole moments, the oscillations reside in

the large�small contribution and are ampli�ed at large distances by the power of the radial

distance, thus creating the arti�cial peaks in Figures 8 and 10. Similar artifacts are avoided

when applying the full interaction operator. As can be inferred from Eq. (20), the error as-
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FIG. 7. Valence transition (7s1/2 → 7p1/2): radial distributions of magnetic multipole moments

m̂[2n], n ∈ [1, 7]. In each box, the upper panel contains the radial distribution, while the lower panel

contains the deviation with the numerical reference. Note that each box has a di�erent scale. The

percentages in the upper right corner of each box are the relative errors of the transition moments,

i.e. |Tbas−Tnum
Tnum

|×100%.

sociated with the tail region of the orbitals is not blown out of proportion when applying the

full interaction operator. Consequently, this renders the full interaction stable with respect

to basis set choice, essentially being converged already with dyall.ae2z.

Conversely, for the core transition, the low-order multipole moments require the dyall.ae3z

basis set to obtain reasonable accuracy, whereas even the dyall.ae4z basis set is not enough

for the highest orders. However, it might be possible that similar accuracy can be achieved

with smaller basis sets. Compared to the dyall.ae2z, the dyall.ae4z basis set contains addi-

tional tight functions and high-angular momentum functions that might be irrelevant for the

construction of multipole moments. We attempted to augment the dyall.ae2z basis set in an

even-tempered fashion with di�use functions to obtain a better balance between computa-

tional costs and performance, but all of these basis sets introduced unphysical oscillations, as
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FIG. 8. Core transition (1s1/2 → 7p1/2): radial distributions of magnetic multipole moments

m̂[2n], n ∈ [1, 7]. In each box, the upper panel contains the radial distribution, while the lower panel

contains the deviation with the numerical reference. Note that each box has di�erent scales. The

percentages in the upper right corner of each box are the relative errors of the transition moments,

i.e. |Tbas−Tnum
Tnum

|×100%.

shown in Section S4. Alternatively, a smaller basis could be constructed by applying a simi-

lar scheme as Jensen and coworkers.14 They augmented the cc-pVnZ basis set with the core

polarization functions of the cc-pCV(n+1)Z basis set. We tried a similar procedure to add

di�use functions to the dyall.ae2z basis, but this also led to unphysical oscillations. These

�ndings suggest that the improved convergence observed with increased cardinal number X

of the dyall.aeXz series is not only due to the increased range of exponents, but also their

distribution within that range.

What remains is to apply the basis sets to the calculation of oscillator strengths. By

inspection of Figures 5�10, it seems that the value of the transition moments become in-

creasingly larger at higher orders, suggesting that the oscillator strengths of both the valence

and core transitions have convergence problems with respect to the multipole expansion. To
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FIG. 9. Valence transition (7s1/2 → 7p1/2): radial distributions of electric multipole moments in

the generalized velocity representation Q̂[2n+1], n ∈ [0, 6]. In each box, the upper panel contains

the radial distribution, while the lower panel contains the deviation with the numerical reference.

Note that each box has a di�erent scale. The percentages in the upper right corner of each box are

the relative errors of the transition moments, i.e. |Tbas−Tnum
Tnum

|×100%.

validate this proposition, we report the anisotropic oscillator strengths for the single orbital

1s1/2 and 7s1/2 → 7p1/2 transitions for both the full and truncated interactions in Table

I. However, upon inspection of the values in Table I, it becomes clear that the multipole

expansion already converges at zeroth order for the valence transition. This appears to be

in contradiction with the steady growth of transition moments seen in Figures 5, 7 and 9.

This can be understood from the damping of the transition moments by increasing powers

of the wave vector k, Eq. (3). This is not the case for the 1s1/2 → 7p1/2 transition. The

oscillator strength corresponding to this transition seems to diverge at higher orders. In fact,

we found in our previous work that the multipole expansion converges extremely slowly at

higher excitation energies (ω = c (∼3728 eV)).22 The basis set series from Table I follows

the same trends as the radial distributions.
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FIG. 10. Core transition (1s1/2 → 7p1/2): radial distributions of electric multipole moments in

the generalized velocity representation Q̂[2n+1], n ∈ [0, 6]. In each box, the upper panel contains

the radial distribution, while the lower panel contains the deviation with the numerical reference.

Note that each box has di�erent scales. The percentages in the upper right corner of each box are

the relative errors of the transition moments, i.e. |Tbas−Tnum
Tnum

|×100%.

A striking observation in Table I is that even with the largest basis set the oscillator

strengths in the length- and velocity representation di�er by orders of magnitude for both

core and valence transitions. More precisely, the ratio lr:vr at zeroth order in k (electric-

dipole approximation) is about 0.09 for the valence transition and 8.10 for the core transition,

clearly in favor of the latter (vr) when comparing with the full interaction. However, before

drawing conclusions on the relative merits of these two representations, one should keep

in mind that we show in the Supporting Material that one can only expect equivalence

between these two representations when three conditions are met: i) complete basis set

limit, ii) variational conditions satis�ed and iii) no restrictions on the excitation window.

None of these conditions are met for the results presented in Table I. In fact, in order to

compare directly with the GRASP reference we have imposed a severely restricted excitation

24



window and we are using orbitals of a singly-excited state and not the ground state. We

will now investigate what happens when we successively comply with conditions iii) and ii).

In Table II we show results obtained after lifting restrictions on the virtual orbital space.

We have maintained the restrictions on the occupied space. For the core excitation this

is mandatory to assure convergence to the right excitation, and for the valence excitation

we �nd that it is in any case completely dominated by excitation of the 7s1/2 orbital. For

the valence transition, comparison with Table I shows that the oscillator strength using

the full interaction is signi�cantly reduced. Its value is very well reproduced within the

dipole-velocity representation, whereas the discrepancy with the dipole-length representation

increases dramatically. For the core excitation there is, on the other hand, only moderate

change with respect to Table I. It is only when we in addition use the proper ground-state

orbitals that the dipole-length and dipole-velocity oscillator strengths come into agreement

(Table III).

TABLE I. Anisotropic oscillator oscillator strengths ( c
ωk = ez; ϵ = ey) of the ns1/2 → 7p1/2 (n =

1, 7) transitions for the full semi-classical interaction operator and accumulated to various orders

in the truncated interaction, as indicated by the superscripted numbers in parenthesis, within

the multipolar gauge (lr: length representation) and Coulomb gauge (vr: velocity representation),

computed at the 4c-TD-HF level of theory with di�erent basis sets. Numbers in parentheses are

exponents of 10.

Basis ∆E (eV) ffull gauge f (→0) f (→2) f (→4) f (→6) f (→8) f (→10) f (→12)

7s1/2 → 7p1/2

dyall.ae2z 1.141 2.603
lr 2.356(-1) 2.356(-1) 2.356(-1) 2.356(-1) 2.356(-1) 2.356(-1) 2.356(-1)

vr 2.603 2.603 2.603 2.603 2.603 2.603 2.603

dyall.ae3z 1.138 2.605
lr 2.341(-1) 2.341(-1) 2.341(-1) 2.341(-1) 2.341(-1) 2.341(-1) 2.341(-1)

vr 2.605 2.605 2.605 2.605 2.605 2.605 2.605

dyall.ae4z 1.138 2.605
lr 2.342(-1) 2.342(-1) 2.342(-1) 2.342(-1) 2.342(-1) 2.342(-1) 2.342(-1)

vr 2.605 2.605 2.605 2.605 2.605 2.605 2.605

1s1/2 → 7p1/2

dyall.ae2z 104444.343 1.662(-5)
lr 1.178(-4) -1.461(-1) 1.806(2) -1.964(5) 1.954(8) -1.805(11) 1.556(14)

vr 1.453(-5) 2.091(-5) -1.210(-2) 2.072(1) -2.582(4) 2.689(7) -2.425(10)

dyall.ae3z 104444.304 1.665(-5)
lr 1.176(-4) -1.439(-1) 1.726(2) -1.799(5) 1.723(8) -1.556(11) 1.346(14)

vr 1.456(-5) 2.093(-5) -1.188(-2) 1.974(1) -2.397(4) 2.531(7) -2.469(10)

dyall.ae4z 104444.301 1.665(-5)
lr 1.176(-4) -1.437(-1) 1.713(2) -1.762(5) 1.649(8) -1.444(11) 1.203(14)

vr 1.456(-5) 2.093(-5) -1.180(-2) 1.926(1) -2.262(4) 2.291(7) -2.131(10)
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TABLE II. Anisotropic oscillator oscillator strengths ( c
ωk = ez; ϵ = ey) of the ns1/2 → 7p1/2 (n =

1, 7) transitions for the full semi-classical interaction operator and the dipole-length and velocity

oscillator strengths, calculated with excited state orbitals and no restrictions on the space of virtual

orbitals, within the multipolar gauge (lr: length representation) and Coulomb gauge (vr: velocity

representation), computed at the 4c-TD-HF level of theory with di�erent basis sets. Numbers in

parentheses are exponents of 10.

Basis ∆E (eV) ffull f
(→0)
lr

f
(→0)
vr ratio (lr:vr)

7s1/2 → 7p1/2

dyall.ae2z 0.146 5.288(-2) 1.421(-4) 5.288(-2) 2.688(-3)

dyall.ae3z 0.113 8.558(-2) 8.554(-5) 8.558(-2) 9.996(-4)

dyall.ae4z 0.111 8.778(-2) 8.218(-5) 8.778(-2) 9.362(-4)

1s1/2 → 7p1/2

dyall.ae2z 104444.343 1.568(-5) 1.132(-4) 1.358(-5) 8.336

dyall.ae3z 104444.303 1.571(-5) 1.130(-4) 1.361(-5) 8.306

dyall.ae4z 104444.301 1.571(-5) 1.130(-4) 1.361(-5) 8.306

V. CONCLUSION

We have assessed the basis set requirements for 4c-TD-HF linear absorption calcula-

tions with the full semi-classical light-matter interaction operator as well as the truncated

interactions in the generalized length and velocity representations. To simplify the basis

set considerations, we focused our attention on the underlying transition moments for the

7s1/2 → 7p1/2 and the 1s1/2 → 7p1/2 transition in the radium atom. We considered the

relativistic dyall.aeXz basis set with cardinal numbers X=2,3,4 and compared to a numeri-

cal reference. The comparison was facilitated by the generation and visualization of radial

distributions of the corresponding transition moment densities, an approach that we believe

is unique to the present work.

To lowest orders, the dyall.ae2z basis set was su�cient to converge the length representa-

tion electric multipole moments for both transitions. At higher orders, the dyall.ae4z basis

was needed. It was commonly observed that the core transition tends to be more di�cult to

converge than the valence transition. The basis set convergence of the magnetic multipole

moments follows these trends as well, although it seems to be even more di�cult to converge

for the core transition. Therefore, for the generalized length representation, the dyall.ae4z

basis set su�ces to properly describe high-order multipoles, although the linear dependence

26



TABLE III. Anisotropic oscillator oscillator strengths ( c
ωk = ez; ϵ = ey) of the ns1/2 → 7p1/2 (n =

1, 7) transitions for the full semi-classical interaction operator and the dipole-length and velocity

oscillator strengths, calculated with ground state orbitals and no restrictions on the space of virtual

orbitals, within the multipolar gauge (lr: length representation) and Coulomb gauge (vr: velocity

representation), computed at the 4c-TD-HF level of theory with di�erent basis sets. Numbers in

parentheses are exponents of 10.

Basis ∆E (eV) ffull f
(→0)
lr

f
(→0)
vr ratio (lr:vr)

7s1/2 → 7p1/2

dyall.ae2z 0.392 1.068(-3) 1.004(-3) 1.068(-3) 0.940

dyall.ae3z 0.383 1.012(-3) 9.686(-4) 1.012(-3) 0.957

dyall.ae4z 0.383 9.750(-4) 9.652(-4) 9.749(-4) 0.990

1s1/2 → 7p1/2

dyall.ae2z 104645.540 6.850(-5) 5.900(-5) 5.873(-5) 1.005

dyall.ae3z 104645.510 6.852(-5) 5.900(-5) 5.874(-5) 1.004

dyall.ae4z 104645.509 6.854(-5) 5.901(-5) 5.876(-5) 1.004

threshold needs to be adjusted.

From all types of multipoles, the velocity representation electric multipoles appear to

be most problematic to converge. Even though the valence multipoles converge towards

the numerical reference, the core multipoles contain deviations from the reference in the

form of oscillations and additional peaks. Due to these artifacts, the basis set convergence

seems to be inverted: larger basis sets deviate further from the reference. This suggests

that the generalized velocity representation should be applied with caution for n > 3. For

the generalized velocity representation, we recommend to use the dyall.ae3z basis set, which

does not seem to su�er as much from the artifacts as the dyall.ae4z basis set. In addition,

we recommend to not go further than n = 3, because after this order, the reliability of this

scheme becomes questionable.

The full interaction operator does not su�er from these problems and is already con-

verged with the dyall.ae2z basis. Considering that the truncated interaction also su�ers

from slow convergence with respect to the multipole expansion, we recommend to apply the

full interaction when calculating X-ray transitions. This is the main message of this paper.

Our �ndings are transferable to the non-relativistic limit, because in this limit, the full

interaction and the length representation electric multipole have the same characteristics.
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Furthermore, the magnetic multipoles and velocity representation electric multipoles con-

verge faster towards the numerical reference than equivalent 4c calculations, because the

problems associated with linear dependence disappear upon taking this limit. Therefore, we

expect that in the non-relativistic limit, the basis set requirements of multipole moments

are less demanding.

Conclusions are possibly less obvious for the intermediate 2-component relativistic level.

Our present approach would formally require the generation of radial distributions using

properly picture-changed interaction operators, and these are for instance not available for

the eXact 2-Component Hamiltonian (X2C), for which in general only a matrix representa-

tion, and not a real-space one, is available (see for instance discussion in Ref. 64). However,

again the elimination of the small components suggests that basis set convergence should

improve.
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