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Localization for random quasi-one-dimensional models

H. Boumaza

H. Boumaza, Université Sorbonne Paris Nord, LAGA, CNRS, UMR 7539, F-93430,

Villetaneuse, Francea)

(Dated: 29 juin 2023)

In this paper we review results of Anderson localization for di�erent random fa-

milies of operators which enter in the framework of random quasi-one-dimensional

models. We �rst recall what is Anderson localization from both physical and mathe-

matical point of views. From the Anderson-Bernoulli conjecture in dimension 2 we

justify the introduction of quasi-one-dimensional models. Then we present di�erent

types of these models : the Schrödinger type in the discrete and continuous cases,

the unitary type, the Dirac type and the point interactions type. In a second part

we present tools coming from the study of dynamical systems in dimension one : the

transfer matrices formalism, the Lyapunov exponents and the Furstenberg group. We

then prove a criterion of localization for quasi-one-dimensional models of Schrödin-

ger type involving only geometric and algebraic properties of the Furstenberg group.

Then, in the last two sections, we review results of localization, �rst for Schrödinger-

type models and then for unitary type models. Each time, we reduce the question of

localization to the study of the Furstenberg group and show how to use more and

more re�ned algebraic criterions to prove the needed properties of this group. All the

presented results for quasi-one-dimensional models of Schrödinger type include the

case of Bernoulli randomness.

a)Electronic mail: boumaza@math.univ-paris13.fr; Supported by ANR JCJC RAW
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I. ANDERSON LOCALIZATION AND QUASI-1D MODELS

The physics of condensed matter, which studies solids with a crystalline structure, teaches

us that the electrons are distributed among all the atoms of the solid. At equilibrium,

the Pauli principle states that two electrons, these being fermions, cannot share the same

quantum state, which implies that all the electrons of the solid cannot be at the fundamental

level. The lowest energy levels therefore �ll up until they reach the Fermi energy level. When

the solid is subjected to a change of temperature or to an electric potential, some electrons

are excited and their energy increases beyond the Fermi level. These electrons are scattered

in the solid and produce an electronic transport.

This description of the electronic transport is valid for a solid whose crystal structure is

periodic and thus does not contain impurities. However, in the nature, the ideal crystals do

not exist, they always contain impurities. These can be of di�erent natures. For example,

one can observe the presence of ionized atoms in the crystalline network or, in the case where

the crystal is not constituted of all identical atoms but is an alloy between several materials,

it is possible that the network is no longer perfectly periodic, since there is here and there an

atom which is not in the right place. Finally, some atoms are sometimes slightly out of place

with respect to their ideal position on the periodic lattice. In all these cases, the physical

properties of the crystal are modi�ed.

How can we model these impurities in a crystal and their impact on electronic transport ?

The �rst to propose a model explaining the e�ects of disorder on the quantum behavior of

electrons in a crystal lattice containing impurities was the American physicist Philip Warren

Anderson5. By introducing random terms into the Schrödinger equation, two new phenomena

were demonstrated : the Anderson localization and the existence of a phase transition in

dimension 3 and beyond.

The Anderson localization phenomenon can be stated as follows : at a �xed energy, beyond

a certain amount of disorder in the crystal, the di�usion of electrons ceases and any excited

electron will remain con�ned in a localized region instead of di�using in the crystal. The

crystal stops being a conductor and becomes an insulator.

A possible explanation of the Anderson localization is given by the following wave inter-

pretation : any excited electron in the crystal has an associated wave, and with each collision

of the electron with an impurity in the crystal, its associated wave scatters. One would ex-
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pect that, as the disorder increases, the mean free path (the average distance traveled by the

electron between two collisions) would decrease continuously. But this is not what happens.

After a certain critical quantity of impurities, the di�usion of the electron stops suddenly.

This sudden stop takes place when the mean free path becomes shorter than the wavelength

of the electron : if the wave is scattered before even a �rst period, we cannot really consider

it as a wave anymore... Let us take note that the localization phenomenon goes beyond the

framework of quantum mechanics. It can be observed in other situations where a wave pro-

pagates in a disordered medium. This can be the case of a light wave, microwaves or acoustic

waves. For a complete introduction to condensed matter physics one can read the classical

reference by Anderson4 or the more recent book by Girvin and Yang46. For further readings

about physical aspects of Anderson localization and how it appears in several domains of

physics, we refer to9,21,57.

Anderson's paper5 also predicts the existence of an insulator/conductor phase transition

as soon as the dimension of the crystal lattice is greater than or equal to 3. Whatever the

amount of disorder in the crystal, there is an energy below which there is Anderson locali-

zation and above which there is scattering of excited electrons. For one-dimensional crystals

this transition does not exist and for two-dimensional crystals the absence of transition is

conjectured : at any energy, the Anderson localization phenomenon appears when there is

disorder. For the Anderson model, it is therefore conjectured that there is a critical dimen-

sion, in this case 3, for which the behavior of the system changes drastically. Let us take

note that the non-existence of a phase transition is well demonstrated mathematically in

dimension 1 but that it remains an open conjecture in dimension 2. We will come back to

this point after having presented the Anderson model from the mathematical point of view.

Anderson's original idea is to consider that the charge of the atoms of the crystal is a

random variable. More precisely, let (Ω̃, Ã, P̃) be a complete probability space and let us

pose

(Ω,A,P) =

(⊗
n∈Zd

Ω̃,
⊗
n∈Zd

Ã,
⊗
n∈Zd

P̃

)
. (1)

We identify the coordinates ωn of ω ∈ Ω to random variables ω(n) on (Ω̃, Ã, P̃), ω(n) repre-

senting for example the charge of the atom at the site n ∈ Zd.
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Anderson's idea leads to consider a potential felt at the point x of the form

∀ω ∈ Ω,∀x ∈ Rd, Vω(x) =
∑
n∈Zd

ω(n)f(x− n).

The ω(n) can take a priori only a �nite number of values, but we can also consider the case

where the ω(n) have a continuous law, which is simpler from the mathematical point of view.

We also assume that {ω(n)}n∈Zd is a family of independent and identically distributed (i.i.d.

for short) random variables.

This idea leads to the introduction of a random family of Schrödinger operators :

∀ω ∈ Ω, Hω = −∆d + Vper + λVω, (2)

acting on the space L2(Rd) and self-adjoint on the Sobolev space H2(Rd), where ∆d is

the usual Laplacian in dimension d, Vper is an operator of multiplication by a Zd-periodic

function, Vω is the multiplication operator by the function Vω introduced above and λ is a

positive real number which measures the intensity of the disorder. The family of operators

{Hω}ω∈Ω is called the continuous Anderson model.

The discrete analog of this model is given by :

∀ω ∈ Ω,∀u ∈ ℓ2(Zd),∀n ∈ Zd, (hωu)n = −
∑

||m−n||1=1

um + λω(n)un, (3)

acting on ℓ2(Zd) and where for all n = (n1, . . . , nd) ∈ Zd, ||n||1 = |n1|+ · · ·+ |nd|. Again, λ is

a positive real number that measures the intensity of the disorder. The family of operators

{hω}ω∈Ω is called the discrete Anderson model.

We already notice that these two families of random operators are Zd-ergodic. For

{Hω}ω∈Ω, this is related to the particular form of the potential Vω. More precisely, the

Zd-ergodicity of {Hω}ω∈Ω is a consequence of the i.i.d. hypothesis made on the family of

random variables {ω(n)}n∈Zd and of the fact that the supports of the translates of the one-site

potential f do not superpose.

Let us brie�y recall the de�nition of this property of families of random operators. Let Γ
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be a lattice in Rd (often Zd). Let (Ω,A,P) be a complete probabilistic space and {τi}i∈Γ a

group of measurable transformations which preserve the measure P. A set A ∈ A is said to

be invariant under the action of {τi}i∈Γ when τ−1
i A = A for all i ∈ Γ. Then {τi}i∈Γ is said

to be Γ-ergodic if any invariant set is of measure zero or one.

De�nition 1. A measurable family of self-adjoint {Hω}ω∈Ω is Γ-ergodic when there exists

a group of ergodic transformations {τi}i∈Γ and a family of unitary operators {Ui}i∈Γ such

that :

∀i ∈ Γ, ∀ω ∈ Ω, Hτiω = UiHωU
∗
i .

The interesting thing about the ergodicity is that then, for any ω ∈ Ω and any i ∈ Γ,

σ(Hτiω) = σ(Hω), which leads, with the help of Pastur's theorem70 (Corollary 1), to the

existence of a deterministic set equal P-almost surely to the spectrum of Hω . This deter-

ministic set is called the almost-sure spectrum of the family {Hω}ω∈Ω and is denoted by Σ.

More precisely, a result by Kunz and Souillard65 (Théorème IV.2) assures us that for an

ergodic family of self-adjoint operators, their pure point, singular continuous and absolu-

tely continuous spectra are independent of ω almost surely (see also60 (Theorem 1)). These

almost-sure spectra are denoted respectively by Σpp, Σsc and Σac .

The existence of the di�erent types of almost sure spectra is essential to be able to

demonstrate spectral properties which are almost-surely independent of ω for the families

{Hω}ω∈Ω and {hω}ω∈Ω and leads to the �rst de�nition of Anderson localization.

There are several mathematical de�nitions to translate the Anderson localization pheno-

menon for a family of random operators. Recall that (Ω,A,P) denotes a complete probability

space and that we consider a family of self-adjoint random operators {Hω}ω∈Ω on a Hilbert

space which will be the space L2(Rd) in the continuous case or the space ℓ2(Zd) in the

discrete case.

De�nition 2. Let I be an interval of R. We say that the family {Hω}ω∈Ω is spectrally

localized in I when the spectrum of Hω in I is nonempty and pure point for P-almost every

ω ∈ Ω.

This �rst de�nition expresses that for almost any ω in Ω, Hω has no continuous spectrum

in I. The R.A.G.E. theorem (see2,74) ensures then that there are no di�usive states for Hω

and this, almost surely in ω. But this does not give a clear idea of the behavior of the
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eigenfunctions associated to the eigenvalues in I. For this we will give a second de�nition

which is more precise and better re�ects the idea of a localized state and not only a non-

di�usive one.

De�nition 3. Let I be an interval of R. We say that the family {Hω}ω∈Ω of almost-sure

spectrum Σ has the property of Anderson localization in I when :

1. Σ ∩ I ̸= ∅ and Σ ∩ I = Σpp ∩ I,

2. the eigenfunctions associated to the eigenvalues in Σ ∩ I decay exponentially to 0 at

in�nity.

Note that if {Hω}ω∈Ω exhibits Anderson localization in I, P-almost surely the point

spectrum of Hω is dense in Σ ∩ I. This phenomenon is quite surprising in comparison with

spectra observed at the level of atoms or molecules or in periodic media without disorder.

These spectra, as for example that of hydrogen, generally show isolated eigenvalues and

eventually an absolutely continuous component. The periodic Schrödinger operators whose

periodic potential veri�es reasonable hypotheses (see73) have a purely absolutely continuous

band spectrum and no eigenvalue. The fact of obtaining a dense set of eigenvalues is mainly

found in models where there is a disorder, either of a random nature as here, or for example

in quasi-periodic operators.

The de�nition just given of Anderson localization is a stationary de�nition, involving only

the Hamiltonian Hω and not the associated one-parameter group. The following de�nition

takes into account the dynamics in time of the wave packets. Let us denote by Σ either

the almost-sure spectrum of {Hω}ω∈Ω in the continuous case or the almost-sure spectrum of

{hω}ω∈Ω in the discrete one.

De�nition 4. Let I be an interval of R. We say that the family {Hω}ω∈Ω (respectively

{hω}ω∈Ω) is dynamically localized in I when

1. Σ ∩ I = ∅,

2. for every compact interval I0 ⊂ I, every ψ ∈ L2(Rd) and every p ≥ 0,

E
(
sup
t∈R

||(1 + | · |2)
p
2 e−itHω1I0(Hω)ψ||2L2(Rd)

)
< +∞ (4)

where 1I0(Hω) denotes the spectral projector on I0 associated with Hω and E denotes

the expectation taken with respect to the probability measure P ;
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respectively, for every u ∈ ℓ2(Zd) and every p ≥ 0,

E
(
sup
t∈R

|| (1 + || · ||1)pe−ithω1I(hω)u||2ℓ2(Zd)

)
< +∞ (5)

The de�nition 4 is dynamic in nature and follows the evolution of wave packets over time. It

tells us that the solutions of the Schrödinger equation are localized in space in the vicinity

of their initial position and this, uniformly over time. This re�ects the absence of quantum

transport.

Let us point out that the dynamical localization implies the Anderson localization35,80. It is

also possible to de�ne even stronger notions of localization. For an exhaustive presentation

of these notions we refer to the third part of38 which is written by Abel Klein.

Recall that the Anderson model is actively studied because it is the subject of two im-

portant conjectures : that of the existence of an insulator/conductor phase transition in

dimension greater than or equal to 3 and that this transition does not exist in dimension 1

or 2.

From the mathematical point of view, quite few answers are brought to these conjectures,

in spite of a sustained e�ort of the community since the end of the 70s. The question of

the nature of the spectrum for the Anderson model is not easy. Indeed, if the Laplacian

has a purely absolutely continuous spectrum, the multiplication operator by Vω is (in the

discrete case) a diagonal random matrix and its spectrum is therefore discrete. The two

e�ects counterbalance each other when we look at the spectrum of the sum of these two

operators. Many mathematical results are perturbative in nature and include a coe�cient

measuring the size of the order in front of the term Vω. When this parameter is large, the

random potential prevails over the Laplacian and a priori there will be localization. When

this parameter is small, it is the opposite. Intuitively, the larger the order, the more likely

it is that localized states will appear.

The case of dimension d = 1 with scalar-valued operators is the only one that has been

completely solved so far : whatever the common law of the random variables ω(n) which

appear in (2) and (3) and whatever the value of the disorder parameter λ > 0, there is

localization to all energies in the discrete case29,65 and to all energies outside a discrete set

in the continuous case34. We will present these results with more details in Section IV.

The case of dimension d = 2 is particular. We restrict our discussion to the case of
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Anderson-Bernoulli operators. It is conjectured that localization takes place at all energies

independently of the value of the disorder parameter, as in dimension d = 1. However, it is

not impossible that the spectrum remaining pure point at all energies, the eigenfunctions are

no longer exponentially decreasing at large energies and that this introduces a transition at

the level of quantum transport as in the case of the Landau Hamiltonian45. The only thing

known is the localization at the bottom of the spectrum in the continuous case for d ≥ 1

arbitrary20 and in the discrete case for d = 237 and d = 366.

The question of localization in dimension 2 for the Anderson-Bernoulli model at all ener-

gies is a question that has turned out to be far too di�cult to be tackled head on and the

�rst possible simpli�cation is to consider not the Anderson model on the whole plan R2 but

only on a continuous band R× [0, 1].

With the notations introduced at (1), let us consider the operator acting on L2(R ×

[0, 1])⊗ C and de�ned, for every ω ∈ Ω, by

Hcs,ω = −∆2 +
∑
n∈Z

ω(n)V (x− n, y), (6)

with Dirichlet boundary conditions on R×{0} and R×{1} and with V supported in [0, 1]2.

The question of localization at all energies for {Hcs,ω}ω∈Ω presents di�culties comparable

to those encountered in the study of the Anderson-Bernoulli operator on R2, due to the fact

that both problems are related to the theory of partial di�erential equations and therefore

cannot be approached with tools speci�c to the dimension 1.

However, with {Hcs,ω}ω∈Ω, it is possible to operate a discretization in the bounded direc-

tion [0, 1] of the band. For that we make a Fourier transform in the second variable, which

leads to look at a continuous model in one direction and a discrete one in the second one,

acting therefore on a space L2(R× Z) instead of L2(R× [0, 1]). Formally, we have therefore

reduced ourselves to a continuous Anderson operator in dimension 1 whose potential is a

matrix of in�nite size. Of course, this model is still essentially a two-dimensional model and

to pass to a one-dimensional model, we restrict ourselves to a �nite size for the matrix po-

tential by keeping only a bounded interval of Fourier frequencies in the second variable. We

then obtain an Anderson model in dimension 1 whose potential is a matrix of any size but

�nite. It acts on L2(R)⊗CD, where D ≥ 1 is an integer. This transforms the initial partial

di�erential equation problem into a di�erential system problem for which we will be able
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to use the techniques of dynamical systems in dimension 1 such as transfer matrices and

Lyapunov exponents. The hope is then to obtain the localization for this matrix-valued one-

dimensional model with localization intervals and localization lengths at best independent

of D, at worst with a good control on these quantities when D tends to in�nity. However, if

one looks at the behavior of the integrated density of states at the bottom of the spectrum,

it is shown in18 that it has Lifschitz tails behavior with a Lifschitz exponent independent of

D. Hence from this point of view, it remains unclear if this approximation approach has a

chance to work or not.

The study of this Anderson-Bernoulli model in dimension 1 whose potential is matrix-

valued enters into a more general framework.

De�nition 5. Let D ≥ 1 be an integer and (Ω,A,P) a complete probability space. We call

random quasi-one-dimensional model any measurable family of operators acting on

ℓ2(Z)⊗ CD (discrete model) or L2(R)⊗ CD (continuous model) and indexed by (Ω,A,P).

This kind of de�nition could also be transposed to any operator acting on ℓ2(Z)⊗CD or

L2(R)⊗CD or to families of quasi-periodic operators acting on these spaces and depending

on a frequency parameter for example. We choose to consider only the random case because

we will only deal with this case in the following.

A random quasi-one-dimensional model can be seen as acting on D copies of Z (discrete

case) or D copies of R (continuous case). In the following, the models studied will couple

these D copies through non-diagonal matrix-valued potentials. This means that these quasi-

one-dimensional models will not trivially reduce to a �nite direct sum of one-dimensional

models with scalar values.

The de�nition adopted for the notion of quasi-one-dimensional model covers a large num-

ber of possible situations. Among these, let us quote four types of models.

1. The Schrödinger type : in the discrete case, the operators act on ℓ2(Z) ⊗ CD and

are of the form

∀u ∈ ℓ2(Z)⊗ CD, ∀n ∈ Z, (hωu)n = −(un+1 + un−1) + λVω(n)un

where λ is a positive real number, (Vω(n))n∈Z is a sequence of i.i.d. random variables

on (Ω,A,P), taking its values in the space of symmetric matrices of size D ×D.
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In the continuous case, the operators act on L2(R)⊗CD and have the following form

Hω = − d2

dx2
⊗ ID + Vper + λVω

where λ is a positive real number, Vper is a periodic interaction potential and Vω is a

random potential, both taking their values in the space of regular symmetric matrices

of sizeD×D. The Schrödinger type includes discrete and continuous Anderson models.

2. The unitary type : It includes the case of unitary random matrices acting on ℓ2(Z)⊗

CD, in particular the cases of CMV matrices, the unitary Anderson model or the

Chalker-Coddington model on a cylinder. It also includes the random scattering zipper

model. This model is de�ned as follows : let Uω = VωWω, where

Vω =


...

S
ω(0)

S
ω(2)

...

 ◦ sDg , Wω =


...

S
ω(−1)

S
ω(1)

...

 ,

sg is the shift operator to the left ((vn)n∈Z 7→ (vn+1)n∈Z) and the Sω(n) are unitary

matrices in the unitary group U(2D) of the particular form

Sω(n) =
(

α ρ(α)U
ω(n)

V
ω(n) ρ̃(α) −V

ω(n)α
∗U

ω(n)

)
, ρ(α) = (IdD−αα∗)

1
2 , ρ̃(α) = (IdD−α∗α)

1
2 , ||αα∗|| < 1.

The exact assumptions on (Uω(n) , Vω(n))n∈Z and α will be presented at Section V.

3. The Dirac type : the operators act on L2(R)⊗ CD and have the following form

Dω =
(

0 − d
dx

⊗ID
d
dx

⊗ID 0

)
+ Vper + λVω

where λ > 0, Vper is a periodic potential, linear combination of tensorized Pauli ma-

trices of the form Vper = (α1 ( 0 1
1 0 ) + α2 (

1 0
0 −1 ) + α3 (

0 −i
i 0 ) + α4I2) ⊗ V̂per, with V̂per a

periodic function taking values in real symmetric matrices.

The random potential is of the form Vω = (β1 ( 0 1
1 0 ) + β2 (

1 0
0 −1 ) + β3 (

0 −i
i 0 ) + β4I2)⊗ V̂ω

where V̂ω = diag
(∑

n∈Z ω
(n)
1 f1(· − n), . . . ,

∑
n∈Z ω

(n)
D fD(· − n)

)
and f1, . . . , fD are sup-

ported in [0, 1]. The sequences (ω
(n)
1 )n∈Z, . . . , (ω

(n)
D )n∈Z are sequences of random va-

riables de�ned on a complete probability space (Ω,A,P). These sequences are assumed

to be independent of each other.
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4. The point interactions type : Formally, such a model is represented by the following

family of random Schrödinger operators :

∀ω ∈ Ω, HP,ω = − d2

dx2
⊗ ID + Vper +

∑
n∈Z

 c1ω
(n)
1 δn 0

...
0 cDω

(n)
D δn

 (7)

acting on L2(R)⊗CD. The numbers c1, . . . , cD are non-zero real numbers, δn is the Dirac

distribution at n ∈ Z and Vper is the multiplication operator by a periodic function

with values in the real symmetric matrices. The sequences (ω(n)
1 )n∈Z, . . . , (ω

(n)
D )n∈Z are

sequences of random variables de�ned on a complete probability space (Ω,A,P). These

sequences are assumed to be independent of each other. This is a matrix-valued version

of the point interaction model introduced in the scalar-valued case in10.

The de�nition of the HP,ω operators in (7) is formal because of the presence of Dirac

distributions. It is therefore necessary to give a precise de�nition as in3. For all ω ∈ Ω,

let's de�ne,

HP,ω =
D⊕
i=1

Hωi
+ Vper (8)

acting on L2(R)⊗CD = L2(R,C)⊕ · · · ⊕L2(R,C). For every i ∈ {1, . . . , D}, Hωi
acts

on L2(R,C) by Hωi
f = −f ′′ for f in the domain :

D(Hωi
) = {f ∈ L2(R,C) | f, f ′ are absolutely continuous on R \ Z, f ′′ ∈ L2(R,C),

f is continuous on R, f ′(n+) = f ′(n−) + ciω
(n)
i f(n) for every n ∈ Z},

where the left and right derivatives f ′(n−) and f ′(n+) at any integer point n are

assumed to exist.

The Schrödinger type models, discrete or continuous, describe the electronic transport in

D one-dimensional layers, which are a priori in interaction. An electron can jump from one

layer to another and on each layer it may or may not encounter an impurity at each integer

point.

In order to study the Anderson localization for quasi-one-dimensional random models,

one can use dynamical systems techniques speci�c to the dimension one : the formalism of

transfer matrices and the Lyapunov exponents. In the next Section we present these tools

in the framework of quasi-one-dimensional random models of Schrödinger type.
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II. LYAPUNOV EXPONENTS AND FURSTENBERG GROUP

To address the question of Anderson localization for quasi-one-dimensional Schrödinger-

type models, we can start by looking at the conditions for the exponential growth of the

eigenfunctions for these models. We are then led to study the asymptotic behavior of a

linear equation of order 2, either of �nite di�erences in the discrete case, or di�erential in

the continuous case.

Let D ≥ 1 and E ∈ R. In the discrete Schrödinger case we study the exponential

asymptotic behavior of the sequences u ∈ ℓ2(Z)⊗ CD which satisfy

hωu = Eu ⇔ ∀n ∈ Z, −(un+1 + un−1) + λVω(n)un = Eun. (9)

In the continuous Schrödinger case we study the asymptotic exponential behavior of the

functions u ∈ L2(R)⊗ CD which satisfy

Hωu = Eu ⇔ ∀x ∈ R, −u′′(x) + (Vper + λVω)(x)u(x) = Eu(x). (10)

We are not looking for a precise equivalent of u at in�nity but simply to know if u

behaves asymptotically like an exponential. This remark allows us to reduce the study of

the exponential asymptotic behavior in +∞ (resp. −∞) of u to the study of the successive

jumps from site n to site n + 1 (resp. −n to −n− 1) for any natural number n. This leads

to introduce the notion of transfer matrix and to apply the idea of transforming a second

order linear equation into a �rst order system.

First, in the discrete case, the equation (9) is equivalent to the system

∀n ∈ Z, ( un+1
un ) =

(
λV

ω(n)−E −ID
ID 0

)
( un
un−1 ) . (11)

For n ∈ Z, let us set :

Tω(n)(E) =
(
λV

ω(n)−E −ID
ID 0

)
. (12)

The matrix Tω(n)(E) is called transfer matrix from n to n+1. The sequence (Tω(n)(E))n∈Z

is a sequence of random matrices in SpD(R) , the symplectic group of order D. The sym-

plectic group SpD(R) is the subgroup of GL2D(R) constituted by the matrices M satisfying
tMJM = J where J is the matrix of size 2D×2D de�ned by J =

(
0 −ID
ID 0

)
. Moreover, if we
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assume that (Vω(n))n∈Z is a sequence of independent and i.i.d. random variables, then the

sequence (Tω(n)(E))n∈Z is also.

Iterating (11), the asymptotic behavior in +∞ of (un)n∈Z reduces to that of the product

Tω(n)(E) · · ·Tω(0)(E), and in −∞ to that of the product (Tω(−n+1)(E))−1 · · · (Tω(−1)(E))−1 by

∀n ≥ 0, ( un+1
un ) = Tω(n)(E) · · ·Tω(0)(E) ( u0

u−1 ) (13)

and

∀n < 0, ( un+1
un ) = (Tω(−n+1)(E))−1 · · · (Tω(−1)(E))−1 ( u0

u−1 ) . (14)

In the continuous case, the equation (10) is equivalent to the di�erential system

( uu′ )
′ =
(

0 ID
Vper+λVω−E 0

)
( uu′ ) . (15)

Then, for any n ∈ Z, we introduce the transfer matrix from n to n + 1, which is again

denoted by Tω(n)(E), as the application which sends a solution ( uu′ ) of the system (15) at

time n onto the solution at time n + 1. The transfer matrix Tω(n)(E) is thus de�ned, for

every n ∈ Z, by the relation

(
u(n+1)
u′(n+1)

)
= Tω(n)(E)

(
u(n)
u′(n)

)
. (16)

Since Tω(n)(E) is the solution of a Hamiltonian system of order 1 at time 1, Tω(n)(E) belongs

to SpD(R) . Moreover, we will assume that the process (Vω(n))n∈Z is such that (Tω(n)(E))n∈Z

is a sequence of i.i.d. random matrices in SpD(R) .

We are thus led, in the discrete and continuous cases, to study the asymptotic behavior

of a sequence of i.i.d. random matrices in SpD(R) . More precisely, we introduce the cocycle

ΦE : Z× Ω → SpD(R) de�ned for every E ∈ R by,

∀n ∈ Z, ∀ω ∈ Ω, ΦE(n, ω) =


Tω(n−1)(E) · · ·Tω(0)(E) if n > 0

ID if n = 0

(Tω(n)(E))−1 · · · (Tω(−1)(E))−1 if n < 0

(17)

We now de�ne the dominant Lyapunov exponents in plus and minus in�nity associated

13



with the cocycle ΦE.

De�nition 6. The following limits exist and belong to R ∪ {−∞} :

γ+(E) = lim
n→+∞

1

n
E(log ||ΦE(n, ·)||) and γ−(E) = lim

n→−∞

1

|n|
E(log ||ΦE(n, ·)||) (18)

We call them the dominant Lyapunov exponents in ±∞ associated to the cocycle ΦE.

By equivalence of norms in �nite dimension, γ+(E) and γ−(E) do not depend on the

choice of the norm on MD(R). The existence of limits in (18) comes from the subadditivity

of the sequence (E(log ||ΦE(n, ·)||))n∈Z.

It turns out that the dominant Lyapunov exponents can also be obtained as an almost

sure limit and not only as a limit in expectation. This is the object of the Furstenberg-Kesten

theorem41 which can be obtained by a direct proof11, or which can be seen as a consequence

of the subadditive ergodic Kingman theorem59.

The dominant Lyapunov exponents, when it is non-zero, allow us to understand the

global exponential asymptotic behavior of the sequence of random matrices. However, it

does not allow us to study more �nely the asymptotic behavior of the sequence ||ΦE(n, ω)v||

for any vector v ∈ RD. Indeed, the space RD decomposed in several subspaces in which the

exponential dynamics is given by a family of Lyapunov exponents.

De�nition 7. The Lyapunov exponents γ±1 (E), . . . , γ
±
D(E) associated to the cocycle ΦE are

de�ned inductively by γ±1 (E) = γ±(E) (the dominant Lyapunov exponents) and for p ∈

{2, . . . , D},
p∑
i=1

γ±i (E) = lim
n→±∞

1

|n|
E(log || ∧p ΦE(n, ·)||)

where ∧p denotes the p-th exterior power of the matrix ΦE(n, ·) (see11).

We see that the sums
∑p

i=1 γ
±
i (E) are in fact the dominant Lyapunov exponents asso-

ciated to the cocycle ∧pΦE when p varies. Thus, the limits exist and these sums belong to

R ∪ {−∞}. We give a characterization of these Lyapunov exponents as a function of the

sequence of singular values of the matrices ΦE(n, ω), i.e. the square roots of the eigenvalues

of the matrices tΦE(n, ω)ΦE(n, ω).
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Proposition 1. If for n ∈ Z, λ1(n,E, ω) ≥ . . . ≥ λD(n,E, ω) > 0 are the singular values

of ΦE(n, ω), then, for P-almost every ω ∈ Ω,

∀p ∈ {1, . . . , D}, γ±p (E) = lim
n→±∞

1

|n|
E(log λp(n,E, ·)) = lim

n→±∞

1

|n|
log λp(n,E, ω)

In particular, this proposition justi�es the numeration of Lyapunov exponents and the

terminology of dominant Lyapunov exponent since it implies that γ±1 (E) ≥ · · · ≥ γ±D(E).

We �nd the demonstration in11 or in6.

Since the cocycle ΦE takes values in SpD(R) , we have two additional properties. First,

all the Lyapunov exponents are �nite and moreover,

∀n < 0, E(||ΦE(n, ·)||) = E(||(ΦE(−n, ·))−1||) = E(||ΦE(−n, ·)||)

and γ−(E) = γ+(E). Similarly, for any i ∈ {1, . . . , 2D}, γ−i (E) = γ+i (E). Indeed, the �rst

equality comes from the fact that the shift on Ω preserves the product measure (which is

also implied by the stronger assumption of the i.i.d. character of the transfer matrices and

would be false without the expectancy), and the second equality comes from the fact that

for a symplectic matrix, its norm is equal to the norm of its inverse. In the following, we

therefore omit the exponents + and − without ambiguity.

The second property is a property of symmetry. If γ1(E) ≥ . . . ≥ γ2D(E) are the Lyapunov

exponents associated to ΦE, then, for every i ∈ {1, . . . , D}, γ2D−i+1 = −γi.

This property of symmetry tells us that the Lyapunov exponents associated with an i.i.d.

sequence of symplectic random matrices can be grouped in pairs of opposite exponents and

so it is su�cient to study the �rst D exponents, γ1(E), . . . , γD(E). In particular, if the

Lyapunov exponents are distincts, because of the symmetry relation, the �rst D are strictly

positive and the following D strictly negative :

γ1(E) > · · · > γD(E) > 0 > γD+1(E) > · · · > γ2D(E).

By Oseledets' theorem69, the dominant Lyapunov exponent gives, when it is di�erent

from zero, the exponential rate of decay of the solution of (9) or (10) in some direction.

Hence, in order to prove exponential decay of an eigenfunction of hω or Hω, one should

�rst look at the non-vanishing of the Lyapunov exponents. Before discussing the question of
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positivity of the Lyapunov exponents, let us �rst recall what this positivity implies.

To simplify the discussion, we place ourselves in the case D = 1 of scalar valued operators.

In this case, we state a simple deterministic form of Oseledets' theorem due to Ruelle75.

Theorem 1 (Oseledets in SL2(R)). Let (Tn)n∈N a sequence in SL2(R) such that

lim
n→+∞

1

n
ln ||Tn|| = 0 and γ = lim

n→+∞

1

n
ln(||Tn · · ·T1||) > 0.

Then there exists a subspace V− ⊂ R2 of dimension 1 such that

1. ∀v ∈ V−, v ̸= 0, lim
n→+∞

1

n
ln(||Tn · · ·T1v||) = −γ.

2. ∀v /∈ V−, lim
n→+∞

1

n
ln(||Tn · · ·T1v||) = γ.

We apply Theorem 1 to the sequence of transfer matrices forD = 1 and for n > 0. Assume

that E ∈ R is such that γ(E) > 0. By Oseledets' theorem in SL2(R), there exist P-almost

surely only exponentially increasing or exponentially decreasing solutions to the equations

hωu = Eu or Hωu = Eu. An exponentially decreasing solution (in +∞), is obtained only

for an initial condition v+∞ ∈ V +
− . Any other initial condition leads to an exponentially

increasing solution in +∞.

Still by Oseledets' theorem, an exponentially increasing solution in −∞ is obtained only

for an initial condition v−∞ ∈ V −
− . Thus, to obtain an eigenvector in ℓ2(Z) or in L2(R), we

must have Span(v+∞) = Span(v−∞) which is not a priori satis�ed.

It is also necessary to pay attention to the fact that what we have just stated depends on

E. If E varies in a non-countable set (for example an interval of R), the set of ω ∈ Ω for which

for any E the Lyapounov exponent is not strictly positive, could be of non-zero measure.

For example, one cannot say that P-almost surely, for any E, any solution of hωu = Eu or

Hωu = Eu is exponentially increasing or decreasing. This requires further analysis. However,

it already implies the absence of almost-sure absolutely continuous spectrum, using Kotani

theory. For S ⊂ R, denote by Sess
its essential closure and for j ∈ {1, . . . , D}, set

Zj = {E ∈ R | ∃ l1, . . . , l2j ∈ {1, . . . , 2D}, γl1(E) = · · · = γl2j(E) = 0}.

Then we have the following generalization of Ishii-Pastur's theorem to quasi-one-dimensionnal

Schrödinger operators due to Kotani and Simon.
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Theorem 2 (Kotani-Simon64). 1. The set Zj is the essential support of the absolutely

continuous spectrum of multiplicity 2j.

2. There is no absolutely continuous spectrum of odd multiplicity.

3. We have

Σac = ZD
ess

= {E ∈ R | γ1(E) = · · · = γ2D(E) = 0}
ess
.

In particular, this implies that if for Lebesgue-almost every E ∈ R, γ1(E) ≥ · · · ≥

γD(E) > 0, then Σac = ∅. The R.A.G.E. theorem2,74 assures us then that there are no

di�usive states for Hω (respectively hω) and this almost surely in ω.

Let us return to the question of positivity of Lyapunov exponents. Intuitively, in order to

hope to obtain a strictly positive limit in the formula (18), one must make sure that when

the random parameter varies, a large number of products and inverse of transfer matrices

have a su�ciently large norm so that on average and after division by n, the limit is not

zero. For example, if all products of transfer matrices are bounded, the limit in (18) will

automatically be zero. We must therefore study the set that contains all the products of

transfer matrices when the random parameter varies.

We have assumed above that the transfer matrices are i.i.d.. Let us note µE the common

law of these transfer matrices. The support of µE gives us the set of values that a transfer

matrix can take when we vary the random parameter. If we then want to make products

and inverse of such matrices as in ΦE, the natural algebraic object to consider is the group

generated by the support of µE.

De�nition 8. The Furstenberg group GµE associated to the sequence of transfer matrices

(Tω(n)(E))n∈Z is the closure of the group generated by the support of the common law of

Tω(n)(E) : GµE = ⟨supp µE⟩.

We choose to include the closure for the topology induced by the usual topology on the

space of matrices in the de�nition of the Furstenberg group because this makes it a closed

subgroup of the linear real group GL2D(R), hence a Lie group. In the following it is essential

that the Furstenberg group be provided with a structure of a linear real Lie group, this

allowing to use all the techniques proper to these groups, in particular to use their Lie

algebra.

The strict positivity of the Lyapunov exponents comes down to the study of the "size"

of the Furstenberg group. If this group is large enough in some sense to be speci�ed, there
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will be strict positivity of the Lyapunov exponents and they will be distincts. Let us now

de�ne two properties of the Furstenberg group which, when they are both satis�ed, imply

that the Lyapunov exponents are distincts and positive.

De�nition 9 (p-contractivity). Let T ⊂ GL2D(R) and p ∈ {1, . . . , D}. We say that T is

p-contracting if there exists a sequence (Mn)n∈N in T such that the following limit exists :

lim
n→∞

∧pMn

|| ∧pMn||
=M

and is a matrix of rank 1.

We introduce the p-Lagrangian submanifold of R2D. Let (e1, . . . , e2D) be the canonical

basis of R2D.

For all p ∈ {1, . . . , D}, let Lp = Span({Me1 ∧ . . .∧Mep | M ∈ SpD(R) }). It is called the

p-Lagrangian subspace of R2D.

De�nition 10 (Lp-strong irreducibility). Let T be a part of SpD(R) and p an integer

in {1, . . . , D}. We say that T is Lp-strongly irreducible if there is no �nite union W of

proper subspaces of Lp such that ∧pM(W ) = W for all M ∈ T .

By proper subspace, we mean a subspace of Lp di�erent from Lp and {0}. We now state

a theorem of separation of Lyapunov exponents in SpD(R) . This theorem is taken from11

and was initially proven by Guivarch and Raugi51.

Theorem 3 (11,51). Let E ∈ R and p ∈ {1, . . . , D}. Assume that GµE is p-contracting and

Lp-strongly irreducible. Then γp(E) > γp+1(E) and for any non-zero x ∈ Lp and for P-almost

any ω,

lim
n→∞

1

n
log || ∧p (ΦE(n, ω))x|| =

p∑
i=1

γi(E).

This result will especially interest us in the form of the following corollary.

Corollary 1. Let E ∈ R. Assume that GµE is p-contracting and Lp-strongly irreducible

for all p ∈ {1, . . . , D}. Then, the Lyapunov exponents associated to ΦE are distinct and in

particular :

γ1(E) > γ2(E) > . . . > γD(E) > 0.
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The link is made between a dynamical property associated to a cocycle with values in

the symplectic group, in this case the separation of its Lyapunov exponents, and more

geometrical properties of an algebraic object associated to this cocycle, the Furstenberg

group. This is a very useful criterion in practice, since it allows us not to have to study

directly limits of products of transfer matrices, but simply to reduce ourselves to �nite

products of such matrices in the Furstenberg group.

III. LOCALIZATION CRITERION FOR QUASI-1D MODELS OF

SCHRÖDINGER TYPE

In this Section we present an algebraic localization criterion for quasi-one-dimensional

models of Schrödinger type, either discrete or continuous.

Let D ≥ 1 be an integer. Let (Ω,A,P) be a complete probability space and let ω ∈ Ω.

In the discrete case, we consider random operators acting on ℓ2(Z)⊗ CD by

∀u ∈ ℓ2(Z)⊗ CD, ∀n ∈ Z, (hωu)n = −(un+1 + un−1) + Vω(n)un (19)

where (Vω(n))n∈Z is a sequence of i.i.d. random variables taking values in the real symmetric

matrices.

In the continuous case, we consider random operators acting on L2(R)⊗ CD by

Hω = − d2

dx2
⊗ ID +

∑
n∈Z

V (n)
ω (x− ℓn), (20)

where ID is the identity matrix of order D and ℓ > 0 is a real number.

It is assumed that for any n ∈ Z, the functions x 7→ V
(n)
ω (x) have values in the space of

symmetric real matrices, are supported in [0, ℓ] and are uniformly bounded in x, n and ω.

We also assume that the sequence (V
(n)
ω )n∈Z is a sequence of i.i.d. random variables on

Ω. Finally, we assume that the potential x 7→
∑

n∈Z V
(n)
ω (x − ℓn) is such that the family

{Hω}ω∈Ω of random operators is ℓZ-ergodic. As bounded perturbations of − d2

dx2
⊗ ID, the

operators Hω are self-adjoint on the Sobolev space H2(R) ⊗ CD and thus, for any ω ∈ Ω,

the spectrum of Hω is included in R.

Let us denote by Σ ⊂ R the almost-sure spectrum of either the family {Hω}ω∈Ω or the

19



family {hω}ω∈Ω. For E ∈ R, let GµE be the Furstenberg group of either {Hω}ω∈Ω or {hω}ω∈Ω.

Theorem 4 (Localization criterion15,62). Let I ⊂ R be a compact interval such that Σ∩I ̸= ∅

and let Ĩ be an open interval containing I and such that for any E ∈ Ĩ, GµE is p-contracting

and Lp-strongly irreducible for all p in {1, . . . , D}. Then, {Hω}ω∈Ω (resp. {hω}ω∈Ω) has both

the dynamical localization and Anderson localization properties on Σ ∩ I.

In the discrete case, this criterion was obtained by Klein, Lacroix and Speis62. In the

continuous case, this result was obtained in15.

The demonstration of this theorem, as detailed in15,62, follows the plan :

1. The fact that the Furstenberg group is p-contracting and Lp-strongly irreducible for

all p in {1, . . . , D} implies not only the separability of the Lyapunov exponents but

also the existence of an integral formula for these exponents. This integral formula

allows us to demonstrate the Hölder regularity of the Lyapunov exponents.

2. With the help of a Thouless formula, we deduce the same Hölder regularity for the

integrated density of states associated with {Hω}ω∈Ω.

3. The Hölder regularity of the integrated density of states implies a weak Wegner esti-

mate, adapted to the case of the Bernoulli randomness.

4. With the Wegner estimate, one can then apply a multi-scale analysis scheme. This

requires in particular to demonstrate an initial length scale estimate.

This is the approach adopted in the continuous scalar case by Damanik, Sims and Stolz34

and in the discrete quasi-one-dimensional case by Klein, Lacroix and Speis62. In15, we mix

the results of these two references to prove Theorem 4.

Step 1. As explained in Section II the positivity of the Lyapunov exponents is not

a su�cient condition to get the existence of eigenfunctions exponentially decaying to 0

at in�nity. Actually, Theorem 3 can be precised with an integral formula for the sum of

Lyapunov exponents.

Theorem 5 (11). Let E be a real number and p an integer in {1, . . . , D}. Let us assume that

GµE is p-contracting and Lp-strongly irreducible. Then, there exists a unique µE-invariant
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probability measure on P(Lp) = {x̄ ∈ P(∧pR2D) | x ∈ Lp}, denoted by νp,E, such that :

∫
SpD(R)×P(Lp)

log
|| ∧pMx||

||x||
dµE(M) dνp,E(x̄) =

p∑
i=1

γi(E) (21)

The fact that we have an integral representation of the Lyapunov exponents involving

the measure νp,E, implies that to study the regularity of these exponents as a function of

E it is su�cient to study the regularity of this measure seen as a function of E. Applying

this approach, one proves the following general theorem of Hölder regularity of Lyapunov

exponents13.

Theorem 6 (13). Let I be a compact interval in R such that for every E ∈ I :

1. GµE is p-contracting and Lp-strongly irreducible for every p ∈ {1, . . . , D}.

2. There exist C1 > 0, C2 > 0 independent of n, ω,E such that

∀p ∈ {1, . . . , D}, || ∧p Tω(n)(E)||2 ≤ exp(pC1 + p|E|+ p) ≤ C2. (22)

3. There exist C3 > 0 independent of n, ω,E such that

∀p ∈ {1, . . . , D}, ∀E,E ′ ∈ I, || ∧p Tω(n)(E)− ∧pTω(n)(E ′)|| ≤ C3|E − E ′|. (23)

Then there exist two real numbers α > 0 and C > 0 such that :

∀p ∈ {1, . . . D}, ∀E,E ′ ∈ I, |γp(E)− γp(E
′)| ≤ C|E − E ′|α.

To prove this result, we use a result on negative cocycles as stated in30 (Proposition IV

3.5). It is on this precise point that we use the separability of Lyapunov exponents induced

by the �rst hypothesis of Theorem 6. We also need estimates on the Laplace operators on the

Hölder spaces as in30 (Proposition V 4.13), which use the estimates (22) and (23). Finally

by using the decomposition of these Laplace operators given in30 (Proposition IV 3.12) and

involving the invariant measure, we show the Hölder continuity of E 7→ νp,E on I. At this

stage of the demonstration of Theorem 4, an important part of the work is to show that

the transfer matrices associated to the family {Hω}ω∈Ω verify the estimates (22) and (23).
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If this is relatively obvious in the case of discrete quasi-one-dimensional Schrödinger-type

operators, because of the very explicit character of the transfer matrices, the estimates are

less obvious in the continuous case and are related to a priori estimates on solutions of

di�erential equations. For this we refer to13 (Lemma 2 and Lemma 3).

Step 2. The integrated density of states is a counting function of the energy levels located

under a �xed value of energy E. For operators whose spectrum is continuous or dense, the

question of the existence of such a function arises because a naive de�nition inevitably leads

to the de�nition of a function equal to in�nity at any point beyond the bottom of the

spectrum. To get around this di�culty, we de�ne the integrated density of states using a

thermodynamical limit.

Let us �x ω ∈ Ω. We start by restricting Hω to intervals of �nite length in R. Let L be

an integer larger than 1 and let Λ = [−ℓL, ℓL] ⊂ R the interval centered in 0 and of length

2ℓL. We set :

H(Λ)
ω =

(
− d2

dx2

)(Λ)

⊗ ID +
∑
n∈Z

V (n)
ω (x− ℓn) (24)

the restriction ofHω acting on L2(Λ)⊗CD with Dirichlet (or Neumann) boundary conditions.

De�nition 11. The integrated density of state of {Hω}ω∈Ω is the increasing function from

R to R+, E 7→ N(E) where for any real number E, N(E) is de�ned as :

N(E) = lim
L→+∞

1

|Λ|
#
{
λ ≤ E| λ ∈ σ(H(Λ)

ω )
}

(25)

where |Λ| = 2ℓL is the length of Λ.

There is a double existence problem in the expression (25). We must prove that the

cardinal #{λ ≤ E| λ ∈ σ(H
(Λ)
ω )} is �nite for all E �xed and then prove the existence of

the limit. The answer to these two problems is given by the existence of an L2 kernel for

the one-parameter group (e−tH
(Λ)
ω )t>0. This kernel is obtained using a Feynman-Kac formula

involving an ordered exponential13 (Proposition 1).

Combining the results of64 and34, we show in13 a Thouless formula which makes the link

between the density of states and the sum of the positive Lyapunov exponents. This link is

made through a function w called Kotani function63 and by using tools of harmonic analysis.

We introduce the space of Herglotz functions :H = {h : C+ → C+ | h is holomorphic on C+}

and consider the subspace of H, W = {w ∈ H | w, w′, −iw ∈ H}.
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One proves in13 (Proposition 8) that the Kotani function w is in this space W . Since

−(γ1 + . . . + γD) and πN are respectively, in the tangential limit, the real and imaginary

parts of the function w which is in the space W , the harmonic analysis developed for this

space by Kotani in63 gives us that these two functions are linked by an integral relation and

one deduces from it the following Thouless formula.

Theorem 7 (Thouless formula13). For Lebesgue-almost any E ∈ R, we have :

(γ1 + . . .+ γD)(E) = −α +

∫
R
log

(∣∣∣∣E ′ − E

E ′ − i

∣∣∣∣) dn(E ′) (26)

where α is a real number independent of E and n is the density of states. Moreover, if I ⊂ R

is an interval on which E 7→ (γ1 + . . . + γD)(E) is continuous, then (26) is true for any

E ∈ I.

As for the discrete or continuous Anderson operators with scalar values29,34, or discrete

matrix-valued ones64, one can use the Thouless formula to show that the integrated density

of states has the same Hölder continuity as the Lyapunov exponents. This is the object of

the main result of13.

Theorem 8 (13). Let I be a compact interval of R and let Ĩ be an open interval containing I.

If the Furstenberg group GµE of {Hω}ω∈Ω is p-contracting and Lp-strongly irreducible for any

p ∈ {1, . . . ,D} and any E ∈ Ĩ, then the integrated density of states associated to {Hω}ω∈Ω
is Hölder continuous on I.

The proof of Theorem 8 is based on the Thouless formula and on the properties of the

Hilbert transform.

Also note that it is possible to recover Hölder continuity of the integrated density of states

in the Bernoulli case by using general functional analysis results of77 which are based upon

the supersymmetric formalism.

Step 3. For a continuous Anderson model like (2) or a discrete one like (3) in any

dimension, a Wegner estimate is obtained when there exists a constant CW > 0 and real

exponents α, β > 0 such that for any interval I ⊂ R and any cube Λ ⊂ Rd (or Λ ⊂ Zd),

P
({
H(Λ)
ω has an eigenvalue in I

})
≤ CW |I|α · |Λ|β (27)
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where for any ω, H(Λ)
ω is the restriction of Hω to the cube Λ with Dirichlet (or Neumann)

boundary conditions and | · | denotes the Lebesgue measure, either in R for I or in Rd for Λ

(or the cardinal of Λ if Λ ⊂ Zd).

Such an estimate is an essential ingredient in the application of a multi-scale analysis

scheme. The Wegner estimate also plays a central role in the results of spectral statistics,

and in this context, it is necessary to have linear estimates in the energy and in the volume

of Λ. In this case we speak about optimal Wegner's estimate. For example, we can prove

an optimal Wegner estimate for a discrete and scalar Anderson hω operator with random

variables whose common law has a density :

E
(
Tr
(
1I
(
h(Λ)ω

)))
≤ CW · |I| · |Λ| (28)

where 1I

(
h
(Λ)
ω

)
is the spectral projector of h(Λ)ω on the interval I. Let's mention that (28)

is related to (27) via the Markov inequality which implies that in general,

P
({
h(Λ)ω has an eigenvalue in I

})
≤ Tr

(
1I
(
hΛω
))
.

The optimal Wegner estimate is also obtained under additional assumptions on the ran-

domness in the continuous case. For these results, we refer to54,81. In general, the proof of a

Wegner estimate relies on the use of spectral averaging2, which explains the assumption of

regularity on the algebra in the sense that the law of the random variables that de�ne the

Anderson potential is required to have a density. However, in the case of Anderson-Bernoulli

operators, a Wegner estimate such as (27) cannot be true for any interval I. Indeed, if the

random variables in the Anderson's potential follow a Bernoulli distribution of parameter 1
2
,

then the probability of the event
{
H

(Λ)
ω has an eigenvalue in I

}
is lower bounded by 2−|Λ|

and for I of too small length, (27) cannot be valid. In the case of the Bernoulli randomness,

it is still possible to show a weaker form of the Wegner estimate for the Anderson model.

Theorem 9 (15). Let I ⊂ R be a compact interval and Ĩ an open interval, I ⊂ Ĩ, such that,

for any E ∈ Ĩ, GµE is p-contracting and Lp-strongly irreducible for any p ∈ {1, . . . , D}.

Then, for any β ∈ (0, 1) and any κ > 0, there exist L0 ∈ N and ξ > 0 such that,

P
(
d
(
E, σ(H(Λ)

ω )
)
≤ e−κ(ℓL)

β
)
≤ e−ξ(ℓL)

β

, (29)
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for all E ∈ I and all L ≥ L0.

The proof of Theorem 9 is based upon speci�c one-dimensional tools. Contrary to the case

of random variables whose law have a density, here the regularity of the integrated density of

states is not a consequence of Wegner's estimate, but a key ingredient of its demonstration.

In dimension 1, the Hölder regularity of the integrated density of states is obtained directly

from that of the Lyapunov exponents and from the Thouless formula as explained in Step

2.

We begin by showing, under the hypotheses of Theorem 9, that the probability that

there exists an eigenvalue of H(Λ)
ω in an interval [E − ε, E + ε] associated to a normalized

eigenfunction and whose eigenvalues at the edges of [−ℓL, ℓL] are controlled by ε, is smaller

than a multiple of L and εα where α is the exponent of Hölder continuity of the integrated

density of states. This �rst result is thus based on the Hölder continuity of the integrated

density of states but also on a priori estimates of the solutions of the di�erential deterministic

system −u′′+V u = 0 where V is a locally integrable function with matrix values. Also used

in this �rst demonstration are the fact that the Anderson potential is invariant in law by

translation, and the law of large numbers to relate a given sequence of events to the integrated

density of states.

The rest of the proof of Theorem 9 then relies on the estimate of the probabilities of the

intersections of the event in (29) with a family of events for which the norms of the products

of transfer matrices allowing to pass from one edge to the other of [−ℓL, ℓL] are strictly

minorized by a strictly positive constant of the form eθ(ℓL)
β
. We also use the Lipschitzian

character of the transfer matrices seen as functions of the energy, which is the case in the

considered model. Again, the use of transfer matrices makes the proof of the inequality (29)

quite speci�c to dimension 1.

Step 4. The last step of the proof of Theorem 4 is the implementation of the multi-scale

analysis. It is a procedure of proof by induction on the sizes of the cubes to which we restrict

the studied random family of operators.

The idea is the following : the exponential growth of the eigenfunctions is implied by that

of the norm of the resolvent of the restricted operators at larger and larger cubes. To show

that the norm of the local resolvent decreases exponentially with the size of the cubes, we

start by showing an upper bound of this norm by an exponentially small term in a cube of

initial size. From there we extend this exponential domination of the norm of the resolvent
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to all the cubes of a larger size, which is a positive power of the initial size. For this we have

to show that we almost surely keep an exponential estimate of the resolvent. In particular,

the estimates that we want for the resolvent must be uniform in energy when this one is in

a compact interval. It is thus necessary to make sure when one passes from a scale of cubes

to a larger scale that one avoids the possible energies which would make explode the norm

of the resolvent : those in the spectrum of the restricted operator. This is where the Wegner

estimate comes in : it ensures that with a probability exponentially close to 1, the energies

in the interval considered are at least at a strictly positive distance from the spectrum of

the restricted operator.

For more details about multi-scale analysis in general, we refer to the articles of Abel

Klein61 and Germinet and Klein44. For details of the use of multi-scale analysis in the proof

of Theorem 4, we refer to15.

In the case of one-dimensional operators, it is legitimate to ask whether a more direct

approach, based solely on studying the sequence of transfer matrices and proving large

deviations inequalities for this sequence, can lead to localization. This approach has been

successfully adopted in24,58 for the discrete case and in25 for the continuous case and gives

a more elementary proof of localization in dimension d = 1. Extending the methods of58,

dynamical localization was obtained in42. Also noteworthy is the purely dynamical proof of

Anderson localization in50, based on a parametric version of Furstenberg's theorem. Finally,

we mention a recent proof of localization for a generalization of the discrete quasi-one-

dimensional model in67, based on the same techniques as24,58. For more general results about

large deviations theorems, see also39.

IV. LOCALIZATION RESULTS FOR QUASI-1D MODELS

In this Section, we review localization results for di�erent type of quasi-one-dimensional

random models for which the randomness appears through random variables which can be

Bernoulli variables. We do not present other localization results which do not include this

case. We classify the results by order of algebraic complexity of their associated Furstenberg

group.

In all the studied models, the randomness appear in the following way. For i ∈ {1, . . . , D},
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let (Ω̃i, Ãi, P̃i) a complete probability space and let us pose

(Ω,A,P) =

(⊗
n∈Z

Ω̃1 ⊗ · · · ⊗ Ω̃D,
⊗
n∈Z

Ã1 ⊗ · · · ⊗ ÃD,
⊗
n∈Z

P̃1 ⊗ · · · ⊗ P̃D

)
(30)

Let (ω
(n)
1 )n∈Z, . . . , (ω

(n)
D )n∈Z be sequences of i.i.d. real random variables respectively on

(Ω̃1, Ã1, P̃1),. . ., (Ω̃D, ÃD, P̃D) and of respective common laws ν1, . . . , νD whose supports

supp νi contains at least two di�erent points ai and bi (for example 0 and 1 if they are

Bernoulli variables) and are bounded. We also set ω(n) = (ω
(n)
1 , . . . , ω

(n)
D ) of law ν1⊗· · ·⊗νD.

A. The Furstenberg criterion

We start reviewing localization results for scalar-valued operators, corresponding to the

case D = 1 in the de�nition of quasi-one-dimensional random models.

Due to Theorem 4, to obtain a localization result on some interval I, it su�ces to show

that the Furstenberg group associated to the studied model is p-contracting and Lp-strongly

irreducible for all p in {1, . . . , D}. In the case D = 1, these properties reduces to the

assumptions of the following result due to Furstenberg.

Theorem 10 (Furstenberg40). Let E ∈ R, (Tω(n)(E))n∈Z a sequence of i.i.d. random ma-

trices in SL2(R) of common law µE and let GµE be its Furstenberg group. Assume that GµE

is not compact and GµE is strongly irreducible i.e., there is no �nite family V1, . . . , Vk of

strict subspaces of R2 such that : ∀M ∈ GµE , M(V1 ∪ · · · ∪ Vk) = V1 ∪ · · · ∪ Vk.

Then there exists γ(E) > 0 such that for every x ∈ R2, x ̸= 0, P-almost surely,

lim
n→+∞

1

n
log(||ΦE(n, ω)x||) = lim

n→+∞

1

n
log(||ΦE(n, ω)||) = γ(E).

where ΦE is de�ned as in (17). Moreover, there exists a unique µE-invariant probability

measure on P(R2), denoted by νE, such that :

γ(E) =

∫
SL2(R)×P(R2)

log
||Mx||
||x||

dµE(M) dνE(x̄)

Here P (R2) is the projective space of R2 and for x ∈ R2 \ {0}, x̄ denotes its class in

P (R2).
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The Furstenberg theorem is su�cient to deal with the case of models for which the transfer

matrices are in SL2(R) and for which the question of strict positiveness arises only for one

Lyapunov exponent, the dominant exponent.

1. The discrete one-dimensional Anderson model

We are going to apply Furstenberg's theorem to a �rst example of a sequence of random

matrices in SL2(R) coming from the discrete Anderson model in dimension 1 and with scalar

values. We use the notations introduced in (30) and since here D = 1 we omit the index 1

in the notations of (ω(n)
1 )n∈Z or ν1.

Consider {hω}ω∈Ω the ergodic family of random operators de�ned by

∀ω ∈ Ω, hω :
ℓ2(Z) → ℓ2(Z)

(un)n∈Z 7→ (−(un+1 + un−1) + ω(n)un)n∈Z
(31)

Its of almost-sure spectrum is [−2, 2]+supp ν (see38 (Theorem 3.9)). The transfer matrices

associated with {hω}ω∈Ω are given by

∀n ∈ Z, ∀E ∈ R, Tω(n)(E) =
(
ω(n)−E −1

1 0

)
and the sequence (Tω(n)(E))n∈Z is a sequence of random matrices in SL2(R) , i.i.d. and of

common law µ induced by the law ν of the random variables ω(n). Since the transfer matrices

are i.i.d., the Furstenberg group is given by

∀E ∈ R, GµE = ⟨{Tω(0)(E) | ω(0) ∈ supp ν}⟩.

We �rst remark that all the matrices in GµE are of determinant 1. To show that GµE is not

compact, we will exhibit a non-bounded sequence in GµE . By hypothesis on the law of ω(0),

we have

⟨( a−E −1
1 0 ) , ( b−E −1

1 0 )⟩ ⊂ GµE .

Then,

( a−E −1
1 0 ) ( b−E −1

1 0 )
−1

= ( 1 a−b
0 1 ) ∈ GµE
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and for every n ∈ N,

( 1 a−b
0 1 )

n
=
(
1 n(a−b)
0 1

)
∈ GµE

which contains an unbounded sequence since a− b ̸= 0.

It can be shown11 that the strong irreducibility of GµE is equivalent (under the hypothesis

of non-compactness of the Furstenberg group) to :

∀x̄ ∈ P (R2), #{Mx̄ | M ∈ GµE} ≥ 3.

Let x = (x1, x2) ∈ R2, x ̸= 0. Assume that x2 ̸= 0. Then, we show by simply solving linear

systems that for A = ( 1 a−b
0 1 ), the vectors Ax, A2x and A3x are non-colinear two by two

which allows to build 3 distinct elements in {Mx̄ | M ∈ GµE}. If x2 = 0 then x1 ̸= 0

and if B = ( 1 0
a−b 1 ) = ( a−E −1

1 0 )
−1

( b−E −1
1 0 ) ∈ GµE , then the vectors Bx, B2x and B3x are

non-colinear two by two.

Hence, Furstenberg theorem applies for every E ∈ R and using Theorem 4 one gets the

following localization result initially due to Carmona, Klein and Martinelli29.

Theorem 11 (Carmona, Klein, Martinelli29). The family {hω}ω∈Ω exhibits dynamical loca-

lization in every interval I ⊂ R.

There is a huge literature on localization results for random Jacobi matrices which extend

the de�nition of the one-dimensional discrete Anderson model. Still, very few of them handle

Bernoulli randomness. Among recent papers we quote the results of Rangamani about singu-

lar random Jacobi matrices71 and about localization for random word models which include

several models as the Anderson-Bernoulli model or dimer models72. We also mentionned at

the end of Section III recents papers24,50,58 which gives elementary proofs of localization in

dimension d = 1 using large deviations theorems or a parametric version of Furstenberg's

theorem.
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2. The continuous one-dimensional Anderson model

Consider the ergodic family of operators {Hω}ω∈Ω de�ned by

∀ω ∈ Ω, Hω :

L2(R) → L2(R)

u 7→ −u′′ +

(
Vper +

∑
n∈Zd

ω(n)f(· − n)

)
u

(32)

where Vper is a multiplication operator by a locally integrable Z-periodic function and

where f is an integrable non-zero function with support in [−1
2
, 1
2
].

For this ergodic family {Hω}ω∈Ω, Damanik, Sims and Stolz34 proved the following locali-

zation result.

Theorem 12 (Damanik, Sims and Stolz34). There exists a discrete set M ⊂ R such that for

every E ∈ R\M , GµE is non compact and strongly irreducible. Hence, for every E ∈ R\M ,

γ(E) > 0 and on every interval I ⊂ R \M , {Hω}ω∈Ω exhibits dynamical localization.

The demonstration of the strict positivity result of the dominant Lyapunov exponent

associated to {Hω}ω∈Ω is clearly more delicate than in the discrete case. For the details

we refer directly to34. The main di�culty that appears with continuous models is that the

transfer matrices have no longer an explicit form as in the discrete case, but require to solve

a di�erential system on the intervals [n, n + 1] to compute them. It is then a question of

trying to �nd an expression of the solutions involved in the transfer matrices which allows

to verify the hypotheses of the Furstenberg theorem. In34, the idea is to consider �rst the

Floquet solutions of −u′′ + Vperu = Eu and then to use them to construct Jost solutions of

−u′′+(Vper+ f)u = Eu. We will have previously reduced ourselves to the case where a = 0

and b = 1 and we are therefore led to solve on an interval [n, n+1] either −u′′+Vperu = Eu,

or −u′′ + (Vper + f)u = Eu in order to determine the two transfer matrices which are

contained in the Furstenberg group.

In the �rst case, the transfer matrix obtained will be that of a rotation, in the second

it will be a linear combination of rotations. The idea is then to start with a unit vector

in the plane and to apply the second transfer matrix to it. By choosing well the direction

θ0 of the initial unit vector, we obtain a new vector of norm strictly greater than 1 and of

direction θ1. By applying the second transfer matrix again we obtain a new vector whose
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norm depends on θ1. By turning it with the help of the �rst transfer matrix, we can modify

θ1 in a new direction so that when we apply the second transfer matrix we obtain a new

vector of norm strictly greater than the second vector obtained. In this way we manage to

construct a non-bounded sequence of vectors from a unit vector. We have thus constructed

a non-bounded sequence in the Furstenberg group which is therefore non-compact.

For the strong irreducibility, it is su�cient to use the transfer matrix which is a rotation

to construct an in�nite number of distinct directions by iteration from a well chosen initial

direction.

The discrete set of critical energies M is obtained as the set of zeros of the re�ection and

transmission coe�cients of the constructed Jost solutions, these coe�cients being analyti-

cally dependent on E and f being assumed to be non zero.

The existence of a discrete set of energies for which the hypotheses of the Furstenberg

theorem are not true will be found in all continuous models. Note that the study of the

behavior of the Lyapunov exponents at these critical energies is a di�cult question. In

particular, in the absence of an integral representation for the Lyapunov exponents, due to

the lack of reducibility of the Furstenberg group, one has to look directly at some properties of

the Markov chain associated to the sequence of transfer matrices in order to prove continuity

of the Lyapunov exponents near the critical energies. For this purpose one can try to adapt

the ideas of43 which have been extended in39. Unfortunately, in these two references, there

is an hypothesis of positivity on the random variables which is not satis�ed in the Anderson

model or in the study of a random Ising chain as studied by Chapman and Stolz31.

3. The one-dimensional Dirac model

Consider the Z-ergodic family {Dω}ω∈Ω acting on L2(R)⊗ C2,

Dω =
(

0 − d
dx

d
dx

0

)
+ Vper + Vω

where Vper is a Z-periodic linear combination of the Pauli matrices σ1 = ( 0 1
1 0 ), σ3 = ( 1 0

0 −1 )

and I2, and Vω is a random potential given by Vω(x) =
∑
n∈Z

ω(n)f(x− n) where f is a linear

combination of σ1 and σ3 or a multiple of I2.

Theorem 13 (83). There exists a discrete set M ⊂ R such that for every E ∈ R\M , GµE is
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non compact and strongly irreducible. Hence, for every E ∈ R \M , γ(E) > 0 and on every

interval I ⊂ R \M , {Dω}ω∈Ω exhibits dynamical localization.

The proof of this theorem is very similar to that of Theorem 12 as far as the study of

the Furstenberg group is concerned. It is also necessary to adapt to the case of the Dirac

operator some parts of the proof of Theorem 4, in particular concerning the existence and

the properties of the integrated density of states, including the Thouless formula. For this

purpose, we can rely on the results of76 and on their adaptation of Kotani's theory to the

Dirac framework.

The Furstenberg theorem is su�cient to demonstrate the strict positivity of the dominant

Lyapunov exponent for the discrete and continuous Anderson models or for this Dirac model.

When we go to the quasi-one-dimensional models, we have to �nd new algebraic criteria.

B. The Goldsheid-Margulis criterion

When one wishes to verify the hypotheses of the Corollary 1 on concrete examples of quasi-

one-dimensional Anderson operators, one comes up against a real di�culty. Even in the case

of the discrete quasi-one-dimensional Anderson model presented by Goldsheid and Margulis

in49, whose transfer matrices are explicit and of a relatively simple form, the hypotheses of

p-contractivity and especially of Lp-strong irreducibility are not easy to verify. This is why

Goldsheid and Margulis used the following criterion.

Theorem 14 (Goldsheid and Margulis49). Let G be a subgroup of SpD(R) . If G is Zariski-

dense in SpD(R) , then G is p-contracting and Lp-strongly irreducible for all p ∈ {1, . . . , N}.

This criterion allows us to reduce the dynamical problem of separation and strict positivity

of Lyapunov exponents to an algebraic problem of reconstruction of a Lie group. The key

point is that the Zariski closure of a linear Lie group is still a linear Lie group. As we will

see later on, the fact that we will work most of the time in the symplectic group which

is connected, will allow us to bring most of the calculations to the level of Lie algebras. It

simpli�es the algebraic proofs since the algebraic calculations in a group become calculations

of linear algebra and of Lie brackets.
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1. The discrete quasi-one-dimensional Anderson model

We study the family of operators {h(D)
ω }ω∈Ω de�ned by

∀ω ∈ Ω, h(D)
ω :

ℓ2(Z,CD) → ℓ2(Z,CD)

(un)n∈Z 7→ (−(un+1 + un−1) + Vω(n)un)n∈Z
(33)

where Vω(n) = V0 + diag(ω
(n)
1 , . . . , ω

(n)
D ) with V0 the tridiagonal matrix with zero diagonal

terms and 1 on the upper and lower diagonals.

Goldsheid and Margulis proved in49 that the Furstenberg group of {h(D)
ω }ω∈Ω is Zariski-

dense in SpD(R) . From this result, Klein, Martinelli and Speis proved in62 the following

result of localization.

Theorem 15 (49,62). For every E ∈ R, GµE is Zariski-dense in SpD(R) . Hence, {h
(D)
ω }ω∈Ω

exhibits dynamical localization in every interval I ⊂ R.

The transfer matrices associated with {h(D)
ω }ω∈Ω are given by Tω(n)(E) =

(
V
ω(n)−E −ID
ID 0

)
.

These transfer matrices form an i.i.d. sequence of matrices in SpD(R) of common law µE

and one has

GµE = ⟨Tω(0)(E) | ω(0) ∈ supp (ν1 ⊗ · · · ⊗ νD)⟩.

According to the hypothesis made on the supports of the νi's and setting a = 0 and b = 1,

G{0,1},E := ⟨Tω(0)(E) | ω(0) ∈ {0, 1}D⟩ ⊂ GµE

and it is therefore su�cient to show that the subgroup generated by 2D matrices, G{0,1},E,

is Zariski-dense in SpD(R) . Let us denote ClZ(G{0,1},E) its Zariski closure in SpD(R) and

g(E) the Lie algebra of ClZ(G{0,1},E). Recall that the Lie algebra of SpD(R) is given by

spD(R) =
{(

A B1

B2 −tA

)
, A ∈ MD(R), b1 and b2 symmetric

}
.

For i, j ∈ {1, . . . , D}, let Eij be the matrix in MD(R) with a coe�cient 1 at the intersection

of the i-th row and the j-th column, and 0 elsewhere. We also set

∀i, j ∈ {1, . . . , D}, Xij =
1
2

(
0 Eij+Eji

0 0

)
, Yij =

tXij, Zij =
(
Eij 0
0 −Eji

)
.
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An elementary calculation on Lie brackets of these three matrices allows to show that

spD(R) is generated by
{
Xij, Yij | i, j ∈ {1, . . . , D}, |i − j| ≤ 1

}
. From this, we are led to

show that, for any E ∈ R, g(E) contains all the matrices Xij and Yij for i, j ∈ {1, . . . , D},

|i− j| ≤ 1. We �x E ∈ R and proceed by successive steps.

First, we prove that matrices of the form ( I D0 I ) and ( I 0
D I ) where D is diagonal, are in

ClZ(G{0,1},E). For that we choose T1 and T2 in G{0,1},E associated to two realizations V1 and

V2 of Vω(0) . ClZ(G{0,1},E) being a group, it is stable by inversion and product. So we have :

B := T1T
−1
2 =

(
I V1−V2
0 I

)
∈ G{0,1},E.

Let i ∈ {1, . . . , D}. We can choose V1 and V2 so that B =
(
I Eii
0 I

)
. Then, for every n ∈ Z :

Bn =
(
I nEii
0 I

)
. Let P be a polynomial in R[X1,1, . . . , X2D,2D] such that : ∀n ∈ Z, P (Bn) = 0.

We �x Xj,j = 1 for all j ∈ {1, . . . , 2D} and Xr,l = 0 for r ̸= l except for Xi,D+i and we

consider :

P̃ : Xi,D+i 7→ P

((
I

 0 | 0
− Xi,D+i −
0 | 0


0 I

))

which is a polynomial in one variable with an in�nite number of roots, the n ∈ Z. So P̃ is

the null polynomial and : ∀α ∈ R, P̃ (α) = 0. This means that P cancels on all matrices(
I αEii
0 I

)
. By de�nition of the Zariski closure : ∀α ∈ R,

(
I αEii
0 I

)
∈ ClZ(G{0,1},E). Since we

have �xed an arbitrary i, we have : ∀α1, . . . , αD ∈ R,

(
I α1E11
0 I

)
. . .
(
I αDEDD
0 I

)
=
(
I α1E11+...+αDEDD
0 I

)
∈ ClZ(G{0,1},E).

This implies that ( I D0 I ) ∈ ClZ(G{0,1},E) for every diagonal matrix D.

We have detailed a lot this �rst step because it is the one where the Zariski topology

is involved. The other steps are a series of back and forth between ClZ(G{0,1},E) and its

Lie algebra : obtaining elements in ClZ(G{0,1},E) allows to deduce elements contained in its

Lie algebra and by linear combinations and Lie brackets we obtain new elements in the Lie

algebra. By taking the exponential we recover elements in ClZ(G{0,1},E) that we could not

have constructed easily with only the product and the inverse.

Finally we obtain that g(E) = spD(R) and by connexity of SpD(R) that ClZ(G{0,1},E) =

SpD(R) . This allows us to deduce that the Furstenberg group associated to the family
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{h(D)
ω }ω∈Ω is Zariski-dense in SpD(R) which, applying Theorem 4, implies Theorem 15.

2. Point interactions

We use the notations introduced in (7) and (8). In this model, the random parameters

intervene punctually in each integer, through interface conditions expressed on the eigen-

functions. This explains why we speak of point interactions. This model turns out to be very

close to a discrete model like the quasi-one-dimensional discrete Anderson model. From the

point of view of the randomness, we �nd the same dependence of the transfer matrices as

in the discrete case, this one intervening only at integer points. On the other hand, consi-

dering a continuous Laplacian in dimension 1 instead of a discrete Laplacian changes the

dependence of the transfer matrices on the energy parameter, which leads to the existence

of critical energies where the Lyapunov exponents could cancel.

To determine the transfer matrices associated to {HP,ω}ω∈Ω, we consider for E ∈ R the

di�erential system HP,ωu = Eu whose solutions are functions u = (u1, . . . , uD) : R → CD

satisfying −u′′ + V0u = Eu on R \ Z and such that each coordinate function ui satis�es the

boundary conditions : ∀i ∈ {1, . . . , D}, ∀n ∈ Z, u′i(n+) = u′i(n
−) + ciω

(n)
i ui(n). If u is such

a solution, the transfer matrix T (n,n+1]

ω(n) (E) from n+ to (n+ 1)+ is de�ned by

∀n ∈ Z,
(
u((n+1)+)

u′((n+1)+)

)
= T

(n,n+1]

ω(n) (E)
(
u(n+)

u′(n+)

)
.

The sequence (T (n,n+1]

ω(n) (E))n∈Z is an i.i.d. sequence of matrices in SpD(R) whose common

law is µE. As in the case of the quasi-one-dimensional discrete Anderson model, we compute

explicitly the transfer matrices. To do so, we start by solving the free di�erential system on

the open interval (n, n + 1). By 1-periodicity of V0, it is su�cient to do it on the interval

(0, 1). We then obtain the transfer matrix from n+ to (n+ 1)− :

T(n,n+1)(E) = T(0,1)(E) = exp
(

0 ID
V0−EID 0

)
.

We also set, for every Q ∈ MD(R), M(Q) ∈ M2D(R) de�ned by M(Q) =
(
ID 0
Q ID

)
. Then,

using the boundary conditions, the transfer matrix from (n + 1)− to (n + 1)+ is non other

than M(diag(c1ω
(n)
1 , . . . , cDω

(n)
D )). Finally, the transfer matrix from n+ to (n + 1)+ is the
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product of the transfer matrices from n+ to (n+ 1)− and from (n+ 1)− to (n+ 1)+.

T
(n,n+1]

ω(n) (E) =M(diag(c1ω
(n)
1 , . . . , cDω

(n)
D )) T(0,1)(E).

The �rst factor contains the random part and is independent of the energy E. The second

factor is deterministic and depends only on E.

Finally, the i.i.d. character of the transfer matrices implies the following internal descrip-

tion for the Furstenberg group :

GµE = < T
(0,1]

ω(0) (E) | ω(0) ∈ supp ν >.

In19 and14 we proved the following result.

Theorem 16. There exists a discrete set SP,2 ⊂ R (respectively SP,3 ⊂ R), such that for

every E ∈ R \ SP,2 (respectively E ∈ R \ SP,3) , GµE is Zariski-dense in Sp2(R) (respectively

Sp3(R)).

Hence, for D = 2 and D = 3, the almost-sure absolutely continuous spectrum of

{HP,ω}ω∈Ω is empty.

Moreover, the integrated density of states associated to {HP,ω}ω∈Ω is Hölder continuous

on every interval included in R \ SP,2 if D = 2 and in R \ SP,3 if D = 3.

Unfortunately, we were not able to go further in our analysis of {HP,ω}ω∈Ω and in parti-

cular we did not prove a weak Wegner estimate for this model.

Open question 1. Prove the analog of Theorem 4 in the framework of point interaction

models.

Up to our knowledge, there is very few results of localization for random point interactions

models. For discrete point interaction models there is a proof of localization due to Delyon,

Simon and Souillard in36. But this result requires randomness with an absolutely continuous

component and does not cover the Bernoulli case. Also not covering the Bernoulli case are

the results of Hislop, Kirsch and Krishna about localization55 in dimension d = 1, 2, 3 and

eigenvalue statistics56 again in dimension d = 1, 2, 3. In the Bernoulli case, let us point out

the recent result by Damanik, Fillman, Helman, Kesten and Sukhtaiev32 and the result by
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Damanik, Fillman and Sukhtaiev33 which obtained a localization result for point interactions

on metric and discrete tree graphs.

To prove Theorem 16, the �rst thing to do is to compute explicitly the matrix exponential

in T(0,1)(E). This leads us to separate the proof into several cases depending on the value

of the energy E. Indeed, for E > 1, if U = 1√
2
( 1 1
1 −1 ) then T(0,1)(E) = ( U 0

0 U ) Rα,β ( U 0
0 U ) ,

where α =
√
E − 1, β =

√
E + 1, and

Rα,β =

 cosα 0 1
α
sinα 0

0 cosβ 0 1
β
sinβ

−α sinα 0 cosα 0
0 −β sinβ 0 cosβ

 .

For E ∈ (−1, 1), we obtain the same expression by changing in Rα,β the cosines and

sines of α by cosines and hyperbolic sines. For E < −1 we still get the same expression by

changing in Rα,β all cosines and sines by hyperbolic cosines and hyperbolic sines.

With this explicit form of the transfer matrices, we proceed to a multi-step proof of the

fact that the Zariski closure of GµE is equal to Sp2(R) for all energies E except those in a

discrete set which we obtain in the course of the proof. First, by exploiting the de�nition of

the Zariski closure and using the hypothesis made on the support of the νi's, we show that

for any diagonal matrix Q ∈ M2(R),
(

0 0
Q 0

)
is in the Lie algebra of ClZ(GµE). Thus M(Q) is

in ClZ(GµE) for any diagonal matrix Q ∈ M2(R). Then, we use the conjugation property in

linear Lie groups to conjugate
(

0 0
Q 0

)
by powers of Rα,β and stay in the group ClZ(GµE). By

choosing four such powers we obtain a family of four matrices in the Lie algebra of ClZ(GµE)

which we show is free inM2(R) except for a discrete set of values of E. These values of E are

the ones for which the 4× 4 determinant formed by the four columns, whose coe�cients are

the non-zero coe�cients of the four matrices considered, vanish. Thus, we obtain a subspace

of dimension 4 contained in the Lie algebra of ClZ(GµE) and by taking particular matrices in

this space, we obtain new ones by Lie brackets. Then we consider a new family of 6 matrices

whose non-zero coe�cients are complementary to the non-zero coe�cients of the �rst family

of 4 matrices considered and which are still in the Lie algebra of ClZ(GµE). Again, we have

to exclude a discrete set of values of E for which a determinant 6×6 cancels. We then obtain

a free family of 10 matrices in the Lie algebra of ClZ(GµE). As the Lie algebra of Sp2(R) is

of dimension 10 we have well shown the equality of these two Lie algebras and by connexity

of Sp2(R), the equality ClZ(GµE) = Sp2(R). Hence the desired result using the Goldsheid
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and Margulis criterion and versions of Theorem 2 for the absence of absolutely continuous

spectrum and of Theorem 8 for the regularity result of the integrated density of states which

are adapted to the framework of point interactions models (see14).

The proof in the case D = 3 is very similar to the case D = 2. From the construction,

one remarks that we can choose c2 = 0 and still obtain the Zariski denseness of GµE in

Sp3(R). This fact means that we are in the presence of a phenomenon of propagation of the

randomness. According to Kotani's theory, heuristically, if the second layer in our model

becomes deterministic, we should not have separability of Lyapunov exponents. But, the

�rst and third layers are coupled to the second through the deterministic potential V0 and

the randomness of the �rst and third layers is somehow transported to the second. To our

knowledge there are only two other papers in which this phenomenon is observed47,48.

Due to the use of explicit determinants in the construction we were not able to obtain

the Zariski-denseness in SpD(R) of the Furstenberg group for arbitrary D ≥ 1.

Open question 2. For D ≥ 1, prove that the Furstenberg group associated to {HP,ω}ω∈Ω is

Zariski-dense in SpD(R) .

3. A continuous quasi-one-dimensional Anderson model for D = 2 (I)

In19, we have obtained a �rst result of Lyapunov exponents separability for the following

quasi-one-dimensional continuous Anderson-Bernoulli model :

∀ω ∈ Ω, H(2)
ω = − d2

dx2
⊗ I2 + ( 0 1

1 0 ) +
∑
n∈Z

(
ω
(n)
1 1[0,1](x−n) 0

0 ω
(n)
2 1[0,1](x−n)

)
(34)

acting on L2(R)⊗ C2.

Theorem 17 (19). There exists a countable set C such that, for any E ∈ (2,+∞) \ C, the

Furstenberg group of {H(2)
ω }ω∈Ω is Zariski-dense in Sp2(R). Hence

∀E ∈ (2,+∞) \ C, γ1(E) > γ2(E) > 0

and there is no almost-sure absolutely continuous spectrum of {H(2)
ω }ω∈Ω in (2,+∞).
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For E ∈ R �xed, the transfer matrix Tω(0)(E) is of the form exp
(

0 I2

V
(0)
ω −EI2 0

)
where V (0)

ω =(
ω
(0)
1 1

1 ω
(0)
2

)
and I2 is the identity matrix of order 2. It is therefore necessary to compute an

exponential matrix which this time depends on ω, contrary to the case of the model of point

interactions. This greatly complicates the calculations in the following.

We notice that here we do not use the Zariski-denseness at the �rst step as in the discrete

or point interactions cases, but an argument of density of trajectories on the torus R2/(2πZ)2

hence the fact that we have to exclude a countable set of energies.

The fact of excluding only a countable set of energies is su�cient to apply Theorem 2

and get absence of absolutely continuous spectrum, but it is insu�cient to apply Theorem 4

which allows us to go from the separability of Lyapunov exponents to Anderson localization.

Indeed, in our construction, nothing tells us that this countable set C is not dense in (2,+∞)

and that we cannot therefore �nd a non-trivial interval of energies on which we have the

Zariski-denseness of the Furstenberg group. We will see how to re�ne the algebraic techniques

used in the proof of this theorem to obtain that in fact the Furstenberg group is dense in

the sense of the usual topology in Sp2(R) for energies in (2,+∞) and outside a discrete set.

C. The Breuillard-Gelander criterion

Proving that a subgroup of SpD(R) is Zariski-dense in SpD(R) is a constructive problem

that can be di�cult to implement. In the previous Section, having transfer matrices given by

matrix exponentials in which the random parameters and the energy parameter are mixed

makes the explicit construction di�cult and we can no longer follow the construction done

in the discrete quasi-one-dimensional case or in the case of the point interaction model.

In order to improve the result obtained in Theorem 17, it was therefore necessary to �nd

a new algebraic criterion allowing to obtain the denseness and consequently the Zariski

denseness of a subgroup in a Lie group having reasonable properties of semisimplicity and

connectedness. We will therefore present in this Section a criterion allowing to reduce the

question of whether a subgroup of a semisimple Lie group G generated by a �nite number

of elements is dense, to a problem of reconstruction of the Lie algebra of G.
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Theorem 18 (Breuillard and Gelander23). If G is a real semisimple connected Lie group of

Lie algebra g, then there exists a neighborhood O ⊂ G of the identity, on which log = exp−1

is a well-de�ned di�eomorphism and such that g1, . . . , gm ∈ O generate a dense subgroup of

G whenever log(g1), . . . , log(gm) generate g.

The term "generating" is used here in the sense of Lie algebras, thus taking into account

both the linear combinations and the Lie bracket.

Theorem 18 gives us a clear plan to follow when we want to show that a subgroup of the

symplectic group is dense in the symplectic group. We have to start by constructing elements

of our subgroup (the Furstenberg group in our case) which are in the neighborhood O given

by Theorem 18 when applied to the symplectic group, and then we compute the logarithms

of these elements. We then consider the Lie algebra generated by these logarithms and show

that it is equal to the Lie algebra of the symplectic group.

1. A continuous quasi-one-dimensional Anderson model for D = 2 (II)

In12, I obtained the following result which improves Theorem 17.

Theorem 19. There exists a discrete set S ⊂ R such that, for any E ∈ (2,+∞) \ S,

the Furstenberg group of {H(2)
ω }ω∈Ω is dense (and therefore Zariski-dense) in Sp2(R). Thus

{H(2)
ω }ω∈Ω exhibits dynamical localization in the intersection of every compact interval in-

cluded in (2,+∞) \ S with the almost-sure spectrum of {H(2)
ω }ω∈Ω.

First of all, we have to construct, from the transfer matrices, matrices in the neighborhood

O of I4 given by Theorem 18 applied to the group Sp2(R). This time we do not want to use an

argument of density of trajectories on the torus because it would lead as before to a countable

dense set of critical energies instead of a discrete set. We will instead use a simultaneous

diophantine approximation argument which leads to the existence of mω(0)(E) ∈ N∗ such

that 1 ≤ mω(0)(E) ≤M and (Tω(0)(E))mω(0) (E) ∈ O, for any M ≥ 1 �xed.

The second step consists in calculating the logarithms of the matrices (Tω(0)(E))mω(0) (E)

which we have just shown to be in O. Of course, even if these matrices are written as

exponentials, nothing tells us that the arguments of these exponentials are in logO and a

priori

log(Tω(0)(E))mω(0) (E) ̸= mω(0)(E)
(

0 I2

V
(0)
ω −EI2 0

)
.
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Because of that, the logarithms have an expression which make di�cult to prove that

they generate the Lie algebra sp2(R) . We still manage to do very explicit computations and

constructions which involves, like in the case of point interactions, many determinants from

which we deduce the discrete set of critical energies to exclude.

In view of the calculations carried out in this approach, it is clear that it is di�cult

to continue with this very explicit approach to tackle the case of quasi-one-dimensional

operators whose matrix potentials are in MD(R) for any D ≥ 1. To get around these

di�culties and obtain a more general result, there will of course be a price to pay : we have

to introduce a parameter of large disorder which was not present in our �rst results, just as

it is not present in the results on the discrete quasi-one-dimensional Anderson model.

2. A continuous quasi-one-dimensional Anderson model for D ≥ 1

Again, let's take the notations introduced in (30). We introduce, for any ω ∈ Ω and any

real number ℓ > 0, the operator

H
(D)
ω,ℓ = − d2

dx2
⊗ ID + V0 +

∑
n∈Z

 c1ω
(n)
1 1[0,ℓ](x−ℓn) 0

...
0 cDω

(n)
D 1[0,ℓ](x−ℓn)

 , (35)

acting on L2(R) ⊗ CD. The numbers c1, . . . , cD are non-zero real numbers, V0 denotes the

multiplication operator by the tridiagonal matrix whose diagonal coe�cients are zero and

those on the sub and upper diagonals are 1, 1[0,ℓ] is the characteristic function of the interval

[0, ℓ].

The real ℓ > 0 can be seen as a parameter measuring the intensity of the disorder. Indeed,

in an interval of �xed length, the smaller ℓ is, the more this �xed interval will contain random

variables of the sequence (ω(n))n∈Z, these being found in each point of the ℓZ lattice. For

example the interval [0, 1] will contain E(1
ℓ
) random variables. So when ℓ decreases towards

0, the randomness �lls more and more the bounded intervals of R.

Let O be the neighborhood of I2D in SpD(R) given by the Breuillard and Gelander

theorem applied to the symplectic group of order D. We set

dlog O = max{R > 0 | B(0, R) ⊂ log O},
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where B(0, R) is the open ball centered in 0 and of radius R > 0 for the topology induced

on the Lie algebra spD(R) of SpD(R) by the matrix norm associated to the Euclidean norm

on R2D.

LetMω(0) = V0+diag(c1ω
(0)
1 , . . . , cDω

(0)
D ). The matrixMω(0) is symmetric, so its eigenvalues

λω
(0)

1 , . . . , λω
(0)

D are real. We set :

λmin = min
ω(0)∈{0,1}D

min
1≤i≤D

λω
(0)

i , λmax = max
ω(0)∈{0,1}D

max
1≤i≤D

λω
(0)

i (36)

and λ0 =
λmax−λmin

2
. We also set ℓC := ℓC(D) = min

(
1,

dlog O
λ0

)
and for every ℓ < ℓC ,

I(ℓ,D) =

[
λmax −

dlog O

ℓ
, λmin +

dlog O

ℓ

]
⊂ R. (37)

With all these notations, we state the localization result obtained in15.

Theorem 20 (15). For every ℓ ∈ (0, ℓC) and every E ∈ I(ℓ,D), the Furstenberg group of

{H(D)
ω,ℓ }ω∈Ω is equal to SpD(R) . Therefore, the family {H(D)

ω,ℓ }ω∈Ω exhibits dynamical locali-

zation on every compact interval I ⊂ I(ℓ,D) ∩ Σ.

To prove this theorem it su�ces to prove the �rst point and to use Theorem 4.

For E ∈ R, n ∈ Z and ω(n) ∈ Ω̃⊗D, let Mω(n)(E) = V0 + diag(c1ω
(n)
1 , . . . , cNω

(n)
D ) − EID.

So, if we also de�ne

Xω(n)(E) =
(

0 ID
M

ω(n) (E) 0

)
∈ M2D(R), (38)

by solving the di�erential system with constant coe�cients H(D)
ω,ℓ u = Eu on [ℓn, ℓ(n+ 1)],

∀ℓ > 0, ∀n ∈ Z, ∀E ∈ R, Tω(n)(E) = exp (ℓXω(n)(E)) . (39)

Being able to write the transfer matrices Tω(n)(E) as a matrix exponential is very impor-

tant in the sequel, in particular to be able to apply Theorem 18.

We have the internal description of the Furstenberg group GµE associated to the family

{H(D)
ω,ℓ }ω∈Ω :

∀E ∈ R, GµE = < Tω(0)(E) | ω(0) ∈ supp ν >.

Since {0, 1}D ⊂ supp ν, < Tω(0)(E) | ω(0) ∈ {0, 1}N > ⊂ GµE .
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Theorem 18 gives us the plan of our demonstration.

1. We construct ℓC and I(ℓ,D) so that for all ℓ ∈ (0, ℓC) and all E ∈ I(ℓ,D), Tω(0)(E) ∈ O,

for any ω(0) ∈ {0, 1}D, where O is the neighborhood of I2D given by Theorem 18 applied

to SpD(R) .

2. For ℓ < ℓC , we compute log Tω(0)(E).

3. We �nally show that Lie{log Tω(0)(E) | ω(0) ∈ {0, 1}D} = spD(R) .

The last point will be a consequence of the following algebraic lemma which we do not

prove here but which is shown in detail in15.

Lemme 1. Let D ≥ 1 and E ∈ R.

The Lie algebra generated by the set {Xω(0)(E) | ω(0) ∈ {0, 1}D} is equal to spD(R) .

Let's go back to the �rst step of the demonstration of Theorem 20. First of all, the singular

values of Xω(0)(E) are 1, (λω
(0)

1 − E)2, . . ., (λω
(0)

D − E)2, hence :

||Xω(0)(E)|| = max

(
1, max

1≤i≤D
|λω(0)

i − E|
)
,

where || || is the matrix norm associated with the Euclidean norm on R2D.

Since the neighborhood O depends only on SpD(R) , thus only on D, we construct an

interval of values of E such that, for ℓ small enough,

∀ω(0) ∈ {0, 1}D, 0 < ℓ||Xω(0)(E)|| < dlog O, (40)

or equivalently

0 < ℓmax

(
1, max

ω(0)∈{0,1}D
max
1≤i≤D

|λω(0)

i − E|
)
< dlog O . (41)

Let us assume that ℓ ≤ dlog O and let rℓ = 1
ℓ
dlog O ≥ 1. Then, because rℓ ≥ 1, the set :

I(ℓ,D) =

{
E ∈ R

∣∣∣∣ max

(
1, max

ω(0)∈{0,1}D
max
1≤i≤D

|λω(0)

i − E|
)

≤ rℓ

}
(42)

can be written as the following intersection,

I(ℓ,D) =
⋂

ω(0)∈{0,1}D

⋂
1≤i≤D

[λω
(0)

i − rℓ, λ
ω(0)

i + rℓ]. (43)
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With the de�nitions of λmin, λmax and λ0 given in (36), if λ0 < rℓ, I(ℓ,D) ̸= ∅ and more

precisely, I(ℓ,D) = [λmax−rℓ, λmin+rℓ]. This interval is centered in λmin+λmax

2
and has length

2rℓ − 2λ0 > 0 which tends to +∞ when ℓ tends to 0+.

Moreover, λmin, λmax and dlog O depending only on D, I(ℓ,D) depends only on ℓ and D

and the condition λ0 < rℓ is equivalent to ℓ <
dlog O
λ0

= ℓC . We have just constructed ℓC and

I(ℓ,D) so that

∀ℓ ∈ (0, ℓC), ∀E ∈ I(ℓ,D), 0 < ℓ||Xω(0)(E)|| ≤ dlog O . (44)

Now, let us recall that from the de�nition of O in Theorem 18, exp is a di�eomorphism

from logO onto O. Therefore, for any E ∈ I(ℓ,D), log Tω(0)(E) = ℓXω(0)(E), which brings

us immediately to the third step of our demonstration.

For the third step, it is enough to apply Lemma 1 to obtain :

∀ℓ > 0, ∀E ∈ R, Lie{ℓXω(0)(E) | ω(0) ∈ {0, 1}D} = spD(R) , (45)

which �nishes the proof, applying Theorem 18.

With the help of the parameter ℓ, we avoid using the simultaneous diophantine approxi-

mation to obtain elements in O. There is also no di�culty in computing the logarithms

because this time we can choose ℓ so that the computed logarithms are well within logO.

Finally, the algebraic construction of the Lie algebra can be done for any D ≥ 1 because

the logarithms have a simple enough algebraic expression. So we don't have to construct

by hand families of linearly independent matrices whose linear independance is shown by

means of determinants. Moreover, this absence of determinants in our construction means

that unlike in Theorem 16 and Theorem 19, there is no discrete set of critical energies to

exclude here. On the other hand the interval on which we have localization depends on the

parameter ℓ, but it has the good taste to tend to the whole real line when ℓ tends to 0+.

3. Extension to a generic interaction potential

The use of the Breuillard and Gelander theorem to obtain the Lyapunov exponents se-

parability leads us to show an algebraic property on a Lie algebra generated by a �nite

number of matrices. As explained in22, this is an open condition and better, the n-uplets of
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spD(R) elements which do not generate a dense subgroup are contained in a closed analytic

subvariety. This allows to perturb the interaction potential V0 in (35) while preserving the

fact that the Furstenberg group is equal to SpD(R) for any energy in I(ℓ,D) for ℓ ∈ (0, ℓC).

In (35) we replace the matrix V0 by any real symmetric matrix V of size D ≥ 1. We

denote by SD(R) the space of real symmetric matrices of size D ×D.

Theorem 21 (16). For almost every V ∈ SD(R) , there exist a �nite set SV ⊂ R and ℓC =

ℓC(D, V ) > 0 such that, for every ℓ ∈ (0, ℓC), there exists a compact interval I(ℓ,D, V ) ⊂ R

such that :

1. ∀E ∈ I(ℓ,D, V ) \ SV , GµE = SpD(R) .

2. If I ⊂ I(ℓ,D, V )\SV is an open interval with Σ∩ I ̸= ∅, then H(D)
ω,ℓ exhibits dynamical

localization in Σ ∩ I.

In this theorem, the genericity is understood in the sense of the Lebesgue measure on

SD(R) identi�ed with the Lebesgue measure on R
D(D+1)

2 . This is the statement such as

presented in16. However, the proof of this theorem implies a stronger result which is the

Zariski genericity, in the sense that one can choose V in a dense Zariski open set of SD(R) .

It is the algebraic nature of the objects involved that allows us to demonstrate a generic

result in V and the �niteness of the set of critical energies. We simply summarize the ideas

used in the proof by recalling that the set of zeros of a non-zero one-variable polynomial is

�nite and that more generally, the set of zeros of a non-zero multivariable polynomial has

zero Lebesgue measure. For a more precise proof we refer to16.

V. THE UNITARY CASE

As we will see for four di�erent examples, the role played by the symplectic group for the

quasi-one-dimensional models of Schrödinger type will be played by the so-called Lorentz

group.

The Lorentz group U(D,D) of signature (D,D) is de�ned as the set of matrices of size

2D × 2D which preserve the form L =
(
ID 0
0 −ID

)
in the sense that T is in U(D,D) if and

only if T ∗LT = L.

To pass from the results on Lyapunov exponents in the symplectic framework to the

Lorentz group framework, one uses the Cayley transform. By the Cayley transform, the
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group U(D,D) is unitarily equivalent to the complex symplectic group. More precisely, if

C = 1√
2

(
ID −iID
ID iID

)
∈ M2D(C) and if J =

(
0 −ID
ID 0

)
, then U(D,D) = CSpD(C)C∗, where

SpD(C) = {M ∈ M2D(C)|M∗JM = J}.

In order to apply directly the results of11, we have to pass from the complex symplectic

group to the real symplectic group. For that we follow7 and introduce the application which

separates the real and imaginary parts of a matrix with complex coe�cients and place them

in blocks :

π :
M2D(C) → M4D(R)

A+ iB 7→
(
A −B
B A

)
.

Finally, π(C∗ ·U(D,D)·C) ⊂ Sp2D(R) which allows to use the results on Lyapunov exponents

in the symplectic group to study the Lyapunov exponents in the unitary setting.

A. The unitary Anderson model

The �rst example of unitary model in dimension one for which we present a localization

result is the unitary analog of the Anderson model. It was studied by Hamza, Joye and Stolz

in52. We present their result and use their notations.

First, consider two 2 × 2 unitary matrices B1 = ( r t
−t r ) and B2 = ( r −t

t r ) with (r, t) ∈ R2

satisfying r2+t2 = 1. These real numbers correspond to re�ection and transition coe�cients.

Then, let Ue the unitary matrix operator in ℓ2(Z) de�ned as the direct sum of identical B1-

blocks with blocks starting at even indices. Construct also Uo the unitary matrix operator

in ℓ2(Z) de�ned as the direct sum of identical B2-blocks with blocks starting at odd indices.

Let S = UeUo, unitary operator on ℓ2(Z) with band structure.

Then, introduce the probability space (Ω,F ,P) where Ω = TZ (with T = R/(2πZ)), F is

the σ-algebra generated by cylinders of Borel sets and P =
⊗

k∈Z µ where µ is a non-trivial

probability measure on T. Assume that µ is absolutely continuous with bounded density.

Then, de�ne a sequence of random variables (θk)k∈Z on (Ω,F ,P) which are T-valued and

i.i.d. with common law µ. With these random variables one de�nes the diagonal random
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operator Dω acting on ℓ2(Z) and de�ned by :

∀ω ∈ Ω, ∀k ∈ Z, Dωek = e−iθk(ω)ek

where (ek)k∈Z is the canonical basis of ℓ2(Z).

The unitary Anderson model is the family {Uω}ω∈Ω of unitary operators acting on

ℓ2(Z) where for every ω ∈ Ω, Uω = DωS.

The family {Uω}ω∈Ω is ergodic with respect to the 2-shift in Ω and one can show that

its almost-sure spectrum is equal to : Σ = {eia | a ∈ [−λ0, λ0] − supp µ} ⊂ S1 where

λ0 = arccos(r2 − t2)52.

For ω ∈ Ω and z ∈ C \ S1 let Gω(z) = (Uω − z)−1 and for k, l ∈ Z, let Gω(k, l, z) =

⟨ek|Gω(z)el⟩ be the Green function of Uω.

Using the Fractional Moments Method2, Hamza, Joye and Stolz proved the following

result :

Theorem 22 (52). For every t < 1 there exists s > 0, C <∞ and α > 0 such that

E(|Gω(k, l, z)|s) ≤ Ce−α|k−l|

for all z ∈ C such that 0 < ||z| − 1| < 1
2
and all k, l ∈ Z. Therefore, {Uω}ω∈Ω exhibits

dynamical localization throughout Σ.

The proof of Theorem 22 relies on the formalism of transfer matrices and on the use of

the Furstenberg theorem to get positivity of the Lyapunov exponent which allows to prove

results of exponential decay of some products of transfer matrices.

Let ω ∈ Ω. Consider the equation Uωψ = zψ for z ∈ C \ {0} and with ψ not necessarily

in ℓ2(Z). For all (θ, η) ∈ T2, let

Tz(θ, η) =

(
− 1

z
e−iη r

t (ei(θ−η)− 1
z
e−iη)

r
t (1−

1
z
e−iη) − z

t2
eiθ+ r2

t2
(1+ei(θ−η)− 1

z
e−iη)

)
.

Then, one has

∀k ∈ Z,
(
ψ2k+1

ψ2k+2

)
= Tz(θ2k(ω), θ2k+1(ω))

(
ψ2k−1

ψ2k

)
.

Let γ(z) be the Lyapunov exponent associated to the sequence of i.i.d. matrices in SL2(R) ,

(Tz(θ2k(ω), θ2k+1(ω)))k∈Z. Using Furstenberg theorem in a very similar way as for the discrete
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scalar-valued one-dimensional Anderson model, it was proven in53 that

(i) if supp µ = {a, b} with |a−b| = π then γ(−a) = γ(−b) = 0 and for all z ∈ T\{−a,−b},

γ(z) > 0.

(ii) If {a, b} ⊂ supp µ with |a− b| /∈ {0, π} then for every z ∈ T, γ(z) > 0.

This result of positivity of Lyapunov exponents implies that for every compact K ⊂ C there

exist α > 0, δ ∈ (0, 1) and C <∞ such that : ∀z ∈ K, ∀n ∈ N, ∀v ∈ C2, ||v|| = 1,

E(||Tz(θ2(n−1)(·), θ2(n−1)+1(·)) · · ·Tz(θ0(·), θ1(·))v||−δ) ≤ Ce−αn.

This estimate is the core of the proof of Theorem 22.

B. CMV matrices

The unitary Anderson model is a particular case of more general one-dimensional unitary

random operators, the so-called CMV matrices, named after the authors of28 who populari-

zed them.

Let (αn)n∈N a sequence of complex numbers such that for every n ∈ N, |αn| < 1. If

ρn = (1 − |αn|2)
1
2 then the CMV matrix associated to the Verblunsky sequence (αn)n∈N is

the operator acting on ℓ2(N,C) given by the semi-in�nite matrix,

C =


α0 α1ρ0 ρ1ρ0
ρ0 −α1α0 −ρ1α0

α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2

α4ρ3 −α4α3 α5ρ4 ρ5ρ4
ρ4ρ3 −ρ4α3 −α5α4 −ρ5α4

... ... ...

 (46)

One also de�ne the extended CMV matrix associated to (αn)n∈Z, a sequence of complex

numbers such that for every n ∈ Z, |αn| < 1, as the operator acting on ℓ2(Z,C) given by

the in�nite matrix,

E =


... ... ...

α0ρ−1 −α0α−1 α1ρ0 ρ1ρ0
ρ0ρ−1 −ρ0α−1 −α1α0 −ρ1α0

α2ρ1 −α2α1 α3ρ2 ρ3ρ2
ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2

α4ρ3 −α4α3 α5ρ4 ρ5ρ4
ρ4ρ3 −ρ4α3 −α5α4 −ρ5α4

... ... ...

 (47)
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The CMV matrices are the unitary analog of Jacobi matrices and were originally intro-

duced in the study of orthogonal polynomials on the unit circle. Indeed they arise in the

representation of the map f 7→ zf on L2(S1, dµ) in the basis given by the orthonormaliza-

tion of the set of Laurent polynomials {1, z, z−1, z2, z−2, . . .} according to the usual scalar

product on L2(S1, dµ). Here S1 denote the unit circle in C and µ denotes a probability

measure on S1 that does not admit a �nite support. See78,79 for a comprehensive review of

this vast subject.

In order to introduce randomness in extended CMV matrices, let ν be a Borel probability

measure supported on a compact set S of the open unit disk in C which contains at least

two points. Let Ω = SZ and consider (αn(ω))n∈Z = (ωn)n∈Z ∈ Ω a sequence of i.i.d. random

variables of common law ν. In particular, the ωn could be Bernoulli variables.

The random Verblunsky sequence (αn(ω))n∈Z de�nes a random extended CMV matrix Eω.

The family {Eω}ω∈Ω is Z-ergodic. For such an ergodic family, there is no multi-scale analysis

or Kunz-Souillard approach available and the �rst localization result in the Bernoulli case

is found in24 (Theorems 7.1-7.2) :

Theorem 23. There exists a set D ⊂ S1 which contains at most three points such that, for

every compact interval I ⊂ S1 \ D, the family {Eω}ω∈Ω exhibits Anderson localization and

dynamical localization on I .

This result was also obtained by Zhu in? (Theorems 1-2) with slightly di�erent techniques.

In both cases the proofs are based upon the Furstenberg theorem and large deviations

estimates.

Note also that there is deep connection between CMV matrices and coined quantum

walks as presented in1,82. Indeed, to each coined quantum walk which is obtained by a single

coin and a single shift, one associates a random CMV operator as explained in24,82. This

make possible to deduce spectral and dynamical properties of such a coined quantum walk

from the study of the associated random CMV operator.

C. The quasi-1d Chalker-Coddington model

In this Section we review a localization result for the quasi-one-dimensional version of the

Chalker-Coddington model as presented in7. This model is introduced to help to understand

the delocalization transition of the quantum Hall e�ect.
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Like in the unitary Anderson model, we start by introducing two parameters r, t ∈ [0, 1]

such that r2+t2 = 1, corresponding to re�ection and transition coe�cients. If T = R/(2πZ),

let q = (q1, q2, q3) ∈ T3 and set S(q) =
(
q1q2 0
0 q1q2

)
( t −r
r t )

(
q3 0
0 q3

)
.

Let (Ω,F ,P) where Ω = (T6)(2Z)
2
, F is the σ-algebra generated by cylinders of Borel sets

and P =
⊗

(2Z)2 λ
⊗6 where λ is the Haar measure on T.

Set, for p ∈ Ω and every j, k ∈ Z, p(2j, 2k) = (pe(2j, 2k), po(2j + 1, 2k + 1)) where

pe(2j, 2k) = (p1(2j, 2k), p2(2j, 2k), p3(2j, 2k)) and po(2j, 2k) = (p4(2j, 2k), p5(2j, 2k), p6(2j, 2k)).

With these notations, one introduces the family of unitary operators acting on ℓ2(Z2),

{Û(p)}p∈Ω where for every p ∈ Ω, Û(p) is de�ned by its matrix elements, Û(p)µ,ν =

⟨eµ|Û(p)eν⟩ for µ, ν ∈ Z2 and (eµ)µ∈Z2 the canonical basis of ℓ2(Z2). One sets Û(p)µ,ν = 0

except for the blocksÛ(p)(2j+1,2k),(2j,2k) Û(p)(2j+1,2k),(2j+1,2k+1)

Û(p)(2j,2k+1),(2j,2k) Û(p)(2j,2k+1),(2j+1,2k+1)

 := S(pe(2j, 2k)),∀j, k ∈ Z

andÛ(p)(2j+2,2k+2),(2j+2,2k+1) Û(p)(2j+2,2k+2),(2j+1,2k+2)

Û(p)(2j+1,2k+1),(2j+2,2k+1) Û(p)(2j+1,2k+1),(2j+1,2k+2)

 := S(po(2j + 1, 2k + 1)),∀j, k ∈ Z.

For a complete physical interpretation of this family of unitary operators, which is called the

Chalker-Coddington model, we refer to7. These operators acting on ℓ2(Z2) are not quasi-one-

dimensional random operators. In order to enter into the framework of quasi-one-dimensional

random operators, one restrict in one direction the action of Û(p). Let M ∈ N. Set Z2M =

Z/(2MZ) for the discrete circle of perimeter 2M . Let p ∈ Ω and consider the restriction of

Û(p) to ℓ2(Z× Z2M), denoted by U(p) : ℓ2(Z× Z2M) → ℓ2(Z× Z2M) and de�ned as

∀(µ, ν) ∈ (Z2)2, U(p)µ,ν = Û(p)
(µ1,µ2 mod 2M),(ν1,ν2 mod 2M)

.

The family {U(p)}p∈Ω is a 2Z-ergodic family of quasi-one-dimensional unitary operators

which is called the Chalker-Coddington model on the cylinder. Rewriting this family to

a unitary equivalent family of operators, one obtains that the asymptotic behavior of the

generalized eigenfunctions is given by a sequence of i.i.d. transfer matrices which are in the
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Lorentz group U(M,M). One associates to this sequence of transfer matrices a Furstenberg

group and 2M Lyapunov exponents which are paired as opposite real numbers. Hence one

only considers the positive exponents, λ1 ≥ · · · ≥ λM ≥ 0.

It is proven in7 (Theorem 6.1) that these Lyapunov exponents are all distincts and strictly

positive. This result is obtained by proving that the Furstenberg group is equal to the whole

Lorentz group U(M,M). By connectedness, it su�ces to show that the Lie algebras are

equal. This reconstruction of the Lie algebra of the Lorentz group from the transfer matrices

is very close to the one done in the next Section on the random scattering zipper model and

for which we give more details. One must precise that the construction of7 was done before

and strongly inspired the one done in17.

Using the result of strict positivity of the Lyapunov exponents, the Fractional Moments

Method in a similar way as in52 and the use of spectral averaging (which is one of the reasons

why the randomness is given through the Haar measure and not a singular measure), the

following result of localization is obtained in8 :

Theorem 24. Let M ∈ N and assume rt ̸= 0. Let φ be the angle such that (t, r) =

(cos(φ), sin(φ)). Then, there exists φ0 > 0 such that if |φ mod π
2
| < φ0, the Chalker-

Coddington model on the cylinder, {U(p)}p∈Ω, exhibits dynamical localization throughout

its almost-sure spectrum.

D. The random scattering zipper

A scattering zipper is a system obtained by concatenating scattering events each having

a �xed even number of outgoing and incoming channels. The number of outgoing channels is

equal to the number of incoming channels for each scattering element and for all the elements

taken separately. More precisely, a scattering zipper is described by a sequence (Sn)n∈Z of

scattering matrices in the subset U(2D)inv of the unitary group U(2D) de�ned by

U(2D)inv = {S(α, U, V ) ∈ U(2D) | α∗α < ID et U, V ∈ U(D)} ,

where S(α, U, V ) =
(

α ρ(α)U
V ρ̃(α) −V α∗U

)
and ρ(α) = (ID − αα∗)

1
2 , ρ̃(α) = (ID − α∗α)

1
2 .

The scattering zipper operator U associated to the sequence (Sn)n∈Z is the operator acting
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on ℓ2(Z,CD) and de�ned by :

U = VW , (48)

where the two unitary operators V and W act on ℓ2(Z,CD) and are given by

V =

 ...
S0

S2

...

 ◦ sDg , W =

 ...
S−1

S1

...

 , (49)

where sg is the shift operator de�ned by

sg :
ℓ2(Z,C) → ℓ2(Z,C)

(vn)n∈Z 7→ (vn+1)n∈Z.
(50)

Considering the factorization of CMV matrices proved in28, the scattering zipper model

can be seen as a version of the CMV matrices with matrix-valued coe�cients.

We now introduce as in17 a random version of the scattering zipper. Let Ω0 = U(D) ×

U(D), B0 the Borel σ-algebra on U(D) × U(D) endowed with its usual Lie group topology

and P0 = νD ⊗ νD where νD is the Haar measure on U(D). We then de�ne the probability

space :

(Ω,B,P) =

(⊗
n∈Z

Ω0,
⊗
n∈Z

B0,
⊗
n∈Z

P0

)

For ω ∈ Ω and n ∈ Z, we denote ωn = (Un(ω), Vn(ω)) ∈ Ω0.

Let ω ∈ Ω and let (αn)n∈Z be a sequence of matrices in MD(C) independent of ω such

that, for any n ∈ Z, α∗
nαn < ID. Then, for all n ∈ Z, we set

Sn(ω) = S(αn, Un(ω), Vn(ω)) ∈ U(2L)inv

where the sequence ((Un(ω), Vn(ω)))n∈Z is a sequence of i.i.d. random variables on the proba-

bility space (Ω0,B0,P0). Once such a sequence of independent random matrices in U(2D)inv

is de�ned, we de�ne, for any ω ∈ Ω, the operators Vω, Wω and Uω = Vω Wω as in (48) and

(49).

One calls random scattering zipper associated to the sequence (Sn(ω))n∈Z, the family of

operators {Uω}ω∈Ω.

In order to obtain a property of 2Z-ergodicity for the family {Uω}ω∈Ω, we assume that
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the sequence of Verblunsky coe�cients (αn)n∈N is constant, equal to a matrix α ̸= 0

satisfying α∗α < ID. This hypothesis also ensures that the independent matrices Sn(ω)

are identically distributed. Comparing with the quasi-one-dimensional Anderson models,

the constancy hypothesis of the Verblunsky sequence can be understood as the simple site

hypothesis for the Anderson potential : a deterministic potential with constant compact

support that is translated along Z and only the random variables that multiply it di�er at

each point of the lattice Z. Here α is the analogue of the deterministic potential which is

constant along Z and only the phases which multiply it in the expression of Sn(ω) vary when

n travels along Z. It is therefore not surprising that this hypothesis ensures the ergodicity

of {Uω}ω∈Ω, just as the simple site hypothesis ensures the ergodicity in the case of the

quasi-one-dimensional Anderson model.

Using the transfer matrix formalism, we reduce the study of the asymptotic behavior of

a solution ϕ of

Uωϕ = zϕ, for z ∈ S1, (51)

to the asymptotic behavior of a product of random matrices. Instead of looking at the input-

output relations of the scattering matrix Sn(ω), we look for a new matrix which allows to

express
(
ϕn+1

ψn+1

)
in terms of

(
ϕn
ψn

)
for ϕ a solution of (51) and ψ = Wϕ. This is done

by transforming the scattering matrices Sn(ω) belonging to U(2D)inv into elements of the

Lorentz group via the bijection :

φ :
U(2D)inv → U(D,D)(

α β
γ δ

)
7→
(
γ−δβ−1α δβ−1

−β−1α β−1

)
We have the following relations, proven in68 :

∀n ∈ Z,
(
ϕ2n
ψ2n

)
= φ(z−1S2n(ω))

(
ψ2n−1

ϕ2n−1

)
and

(
ψ2n+1

ϕ2n+1

)
= φ(S2n+1(ω))

(
ϕ2n
ψ2n

)
. (52)

These relations lead to introduce the application T (z, ·) : Ω → U(D,D),

∀ω ∈ Ω, T (z, ω) =
(
V0(ω) 0

0 (U0(ω))∗

)
T̂0(z)

(
V1(ω) 0

0 (U1(ω))∗

)
T̂1 (53)
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with

T̂0(z) =
(
z−1(ρ̃(α))−1 (ρ̃(α))−1α∗

α(ρ̃(α))−1 z(ρ(α))−1

)
and T̂1 =

(
(ρ̃(α))−1 (ρ̃(α))−1α∗

α(ρ̃(α))−1 (ρ(α))−1

)
.

If τ : Ω → Ω is de�ned by : ∀ω ∈ Ω, ∀n ∈ Z, (τ(ω))n = ωn+2, one has :

∀ω ∈ Ω, ∀z ∈ S1, ∀n ∈ Z, T (z, τn(ω)) = φ(z−1S2n(ω)) · φ(S2n−1(ω)). (54)

The matrix T (z, τn(ω)) is the n-th transfer matrix associated to Uω. Then (T (z, τn(ω)))n∈Z is

a sequence of i.i.d. random matrices in U(D,D) because of the i.i.d. character of the sequence

((Un(ω), Vn(ω)))n∈Z in Ω and because of the constancy of the Verblunsky sequence.

The transfer matrices T (z, ·) generate a cocycle Φ(z, ·, ·) : Ω × Z → U(D,D) on the

ergodic dynamical system (Ω,B,P, (τn)n∈Z) de�ned by

∀ω ∈ Ω, ∀n ∈ Z, Φ(z, ω, n) =


T (z, τn−1(ω)) . . . T (z, ω) if n > 0

I2L if n = 0

(T (z, τn(ω)))−1 . . . (T (z, τ−1(ω)))−1 if n < 0.

From this cocycle we de�ne the Lyapunov exponents associated to the ergodic family

{Uω}ω∈Ω. Let z ∈ S1. For P-almost every ω ∈ Ω, the following limits exists and are equal :

Ψ(z, ω) := lim
n→+∞

((Φ(z, ω, n))∗Φ(z, ω, n))1/2n = lim
n→−∞

((Φ(z, ω, n))∗Φ(z, ω, n))1/2|n|. (55)

For every k ∈ {1, . . . , 2D}, let λk(z, ω) the k-th eigenvalue of Ψ(z, ω), the eigenvalues being

ordered in increasing order. There are then real numbers λk(z) ≥ 0 such that, for P-almost

every ω ∈ Ω, λk(z, ω) = λk(z). We then de�ne the Lyapunov exponents associated to the

ergodic family {Uω}ω∈Ω as being the real numbers γk(z) de�ned by :

∀z ∈ S1, ∀ k ∈ {1, . . . , 2D}, γk(z) := log(λk(z)).

The fact that the transfer matrices belong to the Lorentz group implies a symmetry relation

on the Lyapunov exponents which is the same as in the case where the transfer matrices are

in the symplectic group : ∀k ∈ {0, . . . D}, γ2D−k+1(z) = −γk(z).

In17, we proved the following result.
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Theorem 25 (17). If the Verblusnky sequence is constant, for every z ∈ S1,

γ1(z) > γ2(z) > · · · > γD(z) > 0

and the almost-sure absolutely continuous spectrum of {Uω}ω∈Ω is empty.

The idea is to prove directly that the Furstenberg group Gµz associated with the family

{Uω}ω∈Ω satisfy, for every z ∈ S1, Gµz = U(D,D).

Using the i.i.d. character of the transfer matrices and the fact that the Haar measure is

supported by the unitary group U(D) :

Gµz =
〈{(

V0 0
0 (U0)∗

)
T̂0(z)

(
V1 0
0 (U1)∗

)
T̂1

∣∣∣(U0, V0, U1, V1) ∈ U(D)4
}〉

. (56)

Then, by connectedness of the Lorentz group U(D,D), to show that Gµz = U(D,D), it

is su�cient to show the equality of the Lie algebras of these two Lie groups. The Lie algebra

of U(D,D) is given by : u(D,D) = {T ∈ M2D(C) | T ∗L+ LT = 0}, or more explicitely,

u(D,D) = {( A B
B∗ C ) ∈ M2D(C) | A∗ = −A,C∗ = −C, (A,B,D) ∈ MD(C)} .

Let g(z) := Lie(Gµz). For U0 = V0 = U1 = V1 = ID, T̂0(z)T̂1 ∈ Gµz . Hence, (T̂0(z)T̂1)
−1

is also in Gµz . Taking this time U1 = V1 = ID, letting U0, V0 take any value in U(D) and

multiplying the right side by (T̂0(z)T̂1)
−1 : ∀(U0, V0) ∈ U(D)2,

(
V0 0
0 U∗

0

)
∈ Gµz .

From the �rst step, we deduce that U(D)⊕U(D) ⊂ Gµz which implies that Lie(U(D))⊕

Lie(U(D)) ⊂ g(z) and since Lie(U(D)) = {A ∈ MD(C)|A∗ = −A},

a1 =
{
( A 0
0 C )|A

∗ = −A,C∗ = −C, (A,D) ∈ MD(C)2
}
⊂ g(z).

The construction of the diagonal blocks of the matrices in g(z) is thus obtained very

quickly because we have assumed a very regular randomness for the unitary phases U and

V . The next step is to construct the non-diagonal blocks.

For that, we start by taking V0 = U0 = ID and for j ∈ {1, . . . , D} and t ∈ R, V1 =

diag(1, . . . , 1, eit, 1, . . . , 1) with eit at the j-th place and U1 = ID. We derive at t = 0 to

get : ∀j ∈ {1, . . . , D}, iT̂−1
1

(
Ejj 0
0 0

)
T̂1 ∈ g(z), where Ekl ∈ MD(C) is the elementary matrix

whose coe�cients are all 0 except the coe�cient (k, l) which is 1. Summing over j it comes,
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iT̂−1
1

(
ID 0
0 0

)
T̂1 ∈ g(z) or more explicitly, i

(
0 (ρ̃(α))−2α∗

−α(ρ̃(α))−2 0

)
∈ g(z). So we have matrices

in g(z) with blocks o� the diagonal. Using the fact that α ̸= 0 and the inversibility of

(ρ̃(α))−2, using Lie brackets, we get the existence of a couple of indices (j0, k0) ∈ {1, . . . , D}2

and of c ∈ C, with c ̸= 0, such that i
(

0 cEk0j0
−cEj0k0

0

)
∈ g(z). By using good combinations of

Lie brackets we then show successively that

∀(j, k) ∈ {1, . . . , D}2 \ {(j0, k0)},
(

0 Ekj

Ejk 0

)
∈ g(z) and

(
0 iEkj

−iEjk 0

)
∈ g(z), (57)

then (
0 Ek0j0

Ej0k0
0

)
∈ g(z) and �nally

(
0 iEk0j0

−iEj0k0
0

)
∈ g(z). (58)

If we set a2 = {( 0 B
B∗ 0 )|B ∈ MD(C)} , as the elements constructed in (57) and (58) form a

basis of a2, we get a2 ⊂ g(z).

Finally, since u(D,D) = a1⊕a2 ⊂ g(z) we get u(D,D) = g(z) which shows the �rst point

of Theorem 25.

To prove the absence of absolutely continuous spectrum for the family {Uω}ω∈Ω, we have

adapted the results of Kotani theory to the framework of quasi-one-dimensional random

models of unitary type17.

Unfortunately, we do not have yet a localization result for the random scattering zipper

model. This could be done by using Fractional Moments Method instead of multi-scale

analysis, as in7,52.

Open question 3. Prove the analog of Theorem 4 in the framework of the random scattering

zipper.

It would also be interesting to relate the study of the scattering zippers to some coined

quantum walk. For this purpose one should �rst �nd some generalized coined quantum walk

to which a given scattering zipper is associated in a similar one associates to a random

CMV operator a coined quantum walk. The computations should be analog to the one done

in26,27,82 and from the properties of the scattering zippers one could retrieve properties of

the underlying generalized coined quantum walk.
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