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## Localization for random quasi-one-dimensional models

## H. Boumaza

H. Boumaza, Université Sorbonne Paris Nord, LAGA, CNRS, UMR 7539, F-93430, Villetaneuse, France ${ }^{\text {a) }}$
(Dated: 27 avril 2023)
In this paper we review results of Anderson localization for different random families of operators which enter in the framework of random quasi-one-dimensional models. We first recall what is Anderson localization from both physical and mathematical point of views. From the Anderson-Bernoulli conjecture in dimension 2 we justify the introduction of quasi-one-dimensional models. Then we present different types of these models : the Schrödinger type in the discrete and continuous cases, the unitary type, the Dirac type and the point-interactions type. In a second part we present tools coming from the study of dynamical systems in dimension one : the transfer matrices formalism, the Lyapunov exponents and the Fürstenberg group. We then prove a criterion of localization for quasi-one-dimensional models of Schrödinger type involving only geometric and algebraic properties of the Fürstenberg group. Then, in the last two sections, we review results of localization, first for Schrödingertype models and then for unitary type models. Each time, we reduce the question of localization to the study of the Fürstenberg group and show how to use more and more refined algebraic criterions to prove the needed properties of this group. All the presented results for quasi-one-dimensional models of Schrödinger type include the case of Bernoulli randomness.

[^0]
## I. ANDERSON LOCALIZATION AND QUASI-1D MODELS

The physics of condensed matter, which studies solids with a crystalline structure, teaches us that the electrons are distributed among all the atoms of the solid. At equilibrium, the Pauli principle states that two electrons, these being fermions, cannot share the same quantum state, which implies that all the electrons of the solid cannot be at the fundamental level. The lowest energy levels therefore fill up until they reach the Fermi energy level. When the solid is subjected to a change of temperature or to an electric potential, some electrons are excited and their energy increases beyond the Fermi level. These electrons are scattered in the solid and produce an electronic transport.

This description of the electronic transport is valid for a solid whose crystal structure is periodic and thus does not contain impurities. However, in the nature, the ideal crystals do not exist, they always contain impurities. These can be of different natures. For example, one can observe the presence of ionized atoms in the crystalline network or, in the case where the crystal is not constituted of all identical atoms but is an alloy between several materials, it is possible that the network is no longer perfectly periodic, since there is here and there an atom which is not in the right place. Finally, some atoms are sometimes slightly out of place with respect to their ideal position on the periodic lattice. In all these cases, the physical properties of the crystal are modified.

How can we model these impurities in a crystal and their impact on electronic transport? The first to propose a model explaining the effects of disorder on the quantum behavior of electrons in a crystal lattice containing impurities was the American physicist Philip Warren Anderson ${ }^{2}$. By introducing random terms into the Schrödinger equation, two new phenomena were demonstrated : the Anderson localization and the existence of a phase transition in dimension 3 and beyond.

The Anderson localization phenomenon can be stated as follows : at a fixed energy, beyond a certain amount of disorder in the crystal, the diffusion of electrons ceases and any excited electron will remain confined in a localized region instead of diffusing in the crystal. The crystal stops being a conductor and becomes an insulator.

A possible explanation of the Anderson localization is given by the following wave interpretation : any excited electron in the crystal has an associated wave, and with each collision of the electron with an impurity in the crystal, its associated wave scatters. One would ex-
pect that, as the disorder increases, the mean free path (the average distance traveled by the electron between two collisions) would decrease continuously. But this is not what happens. After a certain critical quantity of impurities, the diffusion of the electron stops suddenly. This sudden stop takes place when the mean free path becomes shorter than the wavelength of the electron : if the wave is scattered before even a first period, we cannot really consider it as a wave anymore... Let us take note that the localization phenomenon goes beyond the framework of quantum mechanics. It can be observed in other situations where a wave propagates in a disordered medium. This can be the case of a light wave, microwaves or acoustic waves.

Anderson's paper ${ }^{2}$ also predicts the existence of an insulator/conductor phase transition as soon as the dimension of the crystal lattice is greater than or equal to 3 . Whatever the amount of disorder in the crystal, there is an energy below which there is Anderson localization and above which there is scattering of excited electrons. For one- and twodimensional crystals, this transition does not exist : at any energy, the Anderson localization phenomenon appears when there is disorder. For the Anderson model, there is therefore a critical dimension, in this case 3 , for which the behavior of the system changes drastically. Let us take note that the non-existence of a phase transition is well demonstrated mathematically in dimension 1 but that it remains a conjecture in dimension 2 . We will come back to this point after having presented the Anderson model from the mathematical point of view.

Anderson's original idea is to consider that the charge of the atoms of the crystal is a random variable. More precisely, let $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{P})$ be a complete probability space and let us pose

$$
\begin{equation*}
(\Omega, \mathcal{A}, \mathrm{P})=\left(\bigotimes_{n \in \mathbb{Z}^{d}} \tilde{\Omega}, \bigotimes_{n \in \mathbb{Z}^{d}} \tilde{\mathcal{A}}, \bigotimes_{n \in \mathbb{Z}^{d}} \tilde{\mathrm{P}}\right) \tag{1}
\end{equation*}
$$

We identify the coordinates $\omega_{n}$ of $\omega \in \Omega$ to random variables $\omega^{(n)}$ on $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{\mathrm{P}}), \omega^{(n)}$ representing for example the charge of the atom at the site $n \in \mathbb{Z}^{d}$.

Anderson's idea leads to consider a potential felt at the point $x$ of the form

$$
\forall \omega \in \Omega, \forall x \in \mathbb{R}^{d}, \quad V_{\omega}(x)=\sum_{n \in \mathbb{Z}^{d}} \omega^{(n)} f(x-n)
$$

A priori the $\omega^{(n)}$ can take only a finite number of values, but we can also consider the case where the $\omega^{(n)}$ have a continuous law, which is simpler from the mathematical point of view.

This idea leads to the introduction of a random family of Schrödinger operators :

$$
\begin{equation*}
\forall \omega \in \Omega, H_{\omega}=-\Delta_{d}+V_{\text {per }}+\lambda V_{\omega}, \tag{2}
\end{equation*}
$$

acting on the space $L^{2}\left(\mathbb{R}^{d}\right)$ and self-adjoint on the Sobolev space $H^{2}\left(\mathbb{R}^{d}\right)$, where $\Delta_{d}$ is the usual Laplacian in dimension $d$, $V$ per is an operator of multiplication by a $\mathbb{Z}^{d}$-periodic function, $V_{\omega}$ is the multiplication operator by the function $V_{\omega}$ introduced above and $\lambda$ is a positive real number which measures the intensity of the disorder. The family of operators $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is called the continuous Anderson model.

The discrete analog of this model is given by :

$$
\begin{equation*}
\forall \omega \in \Omega, \forall u \in \ell^{2}\left(\mathbb{Z}^{d}\right), \forall n \in \mathbb{Z}^{d},\left(h_{\omega} u\right)_{n}=-\sum_{\|m-n\|_{1}=1} u_{m}+\lambda \omega^{(n)} u_{n} \tag{3}
\end{equation*}
$$

acting on $\ell^{2}\left(\mathbb{Z}^{d}\right)$ and where for all $n=\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{Z}^{d},\|n\|_{1}=\left|n_{1}\right|+\cdots+\left|n_{d}\right|$. Again, $\lambda$ is a positive real number that measures the intensity of the disorder. The family of operators $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ is called the discrete Anderson model.

We already notice that these two families of random operators are $\mathbb{Z}^{d}$-ergodic. For $\left\{H_{\omega}\right\}_{\omega \in \Omega}$, this is related to the particular form of the potential $V_{\omega}$. More precisely, the $\mathbb{Z}^{d}$-ergodicity of $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is a consequence of the i.i.d. hypothesis made on the family of random variables $\left\{\omega^{(n)}\right\}_{n \in \mathbb{Z}^{d}}$ and of the fact that the supports of the translatings of the one-site potential $f$ do not superpose.

Let us briefly recall the definition of this property of families of random operators. Let $\Gamma$ be a lattice in $\mathbb{R}^{d}$ (often $\mathbb{Z}^{d}$ ). Let $(\Omega, \mathcal{A}, \mathrm{P})$ be a complete probabilistic space and $\left\{\tau_{i}\right\}_{i \in \Gamma}$ a group of measurable transformations which preserve the measure P . A set $A \in \mathcal{A}$ is said to be invariant under the action of $\left\{\tau_{i}\right\}_{i \in \Gamma}$ when $\tau_{i}^{-1} A=A$ for all $i \in \Gamma$. Then $\left\{\tau_{i}\right\}_{i \in \Gamma}$ is said to be $\Gamma$-ergodic if any invariant set is of measure zero or equal to 1 .

Definition 1. A measurable family of self-adjoint $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is $\Gamma$-ergodic when there exists a group of ergodic transformations $\left\{\tau_{i}\right\}_{i \in \Gamma}$ and a family of unitary operators $\left\{U_{i}\right\}_{i \in \Gamma}$ such that:

$$
\forall i \in \Gamma, \forall \omega \in \Omega, \quad H_{\tau_{i} \omega}=U_{i} H_{\omega} U_{i}^{*}
$$

The interesting thing about the ergodicity is that then, for any $\omega \in \Omega$ and any $i \in \Gamma$, $\sigma\left(H_{\tau_{i} \omega}\right)=\sigma\left(H_{\omega}\right)$, which leads, with the help of Pastur's theorem, to the existence of a deterministic set equal P-almost surely to the spectrum of $H_{\omega}$. This deterministic set is called the almost-sure spectrum of the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ and is denoted by $\Sigma$. More precisely, the Kirsch-Martinelli theorem assures us that for an ergodic family of self-adjoint operators, their pure point, singular continuous and absolutely continuous spectra are independent of $\omega$ almost surely. This almost-sure spectra are denoted respectively by $\Sigma_{\mathrm{pp}}, \Sigma_{\mathrm{sc}}$ and $\Sigma_{\mathrm{ac}}$.

The existence of the different types of almost sure spectra is essential to be able to demonstrate spectral properties which are almost-surely independent of $\omega$ for the families $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ and $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ and leads to the first definition of Anderson localization.

There are several mathematical definitions to translate the Anderson localization phenomenon for a family of random operators. Recall that $(\Omega, \mathcal{A}, \mathrm{P})$ denotes a complete probability space and that we consider a family of self-adjoint random operators $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ on a Hilbert space which will be the space $L^{2}\left(\mathbb{R}^{d}\right)$ in the continuous case or the space $\ell^{2}\left(\mathbb{Z}^{d}\right)$ in the discrete case.

Definition 2. Let $I$ be an interval of $\mathbb{R}$. We say that the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is spectrally localized in $I$ when the spectrum of $H_{\omega}$ in $I$ is nonempty and pure point for P -almost every $\omega \in \Omega$.

This first definition expresses that for almost any $\omega$ in $\Omega, H_{\omega}$ has no continuous spectrum in $I$. The R.A.G.E. theorem (see ${ }^{1,45}$ ) ensures then that there are no diffusive states for $H_{\omega}$ and this, almost surely in $\omega$. But this does not give a clear idea of the behavior of the eigenfunctions associated to the eigenvalues in $I$. For this we will give a second definition which is more precise and better reflects the idea of a localized state and not only a nondiffusive one.

Definition 3. Let $I$ be an interval of $\mathbb{R}$. We say that the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ has the property of Anderson localization in I or is exponentially localized in I when :

1. the spectrum of $H_{\omega}$ in $I$ is nonempty and pure point for P -almost every $\omega \in \Omega$,
2. the eigenfunctions associated to the eigenvalues in I decay exponentially to 0 at infinity.

Note that if $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is exponentially localized in $I$, P -almost surely the point spectrum of $H_{\omega}$ is dense in $I$. This phenomenon is quite surprising in comparison with spectra observed
at the level of atoms or molecules or in periodic media without disorder. These spectra, as for example that of hydrogen, generally show isolated eigenvalues and eventually an absolutely continuous component. The periodic Schrödinger operators whose periodic potential verifies reasonable hypotheses ( see $^{44}$ ) have a purely absolutely continuous spectrum and no eigenvalue. The fact of obtaining a dense set of eigenvalues is mainly found in models where there is a disorder, either of a random nature as here, or for example in quasi-periodic operators.

The definition just given of Anderson localization is a stationary definition, involving only the Hamiltonian $H_{\omega}$ and not the associated one-parameter group. The following definition takes into account the dynamics in time of the wave packets.

Definition 4. Let $I$ be an interval of $\mathbb{R}$. We say that the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ (respectively $\left.\left\{h_{\omega}\right\}_{\omega \in \Omega}\right)$ is dynamically localized in I when

1. the almost-sure spectrum of $H_{\omega}\left(\right.$ resp. $\left.h_{\omega}\right)$ is non-empty in $I$,
2. for every compact interval $I_{0} \subset I$, every $\psi \in L^{2}\left(\mathbb{R}^{d}\right)$ and every $p \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathbb{R}}\left\|\left(1+|\cdot|^{2}\right)^{\frac{p}{2}} \mathrm{e}^{-\mathrm{i} t H_{\omega}} \mathbf{1}_{I_{0}}\left(H_{\omega}\right) \psi\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\right)<+\infty \tag{4}
\end{equation*}
$$

where $\mathbf{1}_{I_{0}}\left(H_{\omega}\right)$ denotes the spectral projector on $I_{0}$ associated with $H_{\omega}$ and $\mathbb{E}$ denotes the expectation taken with respect to the probability measure P ;
respectively, for every $u \in \ell^{2}\left(\mathbb{Z}^{d}\right)$ and every $p \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathbb{R}}\left\|\left(1+\|\cdot\| \|_{1}\right)^{p} \mathrm{e}^{-i t h_{\omega}} \mathbf{1}_{I}\left(h_{\omega}\right) u\right\|_{\ell^{2}\left(\mathbb{Z}^{d}\right)}^{2}\right)<+\infty \tag{5}
\end{equation*}
$$

The definition 4 is dynamic in nature and follows the evolution of wave packets over time. It tells us that the solutions of the Schrödinger equation are localized in space in the vicinity of their initial position and this, uniformly over time. This reflects the absence of quantum transport.
Let us precise that the dynamical localization implies the Anderson localization ${ }^{22,47}$. It is also possible to define even stronger notions of localization. For an exhaustive presentation of these notions we refer to the third part of ${ }^{24}$ which is written by Abel Klein.

Recall that the Anderson model is actively studied because it is the subject of two important conjectures : that of the existence of an insulator/conductor phase transition in
dimension greater than or equal to 3 and that this transition does not exist in dimension 1 or 2.

From the mathematical point of view, quite few answers are brought to these conjectures, in spite of a sustained effort of the community since the end of the 70s. The question of the nature of the spectrum for the Anderson model is not easy. Indeed, if the Laplacian has a purely absolutely continuous spectrum, the multiplication operator by $V_{\omega}$ is (in the discrete case) a diagonal random matrix and its spectrum is therefore discrete. The two effects counterbalance each other when we look at the spectrum of the sum of these two operators. Many mathematical results are perturbative in nature and include a coefficient measuring the size of the order in front of the term $V_{\omega}$. When this parameter is large, the random potential prevails over the Laplacian and a priori there will be localization. When this parameter is small, it is the opposite. Intuitively, the larger the order, the more likely it is that localized states will appear.

The case of dimension $d=1$ with scalar-valued operators is the only one that has been completely solved so far : whatever the common law of the random variables $\omega^{(n)}$ which appear in (2) and (3) and whatever the value of the disorder parameter $\lambda>0$, there is localization to all energies in the discrete case ${ }^{19,41}$ and to all energies outside a discrete set in the continuous case ${ }^{21}$. We will present these results with more details in Section IV.

The case of dimension $d=2$ is particular. We restrict our discussion to the case of Anderson-Bernoulli operators. It is conjectured that localization takes place at all energies independently of the value of the disorder parameter, as in dimension $d=1$. However, it is not impossible that the spectrum remaining pure point at all energies, the eigenfunctions are no longer exponentially decreasing at large energies and that this introduces a transition at the level of quantum transport as in the case of the Landau Hamiltonian ${ }^{28}$. The only thing known is the localization at the bottom of the spectrum in the continuous and discrete cases ${ }^{15,23}$.

The question of localization in dimension 2 for the Anderson-Bernoulli model at all energies is a question that has turned out to be far too difficult to be tackled head on and the first possible simplification is to consider not the Anderson model on the whole $\mathbb{R}^{2}$ but only on a continuous band $\mathbb{R} \times[0,1]$.

With the notations introduced at (1), let us consider the operator acting on $L^{2}(\mathbb{R} \times$
$[0,1]) \otimes \mathbb{C}$ and defined, for every $\omega \in \Omega$, by

$$
\begin{equation*}
H_{c s, \omega}=-\Delta_{2}+\sum_{n \in \mathbb{Z}} \omega^{(n)} V(x-n, y), \tag{6}
\end{equation*}
$$

with Dirichlet boundary conditions on $\mathbb{R} \times\{0\}$ and $\mathbb{R} \times\{1\}$ and with $V$ supported in $[0,1]^{2}$.
The question of localization at all energies for $\left\{H_{\mathrm{cs}, \omega}\right\}_{\omega \in \Omega}$ presents difficulties comparable to those encountered in the study of the Anderson-Bernoulli operator on $\mathbb{R}^{2}$, due to the fact that both problems are related to the theory of partial differential equations and therefore cannot be approached with tools specific to the dimension 1.

However, with $\left\{H_{\mathrm{cs}, \omega}\right\}_{\omega \in \Omega}$, it is possible to operate a discretization in the bounded direction $[0,1]$ of the band. For that we make a Fourier transform in the second variable, which leads to look at a continuous model in one direction and a discrete one in the second one, acting therefore on a space $L^{2}(\mathbb{R} \times \mathbb{Z})$ instead of $L^{2}\left(\mathbb{R}^{2}\right)$. Formally, we have therefore reduced ourselves to a continuous Anderson operator in dimension 1 whose potential is a matrix of infinite size. Of course, this model is still essentially a two-dimensional model and to pass to a one-dimensional model, we restrict ourselves to a finite size for the matrix potential by keeping only a bounded interval of Fourier frequencies in the second variable. We then obtain an Anderson model in dimension 1 whose potential is a matrix of any size but finite. It acts on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$, where $D \geq 1$ is an integer. This transforms the initial partial differential equation problem into a differential system problem for which we will be able to use the techniques of dynamical systems in dimension 1 such as transfer matrices and Lyapunov exponents. The hope is then to obtain the localization for this matrix-valued one-dimensional model with localization intervals and localization lengths at best independent of $D$, at worst with a good control on these quantities when $D$ tends to infinity. However, if one looks at the behavior of the integrated density of states at the bottom of the spectrum, it is shown in ${ }^{13}$ that it has Lifschitz tails behavior with a Lifschitz exponent independent of $D$. Hence from this point of view, it remains unclear if this approximation approach has a chance to work or not.

The study of this Anderson-Bernoulli model in dimension 1 whose potential is matrixvalued enters into a more general framework.

Definition 5. Let $D \geq 1$ be an integer and $(\Omega, \mathcal{A}, \mathrm{P})$ a complete probability space. We call random quasi-one-dimensional model any measurable family of operators acting on
$\ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}$ (discrete model) or $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ (continuous model) and indexed by $(\Omega, \mathcal{A}, \mathrm{P})$.
This kind of definition could also be transposed to any operator acting on $\ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}$ or $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ or to families of quasi-periodic operators acting on these spaces and depending on a frequency parameter for example. We choose to consider only the random case because we will only deal with this case in the following.

A random quasi-one-dimensional model can be seen as acting on $D$ copies of $\mathbb{Z}$ (discrete case) or $D$ copies of $\mathbb{R}$ (continuous case). In the following, the models studied will couple these $D$ copies through non-diagonal matrix-valued potentials. This means that these quasi-one-dimensional models will not trivially reduce to a direct sum of one-dimensional models with scalar values.

The definition adopted for the notion of quasi-one-dimensional model covers a large number of possible situations. Among these, let us quote four types of models.

1. The Schrödinger type : in the discrete case, the operators act on $\ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}$ and are of the form

$$
\forall u \in \ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}, \forall n \in \mathbb{Z},\left(h_{\omega} u\right)_{n}=-\left(u_{n+1}+u_{n-1}\right)+\lambda V_{\omega^{(n)}} u_{n}
$$

where $\lambda$ is a positive real number, $\left(V_{\omega^{(n)}}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. random variables on $(\Omega, \mathcal{A}, \mathrm{P})$, taking its values in the space of symmetric matrices of size $D \times D$.

In the continuous case, the operators act on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ and have the following form

$$
H_{\omega}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{\mathrm{D}}+V_{\mathrm{per}}+\lambda V_{\omega}
$$

where $\lambda$ is a positive real number, $V_{\text {per }}$ is a periodic interaction potential and $V_{\omega}$ is a random potential, both taking their values in the space of regular symmetric matrices of size $D \times D$.

This Schrödinger type includes the discrete and continuous Anderson models.
2. The unitary type : It includes the case of unitary random matrices acting on $\ell^{2}(\mathbb{Z}) \otimes$ $\mathbb{C}^{D}$, in particular the cases of CMV matrices, the unitary Anderson model or the Chalker-Coddington model on a cylinder. It also includes the random scattering zipper
model. This model is defined as follows : let $\mathbb{U}_{\omega}=\mathbb{V}_{\omega} \mathbb{W}_{\omega}$, where

$$
\mathbb{V}_{\omega}=\left(\begin{array}{llll}
\ddots & & & \\
& S_{\omega}(0) & & \\
& & S_{\omega}(2) & \\
& & & \ddots .
\end{array}\right) \circ s_{g}^{D}, \quad \mathbb{W}_{\omega}=\left(\begin{array}{llll}
\ddots & & & \\
& S_{\omega(-1)} & & \\
& & S_{\omega^{(1)}} & \\
& & & \ddots .
\end{array}\right)
$$

$s_{g}$ is the shift operator to the left $\left(\left(v_{n}\right)_{n \in \mathbb{Z}} \mapsto\left(v_{n+1}\right)_{n \in \mathbb{Z}}\right)$ and the $S_{\omega^{(n)}}$ are unitary matrices in the unitary group $U(2 D)$ of the particular form

$$
S_{\omega^{(n)}}=\left(\begin{array}{cc}
\alpha & \rho(\alpha) U_{\omega^{(n)}} \\
V_{\omega}(n)(\rho(\alpha))^{*} & -V_{\omega(n)} \alpha^{*} U_{\omega}(n)
\end{array}\right), \rho(\alpha)=\left(\operatorname{Id}_{\mathrm{D}}-\alpha \alpha^{*}\right)^{\frac{1}{2}},\left\|\alpha \alpha^{*}\right\|<1 .
$$

The exact assumptions on $\left(U_{\omega^{(n)}}, V_{\omega^{(n)}}\right)_{n \in \mathbb{Z}}$ and $\alpha$ will be presented at Section V .
3. The Dirac type : the operators act on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ and have the following form

$$
D_{\omega}=\left(\begin{array}{cc}
0 & -\frac{\mathrm{d}}{\mathrm{~d} x} \otimes I_{\mathrm{D}} \\
\frac{\mathrm{~d}}{\mathrm{~d} x} \otimes I_{\mathrm{D}} & 0
\end{array}\right)+V_{\mathrm{per}}+\lambda V_{\omega}
$$

where $\lambda>0, V_{\text {per }}$ is a periodic potential, linear combination of tensorized Pauli matrices of the form $V_{\text {per }}=\left(\alpha_{1}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)+\alpha_{2}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)+\alpha_{3}\left(\begin{array}{cc}0 & -\mathrm{i} \\ \mathrm{i} & 0\end{array}\right)+\alpha_{4} \mathrm{I}_{2}\right) \otimes \hat{V}_{\text {per }}$, with $\hat{V}_{\text {per }}$ a periodic function with values in real symmetric matrices.
The random potential is of the form $V_{\omega}=\left(\beta_{1}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)+\beta_{2}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)+\beta_{3}\left(\begin{array}{cc}0 & -\mathrm{i} \\ \mathrm{i} & 0\end{array}\right)+\beta_{4} \mathrm{I}_{2}\right) \otimes \hat{V}_{\omega}$ where $\hat{V}_{\omega}=\operatorname{diag}\left(\sum_{n \in \mathbb{Z}} \omega_{1}^{(n)} f_{1}(\cdot-n), \ldots, \sum_{n \in \mathbb{Z}} \omega_{D}^{(n)} f_{D}(\cdot-n)\right)$ and $f_{1}, \ldots, f_{D}$ are supported in $[0,1]$. The sequences $\left(\omega_{1}^{(n)}\right)_{n \in \mathbb{Z}}, \ldots,\left(\omega_{D}^{(n)}\right)_{n \in \mathbb{Z}}$ are sequences of random variables defined on a complete probability space $(\Omega, \mathcal{A}, \mathrm{P})$. These sequences are assumed to be independent of each other.
4. The point-interactions type : Formally, such a model is represented by the following family of random Schrödinger operators :

$$
\forall \omega \in \Omega, H_{P, \omega}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{\mathrm{D}}+V_{\text {per }}+\sum_{n \in \mathbb{Z}}\left(\begin{array}{ccc}
c_{1} \omega_{1}^{(n)} \delta_{n} & & 0  \tag{7}\\
& \ddots & \\
& 0 & \\
c_{D} \omega_{D}^{(n)} \delta_{n}
\end{array}\right)
$$

acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$. The numbers $c_{1}, \ldots, c_{D}$ are non-zero real numbers, $\delta_{n}$ is the Dirac distribution at $n \in \mathbb{Z}$ and $V_{\text {per }}$ is the multiplication operator by a periodic function with values in the real symmetric matrices. The sequences $\left(\omega_{1}^{(n)}\right)_{n \in \mathbb{Z}}, \ldots,\left(\omega_{D}^{(n)}\right)_{n \in \mathbb{Z}}$ are sequences of random variables defined on a complete probability space $(\Omega, \mathcal{A}, \mathrm{P})$. These
sequences are assumed to be independent of each other.
The definition of the $H_{P, \omega}$ operators in (7) is formal because of the presence of Dirac distributions. It is therefore necessary to give a precise definition. For all $\omega \in \Omega$, let's define,

$$
\begin{equation*}
H_{P, \omega}=\bigoplus_{i=1}^{D} H_{\omega_{i}}+V_{\text {per }} \tag{8}
\end{equation*}
$$

acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}=L^{2}(\mathbb{R}, \mathbb{C}) \oplus \cdots \oplus L^{2}(\mathbb{R}, \mathbb{C})$. For every $i \in\{1, \ldots, D\}, H_{\omega_{i}}$ acts on $L^{2}(\mathbb{R}, \mathbb{C})$ by $H_{\omega_{i}} f=-f^{\prime \prime}$ for $f$ in the domain :

$$
\begin{gathered}
D\left(H_{\omega_{i}}\right)=\left\{f \in L^{2}(\mathbb{R}, \mathbb{C}) \mid f, f^{\prime} \text { are absolutely continuous on } \mathbb{R} \backslash \mathbb{Z}, f^{\prime \prime} \in L^{2}(\mathbb{R}, \mathbb{C}),\right. \\
\left.f \text { is continuous on } \mathbb{R}, f^{\prime}\left(n^{+}\right)=f^{\prime}\left(n^{-}\right)+c_{i} \omega_{i}^{(n)} f(n) \text { for every } n \in \mathbb{Z}\right\},
\end{gathered}
$$

where the left and right derivatives $f^{\prime}\left(n^{-}\right)$and $f^{\prime}\left(n^{+}\right)$at any integer point $n$ are assumed to exist.

The Schrödinger type models, discrete or continuous, describe the electronic transport in $D$ one-dimensional layers, which are a priori in interaction. An electron can jump from one layer to another and on each layer it may or may not encounter an impurity at each integer point.

In order to study the Anderson localization for quasi-one-dimensional random models, one can use dynamical systems techniques specific to the dimension : the formalism of transfer matrices and the Lyapunov exponents. In the next Section we present these tools in the framework of quasi-one-dimensional random models of Schrödinger type.

## II. LYAPUNOV EXPONENTS AND FÜRSTENBERG GROUP

To address the question of Anderson localization for quasi-one-dimensional Schrödingertype models, we can start by looking at the conditions for the exponential growth of the eigenfunctions for these models. We are then led to study the asymptotic behavior of a linear equation of order 2 , either of finite differences in the discrete case, or differential in the continuous case.

Let $D \geq 1$. Let $E \in \mathbb{R}$. In the discrete Schrödinger case we study the exponential
asymptotic behavior of the sequences $u \in \ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}$ which satisfy

$$
\begin{equation*}
h_{\omega} u=E u \quad \Leftrightarrow \quad \forall n \in \mathbb{Z},-\left(u_{n+1}+u_{n-1}\right)+\lambda V_{\omega^{(n)}} u_{n}=E u_{n} \tag{9}
\end{equation*}
$$

In the continuous Schrödinger case we study the asymptotic exponential behavior of the functions $u \in L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ which satisfy

$$
\begin{equation*}
H_{\omega} u=E u \quad \Leftrightarrow \quad \forall x \in \mathbb{R},-u^{\prime \prime}(x)+\left(V_{\text {per }}+\lambda V_{\omega}\right)(x) u(x)=E u(x) \tag{10}
\end{equation*}
$$

We are not looking for a precise equivalent of $u$ at infinity but simply to know if $u$ behaves asymptotically like an exponential. This remark allows us to reduce the study of the exponential asymptotic behavior in $+\infty$ (resp. $-\infty$ ) of $u$ to the study of the successive jumps from site $n$ to site $n+1$ (resp. $-n$ to $-n-1$ ) for any natural number $n$. This leads to introduce the notion of transfer matrix and to apply the idea of transforming a second order linear equation into a first order system.

First, in the discrete case, the equation (9) is equivalent to the system

$$
\forall n \in \mathbb{Z},\binom{u_{n+1}}{u_{n}}=\left(\begin{array}{cc}
V_{\omega(n)}-E-\mathrm{I}_{\mathrm{D}}  \tag{11}\\
\mathrm{I}_{\mathrm{D}} & 0
\end{array}\right)\binom{u_{n}}{u_{n-1}} .
$$

For $n \in \mathbb{Z}$, let us set :

$$
T_{\omega^{(n)}}(E)=\left(\begin{array}{cc}
V_{\omega(n)}-E-\mathrm{I}_{\mathrm{D}}  \tag{12}\\
\mathrm{I}_{\mathrm{D}} & 0
\end{array}\right) .
$$

The matrix $T_{\omega^{(n)}}(E)$ is called transfer matrix from $n$ to $n+1$. The sequence $\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ is a sequence of random matrices in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$, the symplectic group of order $D$ The symplectic group $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ is the subgroup of $\mathrm{GL}_{2 \mathrm{D}}(\mathbb{R})$ constituted by the matrices $M$ satisfying ${ }^{t} M J M=J$ where $J$ is the matrix of size $2 D \times 2 D$ defined by $J=\left(\begin{array}{cc}0 & -I_{\mathrm{D}} \\ I_{\mathrm{D}} & 0\end{array}\right)$. Moreover, if we assume that $\left(V_{\left.\omega^{n}\right)}\right)_{n \in \mathbb{Z}}$ is a sequence of independent and identically distributed random variables, then the sequence $\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ is also.

Iterating (11), the asymptotic behavior in $+\infty$ of $\left(u_{n}\right)_{n \in \mathbb{Z}}$ reduces to that of the product $T_{\omega^{(n)}}(E) \cdots T_{\omega^{(0)}}(E)$, and in $-\infty$ to that of the product $\left(T_{\omega^{(-n+1)}}(E)\right)^{-1} \cdots\left(T_{\omega^{(-1)}}(E)\right)^{-1}$ by

$$
\begin{equation*}
\forall n \geq 0,\binom{u_{n+1}}{u_{n}}=T_{\omega^{(n)}}(E) \cdots T_{\omega^{(0)}}(E)\binom{u_{0}}{u_{-1}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall n<0,\binom{u_{n+1}}{u_{n}}=\left(T_{\omega^{(-n+1)}}(E)\right)^{-1} \cdots\left(T_{\omega(-1)}(E)\right)^{-1}\binom{u_{0}}{u_{-1}} . \tag{14}
\end{equation*}
$$

In the continuous case, the equation (10) is equivalent to the differential system

$$
\binom{u}{u^{\prime}}^{\prime}=\left(\begin{array}{cc}
0 & \mathrm{I}_{\mathrm{D}}  \tag{15}\\
V \operatorname{per}+V_{\omega}-E & 0
\end{array}\right)\binom{u}{u^{\prime}} .
$$

For any $n \in \mathbb{Z}$, we then introduce the transfer matrix from $n$ to $n+1$, which is again denoted by $T_{\omega^{(n)}}(E)$, as the application which sends a solution $\binom{u}{u^{\prime}}$ of the system (15) at time $n$ onto the solution at time $n+1$. The transfer matrix $T_{\omega^{(n)}}(E)$ is thus defined, for every $n \in \mathbb{Z}$, by the relation

$$
\begin{equation*}
\binom{u(n+1)}{u^{\prime}(n+1)}=T_{\omega^{(n)}}(E)\binom{u(n)}{u^{\prime}(n)} . \tag{16}
\end{equation*}
$$

Since $T_{\omega^{(n)}}(E)$ is the solution of a Hamiltonian system of order 1 at time $1, T_{\omega^{(n)}}(E)$ belongs to $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$. Moreover, we will assume that the process $\left(V_{\omega^{(n)}}\right)_{n \in \mathbb{Z}}$ is such that the sequence $\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ is a sequence of random matrices independent and identically distributed in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ 。

We are thus led, in the discrete and continuous cases, to study the asymptotic behavior of a sequence of independent and identically distributed random matrices. More precisely, we introduce the cocycle $\Phi_{E}: \mathbb{Z} \times \Omega \rightarrow \operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ defined for every $E \in \mathbb{R}$ by,

$$
\forall n \in \mathbb{Z}, \forall \omega \in \Omega, \Phi_{E}(n, \omega)= \begin{cases}T_{\omega^{(n-1)}}(E) \cdots T_{\omega^{(0)}}(E) & \text { if } n>0  \tag{17}\\ I_{D} & \text { if } n=0 \\ \left(T_{\omega^{(n)}}(E)\right)^{-1} \cdots\left(T_{\omega^{(-1)}}(E)\right)^{-1} & \text { if } n<0\end{cases}
$$

We now define the dominant Lyapunov exponents in plus and minus infinity associated with the cocycle $\Phi_{E}$.

Definition 6. The following limits exist and belong to $\mathbb{R} \cup\{-\infty\}$ :

$$
\begin{equation*}
\gamma^{+}(E)=\lim _{n \rightarrow+\infty} \frac{1}{n} \mathbb{E}\left(\log \left\|\Phi_{E}(n, \cdot)\right\|\right) \quad \text { and } \quad \gamma^{-}(E)=\lim _{n \rightarrow-\infty} \frac{1}{|n|} \mathbb{E}\left(\log \left\|\Phi_{E}(n, \cdot)\right\|\right) \tag{18}
\end{equation*}
$$

We call them the dominant Lyapunov exponents in $\pm \infty$ associated to the cocycle $\Phi_{E}$.

By equivalence of norms in finite dimension, $\gamma^{+}(E)$ and $\gamma^{-}(E)$ do not depend on the choice of the norm on $\mathcal{M}_{\mathrm{D}}(\mathbb{R})$. The existence of limits in (18) comes from the subadditivity of the sequence $\left(\mathbb{E}\left(\log \left\|\Phi_{E}(n, \cdot)\right\|\right)\right)_{n \in \mathbb{Z}}$.

It turns out that the dominant Lyapunov exponents can also be obtained as an almost sure limit and not only as a limit in expectation. This is the object of the Fürstenberg-Kesten theorem ${ }^{26}$ which can be obtained by a direct proof ${ }^{6}$, or which can be seen as a consequence of the subadditive ergodic Kingman theorem ${ }^{36}$.

The dominant Lyapunov exponent, when it is non-zero, allows us to understand the global exponential asymptotic behavior of the sequence of random matrices. However, it does not allow us to study more finely the asymptotic behavior of the sequence $\left\|\Phi_{E}(n, \omega) v\right\|$ for any vector $v \in \mathbb{R}^{D}$. Indeed, the space $\mathbb{R}^{D}$ decomposed in several subspaces in which the exponential dynamics is given by a family of Lyapunov exponents.

Definition 7. The Lyapunov exponents $\gamma_{1}^{ \pm}(E), \ldots, \gamma_{D}^{ \pm}(E)$ associated to the cocycle $\Phi_{E}$ are defined inductively by $\gamma_{1}^{ \pm}(E)=\gamma^{ \pm}(E)$ (the dominant Lyapunov exponents) and for $p \in$ $\{2, \ldots, D\}$,

$$
\sum_{i=1}^{p} \gamma_{i}^{ \pm}(E)=\lim _{n \rightarrow \pm \infty} \frac{1}{|n|} \mathbb{E}\left(\log \| \wedge^{p} \Phi_{E}(n, \cdot)| |\right)
$$

We see that the sums $\sum_{i=1}^{p} \gamma_{i}^{ \pm}(E)$ are in fact the dominant Lyapunov exponents associated to the cocyle $\wedge^{p} \Phi_{E}$ when $p$ varies. Thus, the limits exist and these sums belong to $\mathbb{R} \cup\{-\infty\}$.

We give a characterization of these Lyapunov exponents as a function of the sequence of singular values of the matrices $\Phi_{E}(n, \omega)$, i.e. the square roots of the eigenvalues of the matrices ${ }^{t}\left(\Phi_{E}(n, \omega)\right)\left(\Phi_{E}(n, \omega)\right)$.

Proposition 1. If for $n \in \mathbb{Z}, \lambda_{1}(n, E, \omega) \geq \ldots \geq \lambda_{D}(n, E, \omega)>0$ are the singular values of $\Phi_{E}(n, \omega)$, then, for P -almost every $\omega \in \Omega$,

$$
\forall p \in\{1, \ldots, D\}, \gamma_{p}^{ \pm}(E)=\lim _{n \rightarrow \pm \infty} \frac{1}{|n|} \mathbb{E}\left(\log \lambda_{p}(n, E, \cdot)\right)=\lim _{n \rightarrow \pm \infty} \frac{1}{|n|} \log \lambda_{p}(n, E, \omega)
$$

In particular, this proposition justifies the numeration of Lyapunov exponents and the terminology of dominant Lyapunov exponent since it implies that $\gamma_{1}^{ \pm}(E) \geq \cdots \geq \gamma_{D}^{ \pm}(E)$. We find the demonstration in ${ }^{6}$ or in ${ }^{3}$.

Since the cocyle $\Phi_{E}$ takes values in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$, we have two additional properties. First, all of the Lyapunov exponents are finite and moreover,

$$
\forall n<0, \mathbb{E}\left(\left\|\Phi_{E}(n, \cdot)\right\|\right)=\mathbb{E}\left(\left\|\left(\Phi_{E}(-n, \cdot)\right)^{-1}\right\|\right)=\mathbb{E}\left(\left\|\Phi_{E}(-n, \cdot)\right\|\right)
$$

and $\gamma^{-}(E)=\gamma^{+}(E)$. Similarly, for any $i \in\{1, \ldots, 2 D\}, \gamma_{i}^{-}(E)=\gamma_{i}^{+}(E)$. Indeed, the first equality comes from the i.i.d. character of the matrices (and would be false without the expectancy), and the second equality comes from the fact that for a symplectic matrix, its norm is equal to the norm of its inverse. In the following, we therefore omit the exponents + and - without ambiguity.

The second property is a property of symmetry. If $\gamma_{1}(E) \geq \ldots \geq \gamma_{2 D}(E)$ are the Lyapunov exponents associated to $\Phi_{E}$, then, for every $i \in\{1, \ldots, D\}, \gamma_{2 D-i+1}=-\gamma_{i}$.

This property of symmetry tells us that the Lyapunov exponents associated with an i.i.d. sequence of symplectic random matrices can be grouped in pairs of opposite exponents and so it is sufficient to study the first $D$ exponents, $\gamma_{1}(E), \ldots, \gamma_{D}(E)$. In particular, if the Lyapunov exponents are distincts, because of the symmetry relation, the first $D$ are strictly positive and the following $D$ strictly negative :

$$
\gamma_{1}(E)>\cdots>\gamma_{D}(E)>0>\gamma_{D+1}(E)>\cdots>\gamma_{2 D}(E) .
$$

By Oseledets' theorem ${ }^{43}$, the dominant Lyapunov exponent gives, when it is different from zero, the exponential rate of decay of the solution of (9) or (10) in some direction. Hence, in order to prove exponential decay of an eigenfunction of $h_{\omega}$ or $H_{\omega}$, one should first look at the non-vanishing of the Lyapunov exponents. Before discussing the question of positivity of the Lyapunov exponents, let us first recall what this positivity implies.

To simplify the discussion, we place ourselves in the case $D=1$ of scalar valued operators. In this case, we state a simple deterministic form of Osledets' theorem.

Theorem 1 (Oseledets in $\mathrm{SL}_{2}(\mathbb{R})$ ). Let $\left(T_{n}\right)_{n \in \mathbb{N}}$ a sequence in $\mathrm{SL}_{2}(\mathbb{R})$ such that

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \ln \left\|T_{n}\right\|=0 \text { and } \gamma=\lim _{n \rightarrow+\infty} \frac{1}{n} \ln \left(\left\|T_{n} \cdots T_{1}\right\|\right)>0
$$

Then there exists a subspace $V_{-} \subset \mathbb{R}^{2}$ of dimension 1 such that

1. $\forall v \in V_{-}, v \neq 0, \lim _{n \rightarrow+\infty} \frac{1}{n} \ln \left(\left\|T_{n} \cdots T_{1} v\right\|\right)=-\gamma$.
2. $\forall v \notin V_{-}, \quad \lim _{n \rightarrow+\infty} \frac{1}{n} \ln \left(\left\|T_{n} \cdots T_{1} v\right\|\right)=\gamma$.

We apply Theorem 1 to the sequence of transfer matrices for $D=1$ and for $n>0$. Assume that $E \in \mathbb{R}$ is such that $\gamma(E)>0$. By Oseledets' theorem in $\mathrm{SL}_{2}(\mathbb{R})$, there exist P-almost surely only exponentially increasing or exponentially decreasing solutions to the equations $h_{\omega} u=E u$ or $H_{\omega} u=E u$. An exponentially decreasing solution (in $+\infty$ ), is obtained only for an initial condition $v_{+\infty} \in V_{-}^{+}$. Any other initial condition leads to an exponentially increasing solution in $+\infty$.

Still by Oseledets' theorem, an exponentially increasing solution in $-\infty$, is obtained only for an initial condition $v_{-\infty} \in V_{-}^{-}$. Thus, to obtain an eigenvector in $\ell^{2}(\mathbb{Z})$ or in $L^{2}(\mathbb{R})$, we must have $\operatorname{Span}\left(v_{+\infty}\right)=\operatorname{Span}\left(v_{-\infty}\right)$ which is not a priori satisfied.

It is also necessary to pay attention to the fact that what we have just stated depends on $E$. If $E$ varies in a non-countable set (for example an interval of $\mathbb{R}$ ), the set of $\omega \in \Omega$ for which for any $E$ the Lyapounov exponent is not strictly positive, could be of non-zero measure. For example, one cannot say that P -almost surely, for any $E$, any solution of $h_{\omega} u=E u$ or $H_{\omega} u=E u$ is exponentially increasing or decreasing. This requires further analysis. However, it already implies the absence of almost-sure absolutely continuous spectrum, using Kotani theory. For $S \subset \mathbb{R}$, denote by $\bar{S}^{\text {ess }}$ its essential closure and for $j \in\{1, \ldots, D\}$, set

$$
Z_{j}=\left\{E \in \mathbb{R} \mid \exists l_{1}, \ldots, l_{2 j} \in\{1, \ldots, 2 D\}, \gamma_{l_{1}}(E)=\cdots=\gamma_{l_{2 j}}(E)=0\right\} .
$$

Then we have the following generalization of Ishii-Pastur's theorem to quasi-one-dimensionnal Schrödinger operators due to Kotani and Simon.

Theorem 2 (Kotani-Simon ${ }^{40}$ ). 1. The set $Z_{j}$ is the essential support of the absolutely continuous spectrum of multiplicity $2 j$.
2. There is no absolutely continuous spectrum of odd multiplicity.
3. We have

$$
\Sigma_{\mathrm{ac}}={\overline{Z_{D}}}^{\mathrm{ess}}=\overline{\left\{E \in \mathbb{R} \mid \gamma_{1}(E)=\cdots=\gamma_{2 D}(E)=0\right\}^{\mathrm{ess}}}
$$

In particular, this implies that if for Lebesgue-almost every $E \in \mathbb{R}, \gamma_{1}(E) \geq \cdots \geq$ $\gamma_{D}(E)>0$, then $\Sigma_{\mathrm{ac}}=\emptyset$. The R.A.G.E. theorem ${ }^{1,45}$ assures us then that there are no diffusive states for $H_{\omega}$ (respectively $h_{\omega}$ ) and this almost surely in $\omega$.

Let us return to the question of positivity of Lyapunov exponents. Intuitively, in order to hope to obtain a strictly positive limit in the formula (18), one must make sure that when the random parameter varies, a large number of products and inverse of transfer matrices have a sufficiently large norm so that on average and after division by $n$, the limit is not zero. For example, if all products of transfer matrices are bounded, the limit in (18) will automatically be zero. We must therefore study the set that contains all the products of transfer matrices when the random parameter varies.

We have assumed above that the transfer matrices are independent and identically distributed. Let us note $\mu_{E}$ the common law of these transfer matrices. The support of $\mu_{E}$ gives us the set of values that a transfer matrix can take when we vary the random parameter. If we then want to make products and inverse of such matrices as in $\Phi_{E}$, the natural algebraic object to consider is the group generated by the support of $\mu_{E}$.

Definition 8. The Fürstenberg group $G_{\mu_{E}}$ associated to the sequence of transfer matrices $\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ is the closure of the group generated by the support of the common law of $T_{\omega^{(n)}}(E): G_{\mu_{E}}=\overline{\left\langle\operatorname{supp} \mu_{E}\right\rangle}$.

We choose to include the closure for the topology induced by the usual topology on the space of matrices in the definition of the Fürstenberg group because this makes it a closed subgroup of the linear real group $\mathrm{GL}_{2 \mathrm{D}}(\mathbb{R})$, and thus a Lie group. In the following it is essential that the Fürstenberg group be provided with a structure of a linear real Lie group, this allowing to use all the techniques proper to these groups, in particular to use their Lie algebra.

The strict positivity of the Lyapunov exponents comes down to the study of the "size" of the Fürstenberg group. If this group is large enough in some sense to be specified, there will be strict positivity of the Lyapunov exponents and they will be distincts. Let us now define two properties of the Fürstenberg which, when they are both satisfied, imply that the Lyapunov exponents are distincts and positive.

Definition 9 (p-contractivity). Let $T \subset \mathrm{GL}_{2 \mathrm{D}}(\mathbb{R})$ and $p \in\{1, \ldots, D\}$. We say that $T$ is p-contracting if there exists a sequence $\left(M_{n}\right)_{n \in \mathbb{N}}$ in $T$ such that the following limit exists :

$$
\lim _{n \rightarrow \infty} \frac{\wedge^{p} M_{n}}{\left\|\wedge^{p} M_{n}\right\|}=M
$$

and is a matrix of rank 1.

We introduce the $p$-Lagrangian submanifold of $\mathbb{R}^{2 D}$. Let $\left(e_{1}, \ldots, e_{2 D}\right)$ be the canonical basis of $\mathbb{R}^{2 D}$.

For all $p \in\{1, \ldots, D\}$, let $L_{p}=\operatorname{Span}\left(\left\{M e_{1} \wedge \ldots \wedge M e_{p} \mid M \in \operatorname{Sp}_{\mathrm{D}}(\mathbb{R})\right\}\right)$. It is called the $p$-Lagrangian subspace of $\mathbb{R}^{2 D}$.

Definition $10\left(L_{p}\right.$-strong irreducibility). Let $T$ be a part of $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ and $p$ an integer in $\{1, \ldots, D\}$. We say that $T$ is $L_{p}$-strongly irreducible if there is no finite union $W$ of proper subspaces of $L_{p}$ such that $\wedge^{p} M(W)=W$ for all $M \in T$.

By proper subspace, we mean a subspace of $L_{p}$ different from $L_{p}$ and $\{0\}$. We now state a theorem of separation of Lyapunov exponents in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$. This theorem is taken from ${ }^{6}$ and was initially proven by Guivarch and Raugi ${ }^{32}$.

Theorem $3\left({ }^{6,32}\right)$. Let $E \in \mathbb{R}$. Let $p$ be an integer in $\{1, \ldots, D\}$. Assume that $G_{\mu_{E}}$ is $p$ contracting and $L_{p}$-strongly irreducible. Then $\gamma_{p}(E)>\gamma_{p+1}(E)$ and for any non-zero $x \in L_{p}$ and for P -almost any $\omega$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|\wedge^{p}\left(\Phi_{E}(n, \omega)\right) x\right\|=\sum_{i=1}^{p} \gamma_{i}(E) .
$$

This result will especially interest us in the form of the following corollary.

Corollary 1. Let $E \in \mathbb{R}$. Assume that $G_{\mu_{E}}$ is $p$-contracting and $L_{p}$-strongly irreducible for all $p \in\{1, \ldots, D\}$. Then, the Lyapunov exponents associated to $\Phi_{E}$ are distincts and in particular :

$$
\gamma_{1}(E)>\gamma_{2}(E)>\ldots>\gamma_{D}(E)>0
$$

The link is made between on the one hand a dynamical property associated to a cocyle with values in the symplectic group, in this case the separation of its Lyapunov exponents, and more geometrical properties of an algebraic object associated to this cocyle, the Fürstenberg group. This is a very useful criterion in practice, since it allows us not to have to study directly limits of products of transfer matrices, but simply to reduce ourselves to finite products of such matrices in the Fürstenberg group.

## III. LOCALIZATION CRITERION FOR QUASI-1D MODELS OF SCHRÖDINGER TYPE

In this Section we present an algebraic localization criterion for quasi-one-dimensional models of Schrödinger type, either discrete or continuous.

Let $D \geq 1$ be an integer. Let $(\Omega, \mathcal{A}, \mathrm{P})$ be a complete probability space and let $\omega \in \Omega$.
In the discrete case, we consider random operators acting on $\ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}$ by

$$
\begin{equation*}
\forall u \in \ell^{2}(\mathbb{Z}) \otimes \mathbb{C}^{D}, \forall n \in \mathbb{Z},\left(h_{\omega} u\right)_{n}=-\left(u_{n+1}+u_{n-1}\right)+V_{\omega^{(n)}} u_{n} \tag{19}
\end{equation*}
$$

where $\left(V_{\omega^{(n)}}\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. random variables taking values in the real symmetric matrices.

In the continuous case, we consider random operators acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ by

$$
\begin{equation*}
H_{\omega}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{\mathrm{D}}+\sum_{n \in \mathbb{Z}} V_{\omega}^{(n)}(x-\ell n) \tag{20}
\end{equation*}
$$

where $I_{\mathrm{D}}$ is the identity matrix of order $D$ and $\ell>0$ is a real number.
It is assumed that for any $n \in \mathbb{Z}$, the functions $x \mapsto V_{\omega}^{(n)}(x)$ have values in the space of symmetric real matrices, are supported in $[0, \ell]$ and are uniformly bounded in $x, n$ and $\omega$.

We also assume that the sequence $\left(V_{\omega}^{(n)}\right)_{n \in \mathbb{Z}}$ is a sequence of random variables on $\Omega$. Finally, we assume that the potential $x \mapsto \sum_{n \in \mathbb{Z}} V_{\omega}^{(n)}(x-\ell n)$ is such that the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ of random operators is $\ell \mathbb{Z}$-ergodic. As bounded perturbations of $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{\mathrm{D}}$, the operators $H_{\omega}$ are self-adjoint on the Sobolev space $H^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$ and thus, for any $\omega \in \Omega$, the spectrum of $H_{\omega}$ is included in $\mathbb{R}$. Let us denote by $\Sigma \subset \mathbb{R}$ the almost-sure spectrum of either the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ or the family $\left\{h_{\omega}\right\}_{\omega \in \Omega}$.

For $E \in \mathbb{R}$, let $G_{\mu_{E}}$ be the Fürstenberg group of either $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ or $\left\{h_{\omega}\right\}_{\omega \in \Omega}$.
Theorem 4 (Localization criterion ${ }^{10,38}$ ). Let $I \subset \mathbb{R}$ be a compact interval such that $\Sigma \cap I \neq \emptyset$ and let $\tilde{I}$ be an open interval containing $I$ and such that for any $E \in \tilde{I}, G_{\mu_{E}}$ is p-contracting and $L_{p}$-strongly irreducible for all $p$ in $\{1, \ldots, D\}$. Then, $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ (resp. $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ ) has both the dynamical localization and Anderson localization properties on $\Sigma \cap I$.

In the discrete case, this criterion was obtained by Klein, Lacroix and Speis ${ }^{38}$. In the
continuous case, this result was obtained in ${ }^{10}$.
The demonstration of this theorem, as detailed in ${ }^{10,38}$, follows the plan :

1. The fact that the Fürstenberg group is $p$-contracting and $L_{p}$-strongly irreducible for all $p$ in $\{1, \ldots, D\}$ implies not only the separability of the Lyapunov exponents but also the existence of an integral formula for these exponents. This integral formula allows us to demonstrate the Hölder regularity of the Lyapunov exponents.
2. With the help of a Thouless formula, we deduce the same Hölder regularity for the integrated density of states associated with $\left\{H_{\omega}\right\}_{\omega \in \Omega}$.
3. The Hölder regularity of the integrated density of states implies a weak Wegner estimate, adapted to the case of the Bernoulli randomness.
4. With the Wegner estimate, one can then apply a multi-scale analysis scheme. This requires in particular to demonstrate an initial length scale estimate.

This is the approach adopted in the continuous scalar case by Damanik, Sims and Stolz ${ }^{21}$ and in the discrete quasi-one dimensional case by Klein, Lacroix and Speis ${ }^{38}$. $\mathrm{In}^{10}$, we mix the results of these two references to prove Theorem 4.

Step 1. As explained in Section II the positivity of the Lyapunov exponents is not directly a sufficient condition to get the existence of eigenfunctions exponentially decaying to 0 at infinity. Actually, Theorem 3 can be precised with an integral formula for the sum of Lyapunov exponents.

Theorem $5\left({ }^{6}\right)$. Let $E$ be a real number and $p$ an integer in $\{1, \ldots, D\}$. Let us assume that $G_{\mu_{E}}$ is p-contracting and $L_{p}$-strongly irreducible. Then, there exists a unique $\mu_{E}$-invariant probability measure on $\mathbb{P}\left(L_{p}\right)=\left\{\bar{x} \in \mathbb{P}\left(\wedge^{p} \mathbb{R}^{2 D}\right) \mid x \in L_{p}\right\}$, denoted by $\nu_{p, E}$, such that :

$$
\begin{equation*}
\int_{\operatorname{Sp}_{\mathrm{D}}(\mathbb{R}) \times \mathbb{P}\left(L_{p}\right)} \log \frac{\left\|\wedge^{p} M x\right\|}{\|x\|} \mathrm{d} \mu_{E}(M) \mathrm{d} \nu_{p, E}(\bar{x})=\sum_{i=1}^{p} \gamma_{i}(E) \tag{21}
\end{equation*}
$$

The fact that we have an integral representation of the Lyapunov exponents involving the measure $\nu_{p, E}$, implies that to study the regularity of these exponents as a function of $E$ it is sufficient to study the regularity of this measure seen as a function of $E$. Applying this approach, one proves the following general theorem of Hölder regularity of Lyapunov exponents ${ }^{8}$.

Theorem $6\left(^{8}\right)$. Let I be a compact interval in $\mathbb{R}$ such that for every $E \in I$ :

1. $G_{\mu_{E}}$ is $p$-contracting and $L_{p^{-}}$-strongly irreducible for every $p \in\{1, \ldots, D\}$.
2. There exist $C_{1}>0, C_{2}>0$ independent of $n, \omega, E$ such that

$$
\begin{equation*}
\forall p \in\{1, \ldots, D\},\left\|\wedge^{p} T_{\omega^{(n)}}(E)\right\|^{2} \leq \exp \left(p C_{1}+p|E|+p\right) \leq C_{2} \tag{22}
\end{equation*}
$$

3. There exist $C_{3}>0$ independent of $n, \omega, E$ such that

$$
\begin{equation*}
\forall p \in\{1, \ldots, D\}, \forall E, E^{\prime} \in I,\left\|\wedge^{p} T_{\omega^{(n)}}(E)-\wedge^{p} T_{\omega^{(n)}}\left(E^{\prime}\right)\right\| \leq C_{3}\left|E-E^{\prime}\right| \tag{23}
\end{equation*}
$$

Then there exist two real numbers $\alpha>0$ and $C>0$ such that:

$$
\forall p \in\{1, \ldots D\}, \forall E, E^{\prime} \in I,\left|\gamma_{p}(E)-\gamma_{p}\left(E^{\prime}\right)\right| \leq C\left|E-E^{\prime}\right|^{\alpha}
$$

To prove this result, we use a result on negative cocycles as stated in ${ }^{20}$ (Proposition IV 3.5). It is on this precise point that we use the separability of Lyapunov exponents induced by the first hypothesis of Theorem 6 . We also need estimates on the Laplace operators on the Hölder spaces as $\mathrm{in}^{20}$ (Proposition V 4.13), which use the estimates (22) and (23). Finally by using the decomposition of these Laplace operators given in ${ }^{20}$ (Proposition IV 3.12) and involving the invariant measure, we show the Hölder continuity of $E \mapsto \nu_{p, E}$ on $I$. At this stage of the demonstration of Theorem 4, an important part of the work is to show that the transfer matrices associated to the family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ verify the estimates (22) and (23). If this is relatively obvious in the case of discrete quasi-one-dimensional Schrödinger-type operators, because of the very explicit character of the transfer matrices, the estimates are less obvious in the continuous case and are related to a priori estimates on solutions of differential equations. For this we refer to ${ }^{8}$ (Lemma2 and Lemma 3).

Step 2. The integrated density of states is a counting function of the energy levels located under a fixed value of energy $E$. For operators whose spectrum is continuous or dense, the question of the existence of such a function arises because a naive definition inevitably leads to the definition of a function equal to infinity at any point beyond the bottom of the spectrum. To get around this difficulty, we define the integrated density of states using a thermodynamical limit.

Let us fix $\omega \in \Omega$. We start by restricting $H_{\omega}$ to intervals of finite length in $\mathbb{R}$. Let $L$ be an integer larger than 1 and let $\Lambda=[-\ell L, \ell L] \subset \mathbb{R}$ the interval centered in 0 and of length $2 \ell L$. We set :

$$
\begin{equation*}
H_{\omega}^{(\Lambda)}=\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\right)^{(\Lambda)} \otimes I_{\mathrm{D}}+\sum_{n \in \mathbb{Z}} V_{\omega}^{(n)}(x-\ell n) \tag{24}
\end{equation*}
$$

the restriction of $H_{\omega}$ acting on $L^{2}(\Lambda) \otimes \mathbb{C}^{D}$ with Dirichlet (or Neumann) boundary conditions.
Definition 11. The integrated density of state of $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is the increasing function of $\mathbb{R}$ in $\mathbb{R}_{+}, E \mapsto N(E)$ where for any real $E, N(E)$ is defined as :

$$
\begin{equation*}
N(E)=\lim _{L \rightarrow+\infty} \frac{1}{|\Lambda|} \#\left\{\lambda \leq E \mid \lambda \in \sigma\left(H_{\omega}^{(\Lambda)}\right)\right\} \tag{25}
\end{equation*}
$$

where $|\Lambda|$ is the length of $\Lambda$.
There is a double existence problem in the expression (25). We must first prove that the cardinal $\#\left\{\lambda \leq E \mid \lambda \in \sigma\left(H_{\omega}^{(\Lambda)}\right)\right\}$ is finite for all $E$ fixed and then prove the existence of the limit. The answer to these two problems is given by the existence of an $L^{2}$ kernel for the one-parameter group $\left(\mathrm{e}^{-t H_{\omega}^{(\Lambda)}}\right)_{t>0}$. This kernel is obtained using a Feynman-Kac formula involving an ordered exponential ${ }^{8}$ (Proposition 1).

Combining the results of ${ }^{40}$ and $^{21}$, we show in ${ }^{8}$ a Thouless formula which makes the link between the density of states and the sum of the positive Lyapunov exponents. This link is made through a function $w$ called Kotani function ${ }^{39}$ and by using tools of harmonic analysis. We introduce the space of Herglotz functions : $\mathcal{H}=\left\{h: \mathbb{C}_{+} \rightarrow \mathbb{C}_{+} \mid h\right.$ is holomorphic on $\left.\mathbb{C}_{+}\right\}$ and consider the subspace of $\mathcal{H}, \mathcal{W}=\left\{w \in \mathcal{H} \mid w, w^{\prime},-\mathrm{i} w \in \mathcal{H}\right\}$.

One proves in $^{8}$ (Proposition 8) that the Kotani function $w$ is in this space $\mathcal{W}$. Since $-\left(\gamma_{1}+\ldots+\gamma_{D}\right)$ and $\pi N$ are respectively, in the tangential limit, the real and imaginary parts of the function $w$ which is in the space $\mathcal{W}$, the harmonic analysis developed for this space by Kotani in ${ }^{39}$ gives us that these two functions are linked by an integral relation and one deduces from it the following Thouless formula.

Theorem 7 (Thouless formula ${ }^{8}$ ). For Lebesgue-almost any $E \in \mathbb{R}$, we have :

$$
\begin{equation*}
\left(\gamma_{1}+\ldots+\gamma_{\mathrm{D}}\right)(E)=-\alpha+\int_{\mathbb{R}} \log \left(\left|\frac{E^{\prime}-E}{E^{\prime}-\mathrm{i}}\right|\right) \mathrm{d} \mathfrak{n}\left(E^{\prime}\right) \tag{26}
\end{equation*}
$$

where $\alpha$ is a real number independent of $E$ and $\mathfrak{n}$ is the density of states. Moreover, if $I \subset \mathbb{R}$
is an interval on which $E \mapsto\left(\gamma_{1}+\ldots+\gamma_{\mathrm{D}}\right)(E)$ is continuous, then (26) is true for any $E \in I$.

As for the discrete or continuous Anderson operators with scalar values ${ }^{19,21}$, or discrete matrix-valued ones ${ }^{40}$, one can use the Thouless formula to show that the integrated density of states has the same Hölder continuity as the Lyapunov exponents. This is the object of the main result of ${ }^{8}$.

Theorem $8\left({ }^{8}\right)$. Let $I$ be a compact interval of $\mathbb{R}$ and let $\tilde{I}$ be an open interval containing $I$. If the Fürstenberg group $G_{\mu_{E}}$ of $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is $p$-contracting and $L_{p}$-strongly irreducible for any $p \in\{1, \ldots, \mathrm{D}\}$ and any $E \in \tilde{I}$, then the integrated density of states associated to $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is Hölder continuous on I.

The proof of Theorem 8 is based on the Thouless formula and on the properties of the Hilbert transform.

Step 3. For a continuous Anderson model like (2) or a discrete one like (3) in any dimension, a Wegner estimate is obtained when there exists a constant $C_{W}>0$ and real exponents $\alpha, \beta>0$ such that for any interval $I \subset \mathbb{R}$ and any cube $\Lambda \subset \mathbb{R}^{d}$ (or $\Lambda \subset \mathbb{Z}^{d}$ ),

$$
\begin{equation*}
\mathrm{P}\left(\left\{H_{\omega}^{(\Lambda)} \text { has an eigenvalue in } I\right\}\right) \leq C_{W}|I|^{\alpha} \cdot|\Lambda|^{\beta} \tag{27}
\end{equation*}
$$

where for any $\omega, H_{\omega}^{(\Lambda)}$ is the restriction of $H_{\omega}$ to the cube $\Lambda$ with Dirichlet (or Neumann) boundary conditions and $|\cdot|$ denotes the Lebesgue measure, either in $\mathbb{R}$ for $I$ or in $\mathbb{R}^{d}$ for $\Lambda$ (or the cardinal of $\Lambda$ if $\Lambda \subset \mathbb{Z}^{d}$ ).

Such an estimate is an essential ingredient in the application of a multi-scale analysis scheme. The Wegner estimate also plays a central role in the results of spectral statistics, and in this context, it is necessary to have linear estimates in the energy and in the volume of $\Lambda$. In this case we speak about optimal Wegner's estimate. For example, we can prove an optimal Wegner estimator for a discrete and scalar Anderson $h_{\omega}$ operator with random variables of density :

$$
\begin{equation*}
\mathbb{E}\left(\operatorname{Tr}\left(\mathbf{1}_{I}\left(h_{\omega}^{(\Lambda)}\right)\right)\right) \leq C_{W} \cdot|I| \cdot|\Lambda| \tag{28}
\end{equation*}
$$

where $\mathbf{1}_{I}\left(h_{\omega}^{(\Lambda)}\right)$ is the spectral projector of $h_{\omega}^{(\Lambda)}$ on the interval $I$. Let's mention that (28)
is related to (27) via the Markov inequality which implies that in general,

$$
\mathrm{P}\left(\left\{h_{\omega}^{(\Lambda)} \text { has an eigenvalue in } I\right\}\right) \leq \operatorname{Tr}\left(\mathbf{1}_{I}\left(h_{\omega}^{\Lambda}\right)\right) .
$$

The optimal Wegner estimate is also obtained under additional assumptions on the randomness in the continuous case. For these results, we refer to ${ }^{35,48}$. In general, the proof of a Wegner estimate relies on the use of spectral averaging, which explains the assumption of regularity on the algebra in the sense that the law of the random variables that define the Anderson potential is required to have a density. However, in the case of Anderson-Bernoulli operators, a Wegner estimate such as (27) cannot be true for any interval $I$. Indeed, if the random variables in the Anderson's potential follow a Bernoulli distribution of parameter $\frac{1}{2}$, then the probability of the event $\left\{H_{\omega}^{(\Lambda)}\right.$ has an eigenvalue in $\left.I\right\}$ is lower bounded by $2^{-|\Lambda|}$ and for $I$ of too small length, (27) cannot be valid. In the case of the Bernoulli randomness, it is still possible to show a weaker form of the Wegner estimate for the Anderson model.

Theorem $9\left({ }^{10}\right)$. Let $I \subset \mathbb{R}$ be a compact interval and $\tilde{I}$ an open interval, $I \subset \tilde{I}$, such that, for any $E \in \tilde{I}, G_{\mu_{E}}$ is $p$-contracting and $L_{p^{-}}$-strongly irrational for any $p \in\{1, \ldots, D\}$. Then, for any $\beta \in(0,1)$ and any $\kappa>0$, there exist $L_{0} \in \mathbb{N}$ and $\xi>0$ such that,

$$
\begin{equation*}
\mathrm{P}\left(d\left(E, \sigma\left(H_{\omega}^{(\Lambda)}\right)\right) \leq \mathrm{e}^{-\kappa(\ell L)^{\beta}}\right) \leq \mathrm{e}^{-\xi(\ell L)^{\beta}} \tag{29}
\end{equation*}
$$

for all $E \in I$ and all $L \geq L_{0}$.
The proof of Theorem 9 is based upon specific tools of the dimension 1. Contrary to the case of random variables with density, here the regularity of the integrated density of states is not a consequence of Wegner's estimate, but a key ingredient of his demonstration. In dimension 1, the Hölder regularity of the integrated density of states is obtained directly from that of the Lyapunov exponents and from the Thouless formula as explained in Step 2.

We begin by showing, under the hypotheses of Theorem 9, that the probability that there exists an eigenvalue of $H_{\omega}^{(\Lambda)}$ in an interval $[E-\varepsilon, E+\varepsilon]$ associated to a normalized eigenfunction and whose eigenvalues at the edges of $[-\ell L, \ell L]$ are controlled by $\varepsilon$, is smaller than a multiple of $L$ and $\varepsilon^{\alpha}$ where $\alpha$ is the exponent of Hölder continuity of the integrated density of states. This first result is thus based on the Hölder continuity of the integrated
density of states but also on a priori estimates of the solutions of the differential deterministic system $-u^{\prime \prime}+V u=0$ where $V$ is a locally integrable function with matrix values. Also used in this first demonstration are the fact that the Anderson potential is invariant in law by translation and the law of large numbers to relate a given sequence of events to the density of integrable states.

The rest of the proof of Theorem 9 then relies on the estimate of the probabilities of the intersections of the event in (29) with a family of events for which the norms of the products of transfer matrices allowing to pass from one edge to the other of $[-\ell L, \ell L]$ are strictly minorized by a strictly positive constant of the form $\mathrm{e}^{\theta(\ell L)^{\beta}}$. We also use the Lipschitzian character of the transfer matrices seen as functions of the energy, which is the case in the model considered. Again, the use of transfer matrices makes the proof of the inequality (29) quite specific to dimension 1.

Step 4. The last step of the proof of Theorem 4 is the implementation of the multi-scale analysis. It is a procedure of proof by induction on the sizes of the cubes to which we restrict the studied random family of operators.

The idea is the following : the exponential growth of the eigenfunctions is implied by that of the norm of the resolvent of the restricted operators at larger and larger cubes. To show that the norm of the local resolvent decreases exponentially with the size of the cubes, we start by showing a majoration of this norm by an exponentially small term in a cube of initial size. From there we extend this exponential domination of the norm of the resolvent to all the cubes of a larger size, a priori a positive power of the initial size. For this we have to show that we almost surely keep an exponential estimate of the resolvent. In particular, the estimates that we want for the resolvent must be uniform in energy when this one is in a compact interval. It is thus necessary to make sure when one passes from a scale of cubes to a larger scale that one avoids the possible energies which would make explode the norm of the resolvent : those in the spectrum of the restricted operator. This is where the Wegner estimate comes in : it ensures us that with a probability exponentially close to 1 , the energies in the interval considered are at least at a strictly positive distance from the spectrum of the restricted operator.

For more details about multi-scale analysis in general, we refer to the articles of Abel Klein ${ }^{37}$ and Germinet and Klein ${ }^{27}$. For details of the use of multi-scale analysis in the proof of Theorem 4, we refer to ${ }^{10}$.

## IV. LOCALIZATION RESULTS FOR QUASI-1D MODELS

In this Section, we review localization results for different type of quasi-one-dimensional random models for which the randomness appears through random variables which can be Bernoulli variables. We do not present other localization results which do not include this case. We classify the results by order of algebraic complexity of their associated Fürstenberg group.

In all the studied models, the randomness appear in the following way. For $i \in\{1, \ldots, D\}$, let $\left(\tilde{\Omega}_{i}, \tilde{\mathcal{A}}_{i}, \tilde{\mathrm{P}}_{i}\right)$ a complete probability space and let us pose

$$
\begin{equation*}
(\Omega, \mathcal{A}, \mathrm{P})=\left(\bigotimes_{n \in \mathbb{Z}} \tilde{\Omega}_{1} \otimes \cdots \otimes \tilde{\Omega}_{D}, \bigotimes_{n \in \mathbb{Z}} \tilde{\mathcal{A}}_{1} \otimes \cdots \otimes \tilde{\mathcal{A}}_{D}, \bigotimes_{n \in \mathbb{Z}} \tilde{\mathrm{P}}_{1} \otimes \cdots \otimes \tilde{\mathrm{P}}_{D}\right) \tag{30}
\end{equation*}
$$

Let $\left(\omega_{1}^{(n)}\right)_{n \in \mathbb{Z}}, \ldots,\left(\omega_{D}^{(n)}\right)_{n \in \mathbb{Z}}$ be sequences of i.i.d. real random variables respectively on $\left(\tilde{\Omega}_{1}, \tilde{\mathcal{A}}_{1}, \tilde{\mathrm{P}}_{1}\right), \ldots,\left(\tilde{\Omega}_{D}, \tilde{\mathcal{A}}_{D}, \tilde{\mathrm{P}}_{D}\right)$ and of respective common laws $\nu_{1}, \ldots, \nu_{D}$ whose supports supp $\nu_{i}$ contains at least two different points $a_{i}$ and $b_{i}$ (for example 0 and 1 if they are Bernoulli variables) and are bounded. We also set $\omega^{(n)}=\left(\omega_{1}^{(n)}, \ldots, \omega_{D}^{(n)}\right)$ of law $\nu_{1} \otimes \cdots \otimes \nu_{D}$.

## A. The Fürstenberg criterion

We start reviewing localization results for scalar-valued operators, corresponding to the case $D=1$ in the definition of quasi-one-dimensional random models.

Due to Theorem 4, to obtain a localization result on some interval $I$, it suffices to show that the Fürstenberg group associated to the studied model is $p$-contracting and $L_{p}$-strongly irreducible for all $p$ in $\{1, \ldots, D\}$. In the case $D=1$, these properties reduces to the assumptions of the following result due to Fürstenberg.

Theorem 10 (Fürstenberg ${ }^{25}$ ). Let $E \in \mathbb{R},\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ a sequence of i.i.d. random matrices in $\mathrm{SL}_{2}(\mathbb{R})$ of common law $\mu_{E}$ and let $G_{\mu_{E}}$ be its Fürstenberg group. Assume that $G_{\mu_{E}}$ is not compact and $G_{\mu_{E}}$ is strongly irreducible i.e., there is no finite family $V_{1}, \ldots, V_{k}$ of strict subspaces of $\mathbb{R}^{2}$ such that $: \forall M \in G_{\mu_{E}}, M\left(V_{1} \cup \cdots \cup V_{k}\right)=V_{1} \cup \cdots \cup V_{k}$.

Then there exists $\gamma(E)>0$ such that for every $x \in \mathbb{R}^{2}, x \neq 0$, P -almost surely,

$$
\lim _{n \rightarrow+\infty} \frac{1}{n} \log \left(\left\|\Phi_{E}(n, \omega) x\right\|\right)=\lim _{n \rightarrow+\infty} \frac{1}{n} \log \left(\left\|\Phi_{E}(n, \omega)\right\|\right)=\gamma(E) .
$$

where $\Phi_{E}$ is defined as in (17). Moreover, there exists a unique $\mu_{E}$-invariant probability measure on $\mathbb{P}\left(\mathbb{R}^{2}\right)$, denoted by $\nu_{E}$, such that :

$$
\gamma(E)=\int_{\operatorname{SL}_{2}(\mathbb{R}) \times \mathbb{P}\left(\mathbb{R}^{2}\right)} \log \frac{\|M x\|}{\|x\|} \mathrm{d} \mu_{E}(M) \mathrm{d} \nu_{E}(\bar{x})
$$

Here $P\left(\mathbb{R}^{2}\right)$ is the projective space of $\mathbb{R}^{2}$ and for $x \in \mathbb{R}^{2} \backslash\{0\}, \bar{x}$ denotes its class in $P\left(\mathbb{R}^{2}\right)$.

The Fürstenberg theorem is sufficient to deal with the case of models for which the transfer matrices are in $\mathrm{SL}_{2}(\mathbb{R})$ and for which the question of strict positiveness arises only for one Lyapunov exponent, the dominant exponent.

## 1. The discrete one-dimensional Anderson model

We are going to apply the Fürstenberg's theorem to a first example of a sequence of random matrices in $\mathrm{SL}_{2}(\mathbb{R})$ coming from the discrete Anderson model in dimension 1 and with scalar values. We use the notations introduced in (30) and since here $D=1$ we omit the index 1 in the notations of $\left(\omega_{1}^{(n)}\right)_{n \in \mathbb{Z}}$ or $\nu_{1}$.

Consider $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ the ergodic family of random operators of almost-sure spectrum $[-2,2]+\operatorname{supp} \nu$ defined by

$$
\forall \omega \in \Omega, h_{\omega}: \begin{align*}
\ell^{2}(\mathbb{Z}) & \rightarrow \ell^{2}(\mathbb{Z})  \tag{31}\\
\left(u_{n}\right)_{n \in \mathbb{Z}} & \mapsto\left(-\left(u_{n+1}+u_{n-1}\right)+\omega^{(n)} u_{n}\right)_{n \in \mathbb{Z}}
\end{align*}
$$

The transfer matrices associated with $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ are given by

$$
\forall n \in \mathbb{Z}, \forall E \in \mathbb{R}, T_{\omega^{(n)}}(E)=\left(\begin{array}{cc}
\omega^{(n)}-E-1 \\
1 & 0
\end{array}\right)
$$

and the sequence $\left(T_{\omega^{(n)}}(E)\right)_{n \in \mathbb{Z}}$ is a sequence of random matrices in $\mathrm{SL}_{2}(\mathbb{R})$, i.i.d. and of common law $\mu$ induced by the law $\nu$ of the random variables $\omega^{(n)}$. Since the transfer matrices are i.i.d., the Fürstenberg group is given by

$$
\forall E \in \mathbb{R}, G_{\mu_{E}}=\overline{\left\langle\left\{T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in \operatorname{supp} \nu\right\}\right\rangle}
$$

We first remark that all the matrices in $G_{\mu_{E}}$ are of determinant 1 . To show that $G_{\mu_{E}}$ is not compact, we will exhibit a non-bounded sequence in $G_{\mu_{E}}$. By hypothesis on the law of $\omega^{(0)}$, we have

$$
\left\langle\left(\begin{array}{cc}
a-E & 1 \\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
b-E & -1 \\
1 & 0
\end{array}\right)\right\rangle \subset G_{\mu_{E}} .
$$

Then,

$$
\left(\begin{array}{cc}
a-E & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
b-E & -1 \\
1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
1 & a-b \\
0 & 1
\end{array}\right) \in G_{\mu_{E}}
$$

and for every $n \in \mathbb{N}$,

$$
\left(\begin{array}{c}
1 \\
0 \\
0
\end{array}{ }_{1}^{a-b}\right)^{n}=\left(\begin{array}{c}
1 \\
0 \\
0
\end{array} \begin{array}{c}
n(a-b) \\
1
\end{array}\right) \in G_{\mu_{E}}
$$

which contains an unbounded sequence since $a-b \neq 0$.

It can be shown ${ }^{6}$ that the strong irreducibility of $G_{\mu_{E}}$ is equivalent (under the hypothesis of non-compactness of the Fürstenberg group) to :

$$
\forall \bar{x} \in P\left(\mathbb{R}^{2}\right), \#\left\{M \bar{x} \mid M \in G_{\mu_{E}}\right\} \geq 3
$$

Let $x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, x \neq 0$. Assume that $x_{2} \neq 0$. Then, we show by simple linear systems resolution that for $A=\left(\begin{array}{cc}1 & a-b \\ 0 & 1\end{array}\right)$, the vectors $A x, A^{2} x$ and $A^{3} x$ are non-colinear two by two which allows to build 3 distinct elements in $\left\{M \bar{x} \mid M \in G_{\mu_{E}}\right\}$. If $x_{2}=0$ then $x_{1} \neq 0$ and if $B=\left(\begin{array}{cc}1 & 0 \\ a-b & 1\end{array}\right)=\left(\begin{array}{cc}a-E & -1 \\ 1 & 0\end{array}\right)^{-1}\left(\begin{array}{cc}b-E & -1 \\ 1 & 0\end{array}\right) \in G_{\mu_{E}}$, then the vectors $B x, B^{2} x$ and $B^{3} x$ are non-colinear two by two.

Hence, Fürstenberg theorem applies for every $E \in \mathbb{R}$ and using Theorem 4 one gets the following localization result initially due to Carmona, Klein and Martinelli ${ }^{19}$.

Theorem 11 (Carmona, Klein, Martinelli). The family $\left\{h_{\omega}\right\}_{\omega \in \Omega}$ exhibits dynamical localization in every interval $I \subset \mathbb{R}$.

## 2. The continuous one-dimensional Anderson model

Consider the ergodic family of operators $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ defined by

$$
\begin{align*}
& \forall \omega \in \Omega, H_{\omega}: \quad L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R}) \\
& \quad u \quad \mapsto-u^{\prime \prime}+\left(V_{\text {per }}+\sum_{n \in \mathbb{Z}^{d}} \omega^{(n)} f(\cdot-n)\right) u \tag{32}
\end{align*}
$$

where $V_{\text {per }}$ is a multiplication operator by a locally integrable $\mathbb{Z}$-periodic function and where $f$ is an integrable non-zero function with support in $\left[-\frac{1}{2}, \frac{1}{2}\right]$.

For this ergodic family $\left\{H_{\omega}\right\}_{\omega \in \Omega}$, Damanik, Sims and Stolz ${ }^{21}$ proved the following localization result.

Theorem 12 (Damanik, Sims and Stolz). There exists a discrete set $M \subset \mathbb{R}$ such that for every $E \in \mathbb{R} \backslash M, G_{\mu_{E}}$ is non compact and strongly irreducible. Hence, for every $E \in \mathbb{R} \backslash M$, $\gamma(E)>0$ and on every interval $I \subset \mathbb{R} \backslash M,\left\{H_{\omega}\right\}_{\omega \in \Omega}$ exhibits dynamical localization.

The existence of a discrete set of energies for which the hypotheses of the Fürstenberg theorem are not true will be found in all continuous models.

The demonstration of the strict positivity result of the dominant Lyapunov exponent associated to $\left\{H_{\omega}\right\}_{\omega \in \Omega}$ is clearly more delicate than in the discrete case. For the details we refer directly to ${ }^{21}$. The main difficulty that appears with continuous models is that the transfer matrices no longer have an explicit form as in the discrete case, but require to solve a differential system on the intervals $[n, n+1]$. It is then a question of trying to find an expression of the solutions involved in the transfer matrices which allows to verify the hypotheses of the Fürstenberg theorem. $\mathrm{In}^{21}$, the idea is to consider first the Floquet solutions of $-u^{\prime \prime}+V_{\mathrm{per}} u=E u$ and then to use them to construct Jost solutions of $-u^{\prime \prime}+\left(V_{\text {per }}+f\right) u=E u$. We will have previously reduced ourselves to the case where $a=0$ and $b=1$ and we are therefore led to solve on an interval $[n, n+1]$ either $-u^{\prime \prime}+V_{\text {per }} u=E u$, or $-u^{\prime \prime}+\left(V_{\text {per }}+f\right) u=E u$ in order to determine the two transfer matrices which are contained in the Fürstenberg group.

In the first case, the transfer matrix obtained will be that of a rotation, in the second it will be a linear combination of rotations. The idea is then to start with a unit vector in the plane and to apply the second transfer matrix to it. By choosing well the direction $\theta_{0}$ of the initial unit vector, we obtain a new vector of norm strictly greater than 1 and of direction $\theta_{1}$. By applying the second transfer matrix again we obtain a new vector whose norm depends on $\theta_{1}$. By turning it with the help of the first transfer matrix, we can modify $\theta_{1}$ in a new direction so that when we apply the second transfer matrix we obtain a new vector of norm strictly greater than the second vector obtained. In this way we manage to construct a non-bounded sequence of vectors from a unit vector. We have thus constructed a non-bounded sequence in the Fürstenberg group which is therefore non-compact.

For the strong irreducibility, it is sufficient to use the transfer matrix which is a rotation and one can then construct an infinite number of distinct directions by iteration from a well chosen initial direction.

The discrete set of critical energies $M$ is obtained as the set of zeros of the reflection and transmission coefficients of the constructed Jost solutions, these coefficients being analytically dependent on $E$ and $f$ being assumed to be non zero.

## 3. The one-dimensional Dirac model

Consider the $\mathbb{Z}$-ergodic family $\left\{D_{\omega}\right\}_{\omega \in \Omega}$ acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{2}$,

$$
D_{\omega}=\left(\begin{array}{cc}
0 & -\frac{d}{d x} \\
\frac{d}{d x} & 0
\end{array}\right)+V_{\mathrm{per}}+V_{\omega}
$$

where $V_{\text {per }}$ is a $\mathbb{Z}$-periodic linear combination of the Pauli matrices $\sigma_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), \sigma_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ and $I_{2}$, and $V_{\omega}$ is a random potential given by $V_{\omega}(x)=\sum_{n \in \mathbb{Z}} \omega^{(n)} f(x-n)$ where $f$ is a linear combination of $\sigma_{1}$ and $\sigma_{3}$ or a multiple of $I_{2}$.

Theorem $13\left({ }^{49}\right)$. There exists a discrete set $M \subset \mathbb{R}$ such that for every $E \in \mathbb{R} \backslash M, G_{\mu_{E}}$ is non compact and strongly irreducible. Hence, for every $E \in \mathbb{R} \backslash M, \gamma(E)>0$ and on every interval $I \subset \mathbb{R} \backslash M,\left\{D_{\omega}\right\}_{\omega \in \Omega}$ exhibits dynamical localization.

The proof of this theorem is very similar to that of Theorem 12 as far as the study of the Fürstenberg group is concerned. It is also necessary to adapt to the case of the Dirac operator some parts of the proof of Theorem 4, in particular concerning the existence and the properties of the integrated density of states, including the Thouless formula. For this purpose, we can rely on the results of ${ }^{16}$ and on their adaptation of Kotani's theory to the Dirac framework.

The Fürstenberg theorem is sufficient to demonstrate the strict positivity of the dominant Lyapunov exponent for the discrete and continuous Anderson models or for this Dirac model. When we go to the quasi-one-dimensional models, we have to find new algebraic criteria.

## B. The Goldsheid-Margulis criterion

When one wishes to verify the hypotheses of the Corollary 1 on concrete examples of quasi-one-dimensional Anderson operators, one comes up against a real difficulty. Even in the case of the discrete quasi-one-dimensional Anderson model presented by Goldsheid and Margulis $\mathrm{in}^{31}$, whose transfer matrices are explicit and of a relatively simple form, the hypotheses of $p$-contractivity and especially of $L_{p}$-strong irreducibility are not easy to verify. This is why Goldsheid and Margulis proved the following criterion.

Theorem 14 (Goldsheid and Margulis, ${ }^{31}$ ). Let $G$ be a subgroup of $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$. If $G$ is Zariskidense in $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$, then $G$ is $p$-contracting and $L_{p}$-strongly irreducible for all $p \in\{1, \ldots, N\}$.

This criterion allows us to reduce the dynamical problem of separation and strict positivity of Lyapunov exponents to an algebraic problem of reconstruction of a Lie group. The key point is that the Zariski closure of a linear Lie group is still a linear Lie group. As we will see later on, the fact that we will work most of the time in the symplectic group which is connected, will allow us to bring most of the calculations to the level of Lie algebras, which is even simpler because the algebraic calculations in a group become calculations of linear algebra, and of Lie brackets.

## 1. The discrete quasi-one-dimensional Anderson model

We want to study the family of operators $\left\{h_{\omega}^{(D)}\right\}_{\omega \in \Omega}$ defined by

$$
\forall \omega \in \Omega, h_{\omega}^{(D)}: \begin{align*}
\ell^{2}\left(\mathbb{Z}, \mathbb{C}^{D}\right) & \rightarrow \ell^{2}\left(\mathbb{Z}, \mathbb{C}^{D}\right)  \tag{33}\\
\left(u_{n}\right)_{n \in \mathbb{Z}} & \mapsto\left(-\left(u_{n+1}+u_{n-1}\right)+V_{\omega^{(n)}} u_{n}\right)_{n \in \mathbb{Z}}
\end{align*}
$$

where $V_{\omega^{(n)}}=V_{0}+\operatorname{diag}\left(\omega_{1}^{(n)}, \ldots, \omega_{D}^{(n)}\right)$ with $V_{0}$ the tridiagonal matrix with zero diagonal terms and 1 on the upper and lower diagonals.

Goldsheid and Margulis proved in ${ }^{31}$ that the Fürstenberg group of $\left\{h_{\omega}^{(D)}\right\}_{\omega \in \Omega}$ is Zariskidense in $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$. From this result, Klein, Martinelli and Speis proved $\mathrm{in}^{38}$ the following result of localization.

Theorem $15\left({ }^{(31,38)}\right.$. For every $E \in \mathbb{R}, G_{\mu_{E}}$ is Zariski-dense in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$. Hence, $\left\{h_{\omega}^{(D)}\right\}_{\omega \in \Omega}$ exhibits dynamical localization in every interval $I \subset \mathbb{R}$.

The transfer matrices associated with $\left\{h_{\omega}^{(D)}\right\}_{\omega}$ are given by $T_{\omega^{(n)}}(E)=\left(\begin{array}{cc}V_{\omega(n)}-E-I_{\mathrm{D}} \\ I_{\mathrm{D}} & 0\end{array}\right)$. These transfer matrices form an i.i.d. sequence of matrices in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ of common law $\mu_{E}$ and one has

$$
G_{\mu_{E}}=\overline{\left\langle T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in \operatorname{supp}\left(\nu_{1} \otimes \cdots \otimes \nu_{D}\right)\right\rangle}
$$

According to the hypothesis made on the supports of the $\nu_{i}^{\prime}$ 's and setting $a=0$ and $b=1$,

$$
G_{\{0,1\}, E}:=\overline{\left\langle T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in\{0,1\}^{D}\right\rangle} \subset G_{\mu_{E}}
$$

and it is therefore sufficient to show that the subgroup generated by $2^{D}$ matrices, $G_{\{0,1\}}(E)$, is Zariski-dense in $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$. Let us denote $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$ its Zariski closure in $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ and $\mathfrak{g}(E)$ the Lie algebra of $\mathrm{Cl}_{Z}\left(G_{\{0,1\}, E}\right)$. Recall that the Lie algebra of $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ is given by

$$
\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})=\left\{\left(\begin{array}{cc}
A & B_{1} \\
B_{2} & -t^{t} A
\end{array}\right), A \in \mathcal{M}_{\mathrm{D}}(\mathbb{R}), b_{1} \text { and } b_{2} \text { symmetric }\right\}
$$

For $i, j \in\{1, \ldots, D\}$, let $E_{i j}$ be the matrix in $\mathcal{M}_{\mathrm{D}}(\mathbb{R})$ with a coefficient 1 at the intersection of the $i$-th row and the $j$-th column, and 0 elsewhere. We also set

$$
\forall i, j \in\{1, \ldots, D\}, X_{i j}=\frac{1}{2}\left(\begin{array}{cc}
0 & E_{i j}+E_{j i} \\
0 & 0
\end{array}\right), Y_{i j}={ }^{t} X_{i j}, Z_{i j}=\left(\begin{array}{cc}
E_{i j} & 0 \\
0 & -E_{j i}
\end{array}\right) .
$$

An elementary calculation on Lie brackets of these three matrices allows to show that $\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$ is generated by $\left\{X_{i j}, Y_{i j}|i, j \in\{1, \ldots, D\},|i-j| \leq 1\}\right.$. From this, we are led to show that, for any $E \in \mathbb{R}, \mathfrak{g}(E)$ contains all the matrices $X_{i j}$ and $Y_{i j}$ for $i, j \in\{1, \ldots, D\}$, $|i-j| \leq 1$. We fix $E \in \mathbb{R}$ and proceed by successive steps.

First, we prove that matrices of the form $\left(\begin{array}{cc}I & D \\ 0 & I\end{array}\right)$ and $\left(\begin{array}{ll}I & 0 \\ D & I\end{array}\right)$ where $D$ is diagonal, are in $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$. For that we choose $T_{1}$ and $T_{2}$ in $G_{\{0,1\}}(E)$ associated to two realizations $V_{1}$ and $V_{2}$ of $V_{\omega(0)} . \mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$ being a group, it is stable by inversion and product. So we have :

$$
B:=T_{1} T_{2}^{-1}=\binom{I V_{0} V_{1}-V_{2}}{I} \in G_{\{0,1\}}(E) .
$$

Let $i \in\{1, \ldots, D\}$. We can choose $V_{1}$ and $V_{2}$ so that $B=\left(\begin{array}{cc}I & E_{i i} \\ 0 & I\end{array}\right)$. Then, for every $n \in \mathbb{Z}$ : $B^{n}=\left(\begin{array}{c}I \\ 0 \\ 0\end{array} I_{i i}\right)$. Let $P$ be a polynomial in $\mathbb{R}\left[X_{1,1}, \ldots, X_{2 D, 2 D}\right]$ such that $: \forall n \in \mathbb{Z}, P\left(B^{n}\right)=0$. We fix $X_{j, j}=1$ for all $j \in\{1, \ldots, 2 D\}$ and $X_{r, l}=0$ for $r \neq l$ except for $X_{i, D+i}$ and we
consider :

$$
\widetilde{P}: X_{i, D+i} \mapsto P\left(\left(\begin{array}{l}
\left.\left.I\left(\begin{array}{ccc}
0 & \mid & 0 \\
- & X_{i, D+i} \\
0 & \mid & 0
\end{array}\right)\right)\right), ~ \\
0 \\
\\
I
\end{array}\right)\right.
$$

which is a polynomial in one variable with an infinite number of roots, the $n \in \mathbb{Z}$. So $\widetilde{P}$ is the null polynomial and : $\forall \alpha \in \mathbb{R}, \widetilde{P}(\alpha)=0$. This means that $P$ cancels on all matrices $\left(\begin{array}{cc}I & \alpha E_{i i} \\ 0 & I\end{array}\right)$. By definition of the Zariski closure, $\forall \alpha \in \mathbb{R},\left(\begin{array}{cc}I & \alpha E_{i i} \\ 0 & I\end{array}\right) \in \mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$. Since we have fixed an arbitrary $i$, we have : $\forall \alpha_{1}, \ldots, \alpha_{D} \in \mathbb{R}$,

$$
\left(\begin{array}{c}
I \\
\alpha_{1} E_{11} \\
I
\end{array}\right) \ldots\left(\begin{array}{c}
I \\
0 \\
0
\end{array} \alpha_{D} E_{D D}\right)=\binom{I \alpha_{1} E_{11}+\ldots+\alpha_{D} E_{D D}}{0} \in \mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right) .
$$

This implies that $\left(\begin{array}{cc}I & D \\ 0 & I\end{array}\right) \in \mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$ for every diagonal matrix $D$.
We have detailed a lot this first step because it is the one where the Zariski topology is involved. The other steps are a series of back and forth between $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$ and its Lie algebra: obtaining elements in $\mathrm{Cl}_{Z}\left(G_{\{0,1\}, E}\right)$ allows to deduce elements contained in its Lie algebra and by linear combinations and Lie brackets we obtain new elements in the Lie algebra. By taking the exponential we recover elements in $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)$ that we could not have constructed easily with only the product and the inverse.

Finally we obtain that $\mathfrak{g}(E)=\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$ and by connexity of $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ that $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\{0,1\}, E}\right)=$ $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$. This allows us to deduce that the Fürstenberg group associated to the family $\left\{h_{\omega}^{(D)}\right\}_{\omega \in \Omega}$ is Zariski-dense in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ which, applying Theorem 4, implies Theorem 15.

## 2. Point interactions

We use the notations introduced in (7) and (8). In this model, the random parameters intervene punctually in each integer, through interface conditions expressed on the eigenfunctions. This explains why we speak of point interactions. This model turns out to be very close to a discrete model like the quasi-one-dimensional discrete Anderson model. From the point of view of the randomness, we find the same dependence of the transfer matrices as in the discrete case, this one intervening only at integer points. On the other hand, considering a continuous Laplacian in dimension 1 instead of a discrete Laplacian changes the dependence of the transfer matrices on the energy parameter, which leads to the existence of critical energies where the Lyapunov exponents could cancel.

To determine the transfer matrices associated to $\left\{H_{P, \omega}\right\}_{\omega \in \Omega}$, we consider for $E \in \mathbb{R}$ the differential system $H_{P, \omega} u=E u$ whose solutions are functions $u=\left(u_{1}, \ldots, u_{D}\right): \mathbb{R} \rightarrow \mathbb{C}^{D}$ satisfying $-u^{\prime \prime}+V_{0} u=E u$ on $\mathbb{R} \backslash \mathbb{Z}$ and such that each coordinate function $u_{i}$ satisfies the boundary conditions: $\forall i \in\{1, \ldots, D\}, \forall n \in \mathbb{Z}, u_{i}^{\prime}\left(n^{+}\right)=u_{i}^{\prime}\left(n^{-}\right)+c_{i} \omega_{i}^{(n)} u_{i}(n)$. If $u$ is such a solution, the transfer matrix $T_{\omega^{(n)}}^{(n, n+1]}(E)$ from $n^{+}$to $(n+1)^{+}$is defined by

$$
\forall n \in \mathbb{Z},\binom{u\left((n+1)^{+}\right)}{u^{\prime}\left((n+1)^{+}\right)}=T_{\omega^{(n)}}^{(n, n+1]}(E)\binom{u\left(n^{+}\right)}{u^{\prime}\left(n^{+}\right)} .
$$

The sequence $\left(T_{\omega^{(n)}}^{(n, n+1]}(E)\right)_{n \in \mathbb{Z}}$ is an i.i.d. sequence of matrices in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ whose common law is $\mu_{E}$. As in the case of the quasi-one-dimensional discrete Anderson model, we compute explicitly the transfer matrices. To do so, we start by solving the free differential system on the open interval $(n, n+1)$. By 1-periodicity of $V_{0}$, it is sufficient to do it on the interval $(0,1)$. We then obtain the transfer matrix from $n^{+}$to $(n+1)^{-}$:

$$
T_{(n, n+1)}(E)=T_{(0,1)}(E)=\exp \left(\begin{array}{cc}
0 & I_{\mathrm{D}} \\
V_{0}-E I_{\mathrm{D}} & 0
\end{array}\right) .
$$

We also set, for every $Q \in \mathcal{M}_{\mathrm{D}}(\mathbb{R}), M(Q) \in \mathcal{M}_{2 \mathrm{D}}(\mathbb{R})$ defined by $M(Q)=\left(\begin{array}{cc}I_{\mathrm{D}} & 0 \\ Q & I_{\mathrm{D}}\end{array}\right)$. Then, using the boundary conditions, the transfer matrix from $(n+1)^{-}$to $(n+1)^{+}$is non other than $M\left(\operatorname{diag}\left(c_{1} \omega_{1}^{(n)}, \ldots, c_{D} \omega_{D}^{(n)}\right)\right)$. Finally, the transfer matrix from $n^{+}$to $(n+1)^{+}$is the product of the transfer matrices from $n^{+}$to $(n+1)^{-}$and from $(n+1)^{-}$to $(n+1)^{+}$.

$$
T_{\omega(n)}^{(n, n+1]}(E)=M\left(\operatorname{diag}\left(c_{1} \omega_{1}^{(n)}, \ldots, c_{D} \omega_{D}^{(n)}\right)\right) T_{(0,1)}(E)
$$

The first factor contains the random part and is independent of the energy $E$. The second factor is deterministic and depends only on $E$.

Finally, the i.i.d. character of the transfer matrices allows us to obtain the following internal description for the Fürstenberg group :

$$
G_{\mu_{E}}=\overline{<T_{\omega^{(0)}}^{(0,1]}(E) \mid \omega^{(0)} \in \operatorname{supp} \nu>}
$$

$\operatorname{In}^{14}$ and $^{9}$ we proved the following result.
Theorem 16. There exists a discrete set $\mathcal{S}_{P, 2} \subset \mathbb{R}$ (respectively $\mathcal{S}_{P, 3} \subset \mathbb{R}$ ), such that for every $E \in \mathbb{R} \backslash \mathcal{S}_{P, 2}$ (respectively $E \in \mathbb{R} \backslash \mathcal{S}_{P, 3}$ ), $G_{\mu_{E}}$ est Zariski-dense dans $\operatorname{Sp}_{2}(\mathbb{R})$
(respectively $\mathrm{Sp}_{3}(\mathbb{R})$ ).
Hence, for $D=2$ and $D=3$, the almost-sure absolutely continuous spectrum of $\left\{H_{P, \omega}\right\}_{\omega \in \Omega}$ is empty.

Moreover, the integrated density of states associated to $\left\{H_{P, \omega}\right\}_{\omega \in \Omega}$ is Hölder continuous on every interval included in $\mathbb{R} \backslash \mathcal{S}_{P, 2}$ if $D=2$ and in $\mathbb{R} \backslash \mathcal{S}_{P, 3}$ if $D=3$.

Unfortunately, we were not able to go further in our analysis of $\left\{H_{P, \omega}\right\}_{\omega \in \Omega}$ and in particular we did not prove a weak Wegner estimate for this model.

Open question 1. Prove the analog of Theorem 4 in the framework of point interaction models.

To prove Theorem 16, the first thing to do is to compute explicitly the matrix exponential in $T_{(0,1)}(E)$. This leads us to separate the proof into several cases depending on the value of the energy $E$. Indeed, for $E>1$, if $U=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right)$ then $T_{(0,1)}(E)=\left(\begin{array}{cc}U & 0 \\ 0 & U\end{array}\right) R_{\alpha, \beta}\left(\begin{array}{ll}U & 0 \\ 0 & U\end{array}\right)$, where $\alpha=\sqrt{E-1}, \beta=\sqrt{E+1}$, and

$$
R_{\alpha, \beta}=\left(\begin{array}{cccc}
\cos \alpha & 0 & \frac{1}{\alpha} \sin \alpha & 0 \\
0 & \cos \beta & 0 & \frac{1}{\beta} \sin \beta \\
-\alpha \sin \alpha & 0 & \cos \alpha & 0 \\
0 & -\beta \sin \beta & 0 & \cos \beta
\end{array}\right) .
$$

For $E \in(-1,1)$, we obtain the same expression by changing in $R_{\alpha, \beta}$ the cosines and sines of $\alpha$ by cosines and hyperbolic sines. For $E<-1$ we still get the same expression by changing in $R_{\alpha, \beta}$ all cosines and sines by hyperbolic cosines and hyperbolic sines.

With this explicit form of the transfer matrices, we proceed to a multi-step proof of the fact that the Zariski closure of $G_{\mu_{E}}$ is equal to $\mathrm{Sp}_{2}(\mathbb{R})$ for all energies $E$ except those in a discrete set which we obtain in the course of the proof. First, by exploiting the definition of the Zariski closure and using the hypothesis made on the support of the $\nu_{i}$ 's, we show that for any diagonal matrix $Q \in \mathcal{M}_{2}(\mathbb{R}),\left(\begin{array}{cc}0 & 0 \\ Q & 0\end{array}\right)$ is in the Lie algebra of $\mathrm{Cl}_{\mathbb{Z}}\left(G_{\mu_{E}}\right)$. Thus $M(Q)$ is in $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\mu_{E}}\right)$ for any diagonal matrix $Q \in \mathcal{M}_{2}(\mathbb{R})$. Then, we use the conjugation property in linear Lie groups to conjugate $\left(\begin{array}{ll}0 & 0 \\ Q & 0\end{array}\right)$ by powers of $R_{\alpha, \beta}$ and stay in the group $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\mu_{E}}\right)$. By choosing four such powers we obtain a family of four matrices in the Lie algebra of $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\mu_{E}}\right)$ which we show is free in $\mathcal{M}_{2}(\mathbb{R})$ except for a discrete set of values of $E$. These values of $E$ are the ones for which the $4 \times 4$ determinant formed by the four columns, whose coefficients are the non-zero coefficients of the four matrices considered, vanish. Thus, we obtain a subspace
of dimension 4 contained in the Lie algebra of $\mathrm{Cl}_{Z}\left(G_{\mu_{E}}\right)$ and by taking particular matrices in this space, we obtain new ones by Lie brackets. Then we consider a new family of 6 matrices whose non-zero coefficients are complementary to the non-zero coefficients of the first family of 4 matrices considered and which are still in the Lie algebra of $\mathrm{Cl}_{Z}\left(G_{\mu_{E}}\right)$. Again, we have to exclude a discrete set of values of $E$ for which a determinant $6 \times 6$ cancels. We then obtain a free family of 10 matrices in the Lie algebra of $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\mu_{E}}\right)$. As the Lie algebra of $\mathrm{Sp}_{2}(\mathbb{R})$ is of dimension 10 we have well shown the equality of these two Lie algebras and by connexity of $\mathrm{Sp}_{2}(\mathbb{R})$, the equality $\mathrm{Cl}_{\mathrm{Z}}\left(G_{\mu_{E}}\right)=\mathrm{Sp}_{2}(\mathbb{R})$. Hence the desired result using the Goldsheid and Margulis criterion, Theorem 2 for the absence of absolutely continuous spectrum and Theorem 8 for the regularity result of the integrated density of states.

The proof in the case $D=3$ is very similar to the case $D=2$. From the construction, one remarks that we can choose $c_{2}=0$ and still obtain the Zariski denseness of $G_{\mu_{E}}$ in $\operatorname{Sp}_{3}(\mathbb{R})$ at the end. This fact means that we are in the presence of a phenomenon of propagation of the randomness. According to Kotani's theory, heuristically, if the second layer in our model becomes deterministic, we should not have separability of Lyapunov exponents. But, the first and third layers are coupled to the second through the deterministic potential $V_{0}$ and the randomness of the first and third layers is somehow transported to the second. To our knowledge there are only two other papers in which this phenomenon is observed ${ }^{29,30}$.

Due to the use of explicit determinants in the construction we were not able to obtain the Zariski-denseness in $\operatorname{Sp}_{D}(\mathbb{R})$ of the Fürstenberg group for arbitrary $D \geq 1$.

Open question 2. For $D \geq 1$, prove that the Fürstenberg group associated to $\left\{H_{P, \omega}\right\}_{\omega \in \Omega}$ is Zariski-dense in $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$.

## 3. A continuous quasi-one-dimensional Anderson model for $D=2$ (I)

$\mathrm{In}^{14}$, we have obtained a first result of Lyapunov exponents separability for the following quasi-one-dimensional continuous Anderson-Bernoulli model :

$$
\forall \omega \in \Omega, H_{\omega}^{(2)}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{2}+\left(\begin{array}{ll}
0 & 1  \tag{34}\\
1 & 0
\end{array}\right)+\sum_{n \in \mathbb{Z}}\left(\begin{array}{cc}
\omega_{1}^{(n)} \mathbb{1}_{[0,1]}(x-n) & 0 \\
0 & \omega_{2}^{(n)} \mathbb{1}_{[0,1]}(x-n)
\end{array}\right)
$$

acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{2}$.

Theorem $17\left({ }^{14}\right)$. There exists a countable set $\mathcal{C}$ such that, for any $E \in(2,+\infty) \backslash \mathcal{C}$, the Fürstenberg group of $\left\{H_{\omega}^{(2)}\right\}_{\omega \in \Omega}$ is Zariski-dense in $\mathrm{Sp}_{2}(\mathbb{R})$. Hence

$$
\forall E \in(2,+\infty) \backslash \mathcal{C}, \gamma_{1}(E)>\gamma_{2}(E)>0
$$

and there is no almost-sure absolutely continuous spectrum of $\left\{H_{\omega}^{(2)}\right\}_{\omega \in \Omega}$ in $(2,+\infty)$.

For $E \in \mathbb{R}$ fixed, the transfer matrix $T_{\omega(0)}(E)$ is of the form $\exp \left(\begin{array}{cc}0 & I_{2} \\ V_{\omega}^{(0)}-E I_{2} & 0\end{array}\right)$ where $V_{\omega}^{(0)}=$ $\left(\begin{array}{cc}\omega_{1}^{(0)} & 1 \\ 1 & \omega_{2}^{(0)}\end{array}\right)$ and $I_{2}$ is the identity matrix of order 2 . It is therefore necessary to compute an exponential matrix which this time depends on $\omega$, contrary to the case of the model of point interactions. This greatly complicates the calculations in the following.

We notice that here we do not use the Zariski-denseness at the first step as in the discrete or point interactions cases, but an argument of density of trajectories on the torus $\mathbb{R}^{2} /(2 \pi \mathbb{Z})^{2}$ hence the fact that we have to exclude a countable set of energies.

The fact of excluding only a countable set of energies is sufficient to apply Theorem 2 and get absence of absolutely continuous spectrum, but it is insufficient to apply Theorem 4 which allows us to go from the separability of Lyapunov exponents to Anderson localization. Indeed, in our construction, nothing tells us that this countable set $\mathcal{C}$ is not dense in $(2,+\infty)$ and that we cannot therefore find an interval of energies on which we have the Zariskidenseness of the Fürstenberg group. We will see how to refine the algebraic techniques used in the proof of this theorem to obtain that in fact the Fürstenberg group is dense in the sense of the usual topology in $\mathrm{Sp}_{2}(\mathbb{R})$ for energies in $(2,+\infty)$ and outside a discrete set.

## C. The Breuillard-Gelander criterion

Proving that a subgroup of $\operatorname{Sp}_{D}(\mathbb{R})$ is Zariski-dense in $\operatorname{Sp}_{D}(\mathbb{R})$ is a constructive problem that can be difficult to implement. In the previous section, having transfer matrices given by matrix exponentials in which the random parameters and the energy parameter are mixed makes the explicit construction difficult and we can no longer follow the construction done in the discrete quasi-one-dimensional case or in the case of the point interaction model. In order to improve the result obtained in Theorem 17, it was therefore necessary to find a new algebraic criterion allowing to obtain the denseness and consequently the Zariski
denseness of a subgroup in a Lie group having reasonable properties of semisimplicity and connectedness. We will therefore present in this section a criterion allowing to reduce the question of whether a subgroup of a semisimple Lie group $G$ generated by a finite number of elements is dense, to a problem of reconstruction of the Lie algebra of $G$.

Theorem 18 (Breuillard and Gelander ${ }^{17}$ ). If $G$ is a real semisimple connected Lie group of Lie algebra $\mathfrak{g}$, then there exists a neighborhood $\mathcal{O} \subset G$ of the identity, on which $\log =\exp ^{-1}$ is a well-defined diffeomorphism and such that $g_{1}, \ldots, g_{m} \in \mathcal{O}$ generate a dense subgroup of $G$ whenever $\log \left(g_{1}\right), \ldots, \log \left(g_{m}\right)$ generate $\mathfrak{g}$.

The term "generating" is used here in the sense of Lie algebras, thus taking into account both the linear combinations and the Lie bracket.

Theorem 18 gives us a clear plan to follow when we want to show that a subgroup of the symplectic group is dense in the symplectic group. We have to start by constructing elements of our subgroup (the Fürstenberg group in our case) which are in the neighborhood $\mathcal{O}$ given by Theorem 18 when applied to the symplectic group, and then we compute the logarithms of these elements. We then consider the Lie algebra generated by these logarithms and show that it is equal to the Lie algebra of the symplectic group.

## 1. A continuous quasi-one-dimensional Anderson model for $D=2$ (II)

$\mathrm{In}^{7}$, I obtained the following result which improves Theorem 17.

Theorem 19. There exists a discrete set $\mathcal{S} \subset \mathbb{R}$ such that, for any $E \in(2,+\infty) \backslash \mathcal{S}$, the Fürstenberg group of $\left\{H_{\omega}^{(2)}\right\}_{\omega \in \Omega}$ is dense (and therefore Zariski-dense) in $\mathrm{Sp}_{2}(\mathbb{R})$. Thus $\left\{H_{\omega}^{(2)}\right\}_{\omega \in \Omega}$ exhibits dynamical localization in every compact interval included in $(2,+\infty) \backslash \mathcal{S}$ and which intersects the almost-sure spectrum of $\left\{H_{\omega}^{(2)}\right\}_{\omega \in \Omega}$.

First of all, we have to construct, from the transfer matrices, matrices in the neighborhood $\mathcal{O}$ of $I_{4}$ given by Theorem 18 applied to the group $\mathrm{Sp}_{2}(\mathbb{R})$. This time we do not want to use an argument of density of trajectories on the torus because it would lead as before to a countable dense set of critical energies instead of a discrete set. We will instead use a simultaneous diophantine approximation argument which leads to the existence of $m_{\omega(0)}(E) \in \mathbb{N}^{*}$ such that $1 \leq m_{\omega^{(0)}}(E) \leq M$ and $\left(T_{\omega^{(0)}}(E)\right)^{m_{\omega}(0)}(E) \in \mathcal{O}$, for any $M \geq 1$ fixed.

The second step consists in calculating the logarithms of the matrices $\left(T_{\omega^{(0)}}(E)\right)^{m} \omega^{(0)}(E)$ which we have just shown to be in $\mathcal{O}$. Of course, even if these matrices are written as exponentials, nothing tells us that the arguments of these exponentials are in $\log \mathcal{O}$ and a priori

$$
\log \left(T_{\omega^{(0)}}(E)\right)^{m_{\omega(0)}^{(0)}(E)} \neq m_{\omega^{(0)}}(E)\left(\begin{array}{cc}
0 & I_{2} \\
V_{\omega}^{(0)}-E I_{2} & 0
\end{array}\right) .
$$

Because of that, the logarithms have an expression which make difficult to prove that they generate the Lie algebra $\mathfrak{s p}_{2}(\mathbb{R})$. We still manage to do very explicit computations and constructions which involves, like in the case of point interactions, many determinants from which we deduce the discrete set of critical energies to exclude.

In view of the calculations carried out in this approach, it is clear that it is difficult to continue with this very explicit approach to tackle the case of quasi-one-dimensional operators whose matrix potentials are in $\mathcal{M}_{\mathrm{D}}(\mathbb{R})$ for any $D \geq 1$. To get around these difficulties and obtain a more general result, there will of course be a price to pay : we have to introduce a parameter of large disorder which was not present in our first results, just as it is not present in the results on the discrete quasi-one-dimensional Anderson model.

## 2. A continuous quasi-one-dimensional Anderson model for $D \geq 1$

Again, let's take the notations introduced in (30). We introduce, for any $\omega \in \Omega$ and any real number $\ell>0$, the operator

$$
H_{\omega, \ell}^{(D)}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \otimes I_{\mathrm{D}}+V_{0}+\sum_{n \in \mathbb{Z}}\left(\begin{array}{ccc}
c_{1} \omega_{1}^{(n)} \mathbf{1}_{[0, \ell]}(x-\ell n) & & 0  \tag{35}\\
& & \ddots
\end{array}\right]
$$

acting on $L^{2}(\mathbb{R}) \otimes \mathbb{C}^{D}$. The numbers $c_{1}, \ldots, c_{D}$ are non-zero real numbers, $V_{0}$ denotes the multiplication operator by the tridiagonal matrix whose diagonal coefficients are zero and those on the sub and upper diagonals are $1, \mathbf{1}_{[0, \ell]}$ is the characteristic function of the interval $[0, \ell]$.

The real $\ell>0$ can be seen as a parameter measuring the intensity of the disorder. Indeed, in an interval of fixed length, the smaller $\ell$ is, the more this fixed interval will contain random variables of the sequence $\left(\omega^{(n)}\right)_{n \in \mathbb{Z}}$, these being found in each point of the $\ell \mathbb{Z}$ lattice. For example the interval $[0,1]$ will contain $\mathrm{E}\left(\frac{1}{\ell}\right)$ random variables. So when $\ell$ decreases towards

0 , the randomness fills more and more the bounded intervals of $\mathbb{R}$.
Let $\mathcal{O}$ be the neighborhood of $I_{2 \mathrm{D}}$ in $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ given by the Breuillard and Gelander theorem applied to the symplectic group of order $D$. We set

$$
\mathrm{d}_{\log \mathcal{O}}=\max \{R>0 \mid B(0, R) \subset \log \mathcal{O}\}
$$

where $B(0, R)$ is the open ball centered in 0 and of radius $R>0$ for the topology induced on the Lie algebra $\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$ of $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$ by the matrix norm associated to the Euclidean norm on $\mathbb{R}^{2 D}$.

Let $M_{\omega^{(0)}}=V_{0}+\operatorname{diag}\left(c_{1} \omega_{1}^{(0)}, \ldots, c_{D} \omega_{D}^{(0)}\right)$. The matrix $M_{\omega^{(0)}}$ is symmetric, so its eigenvalues $\lambda_{1}^{\omega^{(0)}}, \ldots, \lambda_{D}^{\omega^{(0)}}$ are real. We set :

$$
\begin{equation*}
\lambda_{\min }=\min _{\omega^{(0)} \in\{0,1\}^{D}} \min _{1 \leq i \leq D} \lambda_{i}^{\omega^{(0)}}, \quad \lambda_{\max }=\max _{\omega^{(0)} \in\{0,1\}^{D}} \max _{1 \leq i \leq D} \lambda_{i}^{\omega^{(0)}} \tag{36}
\end{equation*}
$$

and $\lambda_{0}=\frac{\lambda_{\max }-\lambda_{\text {min }}}{2}$. We also set $\ell_{C}:=\ell_{C}(D)=\min \left(1, \frac{\mathrm{~d}_{\mathrm{og} \mathcal{O}}}{\lambda_{0}}\right)$ and for every $\ell<\ell_{C}$,

$$
\begin{equation*}
I(\ell, D)=\left[\lambda_{\max }-\frac{\mathrm{d}_{\log \mathcal{O}}}{\ell}, \lambda_{\min }+\frac{\mathrm{d}_{\log \mathcal{O}}}{\ell}\right] \subset \mathbb{R} . \tag{37}
\end{equation*}
$$

With all these notations, we state the localization result obtained in ${ }^{10}$.
Theorem $20\left({ }^{10}\right)$. For every $\ell \in\left(0, \ell_{C}\right)$ and every $E \in I(D, \ell)$, the Fürstenberg group of $\left\{H_{\omega, \ell}^{(D)}\right\}_{\omega \in \Omega}$ is equal to $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$. Therefore, the family $\left\{H_{\omega, \ell}^{(D)}\right\}_{\omega \in \Omega}$ exhibits dynamical localization on every compact interval $I \subset I(D, \ell) \cap \Sigma$.

To prove this theorem it suffices to prove the first point and to use Theorem 4.
For $E \in \mathbb{R}, n \in \mathbb{Z}$ and $\omega^{(n)} \in \tilde{\Omega}^{\otimes D}$, let $M_{\omega^{(n)}}(E)=V_{0}+\operatorname{diag}\left(c_{1} \omega_{1}^{(n)}, \ldots, c_{N} \omega_{D}^{(n)}\right)-E I_{\mathrm{D}}$. So, if we also define

$$
X_{\omega^{(n)}}(E)=\left(\begin{array}{cc}
0 & I_{\mathrm{D}}  \tag{38}\\
M_{\omega(n)}(E) & 0
\end{array}\right) \in \mathcal{M}_{2 \mathrm{D}}(\mathbb{R})
$$

by solving the differential system with constant coefficients $H_{\omega, \ell}^{(D)} u=E u$ on $[\ell n, \ell(n+1)]$,

$$
\begin{equation*}
\forall \ell>0, \forall n \in \mathbb{Z}, \forall E \in \mathbb{R}, T_{\omega^{(n)}}(E)=\exp \left(\ell X_{\omega^{(n)}}(E)\right) \tag{39}
\end{equation*}
$$

Being able to write the transfer matrices $T_{\omega^{(n)}}(E)$ as a matrix exponential is very impor-
tant in the sequel, in particular to be able to apply Theorem 18.
We have the internal description of the Fürstenberg group $G_{\mu_{E}}$ associated to the family $\left\{H_{\omega, \ell}^{(D)}\right\}_{\omega \in \Omega}$ :

$$
\forall E \in \mathbb{R}, G_{\mu_{E}}=\overline{<T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in \operatorname{supp} \nu>}
$$

Since $\{0,1\}^{D} \subset \operatorname{supp} \nu, \overline{<T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in\{0,1\}^{N}>} \subset G_{\mu_{E}}$.
Theorem 18 gives us the plan of our demonstration.

1. We construct $\ell_{C}$ and $I(\ell, D)$ so that for all $\ell \in\left(0, \ell_{C}\right)$ and all $E \in I(\ell, D), T_{\omega(0)}(E) \in \mathcal{O}$, for any $\omega^{(0)} \in\{0,1\}^{D}$, where $\mathcal{O}$ is the neighborhood of $I_{2 D}$ given by Theorem 18 applied to $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$.
2. For $\ell<\ell_{C}$, we compute $\log T_{\omega^{(0)}}(E)$.
3. We finally show that $\operatorname{Lie}\left\{\log T_{\omega^{(0)}}(E) \mid \omega^{(0)} \in\{0,1\}^{D}\right\}=\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$.

The last point will be a consequence of the following algebraic lemma which we do not prove here but which is shown in detail in ${ }^{10}$.

Lemme 1. Let $D \geq 1$ and $E \in \mathbb{R}$.
The Lie algebra generated by the set $\left\{X_{\omega^{(0)}}(E) \mid \omega^{(0)} \in\{0,1\}^{D}\right\}$ is equal to $\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$.

Let's go back to the first step of the demonstration of Theorem 20. First of all, the singular values of $X_{\omega^{(0)}}(E)$ are $1,\left(\lambda_{1}^{\omega^{(0)}}-E\right)^{2}, \ldots,\left(\lambda_{D}^{\omega^{(0)}}-E\right)^{2}$, hence :

$$
\left\|X_{\omega^{(0)}}(E)\right\|=\max \left(1, \max _{1 \leq i \leq D}\left|\lambda_{i}^{\omega^{(0)}}-E\right|\right)
$$

where || \|| is the matrix norm associated with the Euclidean norm on $\mathbb{R}^{2 D}$.
Since the neighborhood $\mathcal{O}$ depends only on $\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$, thus only on $D$, we construct an interval of values of $E$ such that, for $\ell$ small enough,

$$
\begin{equation*}
\forall \omega^{(0)} \in\{0,1\}^{D}, 0<\ell\left\|X_{\omega^{(0)}}(E)\right\|<\mathrm{d}_{\log \mathcal{O}} \tag{40}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
0<\ell \max \left(1, \max _{\omega^{(0)} \in\{0,1\}^{D}} \max _{1 \leq i \leq D}\left|\lambda_{i}^{\omega^{(0)}}-E\right|\right)<\mathrm{d}_{\log } \mathcal{O} \tag{41}
\end{equation*}
$$

Let us assume that $\ell \leq \mathrm{d}_{\log \mathcal{O}}$ and let $r_{\ell}=\frac{1}{\ell} \mathrm{~d}_{\log \mathcal{O}} \geq 1$. Then, because $r_{\ell} \geq 1$, the set :

$$
\begin{equation*}
I(\ell, D)=\left\{E \in \mathbb{R} \mid \max \left(1, \max _{\omega^{(0)} \in\{0,1\}^{D}} \max _{1 \leq i \leq D}\left|\lambda_{i}^{\omega^{(0)}}-E\right|\right) \leq r_{\ell}\right\} \tag{42}
\end{equation*}
$$

can be written as the following intersection,

$$
\begin{equation*}
I(\ell, N)=\bigcap_{\omega^{(0)} \in\{0,1\}^{D}} \bigcap_{1 \leq i \leq D}\left[\lambda_{i}^{\omega^{(0)}}-r_{\ell}, \lambda_{i}^{\omega^{(0)}}+r_{\ell}\right] . \tag{43}
\end{equation*}
$$

With the definitions of $\lambda_{\min }, \lambda_{\max }$ and $\lambda_{0}$ given in (36), if $\lambda_{0}<r_{\ell}, I(\ell, D) \neq \emptyset$ and more precisely, $I(\ell, D)=\left[\lambda_{\max }-r_{\ell}, \lambda_{\min }+r_{\ell}\right]$. This interval is centered in $\frac{\lambda_{\min }+\lambda_{\max }}{2}$ and has length $2 r_{\ell}-2 \lambda_{0}>0$ which tends to $+\infty$ when $\ell$ tends to $0^{+}$.

Moreover, $\lambda_{\min }, \lambda_{\max }$ and $\mathrm{d}_{\log \mathcal{O}}$ depending only on $D, I(\ell, D)$ depends only on $\ell$ and $D$ and the condition $\lambda_{0}<r_{\ell}$ is equivalent to $\ell<\frac{\mathrm{d}_{\log \mathcal{O}}}{\lambda_{0}}=\ell_{C}$. We have just constructed $\ell_{C}$ and $I(\ell, D)$ so that

$$
\begin{equation*}
\forall \ell \in\left(0, \ell_{C}\right), \forall E \in I(\ell, D), 0<\ell\left\|X_{\omega^{(0)}}(E)\right\| \leq \mathrm{d}_{\log \mathcal{O}} \tag{44}
\end{equation*}
$$

Now, let us recall that from the definition of $\mathcal{O}$ in Theorem 18, exp is a diffeomorphism from $\log \mathcal{O}$ onto $\mathcal{O}$. Therefore, for any $E \in I(\ell, D), \log T_{\omega^{(0)}}(E)=\ell X_{\omega^{(0)}}(E)$, which brings us immediately to the third step of our demonstration.

For the third step, it is enough to apply Lemma 1 to obtain :

$$
\begin{equation*}
\forall \ell>0, \forall E \in \mathbb{R}, \operatorname{Lie}\left\{\ell X_{\omega^{(0)}}(E) \mid \omega^{(0)} \in\{0,1\}^{D}\right\}=\mathfrak{s p}_{\mathrm{D}}(\mathbb{R}), \tag{45}
\end{equation*}
$$

which finishes the proof, applying Theorem 18.
With the help of the parameter $\ell$, we avoid using the simultaneous diophantine approximation to obtain elements in $\mathcal{O}$. There is also no difficulty in computing the logarithms because this time we can choose $\ell$ so that the computed logarithms are well within $\log \mathcal{O}$. Finally, the algebraic construction of the Lie algebra can be done for any $D \geq 1$ because the logarithms have a simple enough algebraic expression. So we don't have to construct by hand families of linearly independent matrices whose linear independance is shown by means of determinants. Moreover, this absence of determinants in our construction means
that unlike in Theorem 16 and Theorem 19, there is no discrete set of critical energies to exclude here. On the other hand the interval on which we have localization depends on the parameter $\ell$, but it has the good taste to tend to the whole real line when $\ell$ tends to $0^{+}$.

## 3. Extension to a generic interaction potential

The use of the Breuillard and Gelander theorem to obtain the Lyapunov exponent separability leads us to show an algebraic property on a Lie algebra generated by a finite number of matrices. As explained in ${ }^{16}$, this is an open condition and better, the $n$-uplets of $\mathfrak{s p}_{\mathrm{D}}(\mathbb{R})$ elements which do not generate a dense subgroup are contained in a closed analytic subvariety. This allows to perturb the interaction potential $V_{0}$ in (35) while preserving the fact that the Fürstenberg group is equal to $\mathrm{Sp}_{\mathrm{D}}(\mathbb{R})$ for any energy in $I(\ell, D)$ for $\ell \in\left(0, \ell_{C}\right)$.

In (35) we replace the matrix $V_{0}$ by any real symmetric matrix $V$ of size $D \geq 1$. We note $\mathrm{S}_{\mathrm{D}}(\mathbb{R})$ the space of real symmetric matrices of size $D \times D$.

Theorem $21\left({ }^{11}\right)$. For almost every $V \in \mathrm{~S}_{\mathrm{D}}(\mathbb{R})$, there exist a finite set $\mathcal{S}_{V} \subset \mathbb{R}$ and $\ell_{C}=$ $\ell_{C}(D, V)>0$ such that, for every $\ell \in\left(0, \ell_{C}\right)$, there exists a compact interval $I(\ell, D, V) \subset \mathbb{R}$ such that:

1. $\forall E \in I(\ell, D, V) \backslash \mathcal{S}_{V}, \quad G_{\mu_{E}}=\operatorname{Sp}_{\mathrm{D}}(\mathbb{R})$.
2. if $I \subset I(\ell, D, V) \backslash \mathcal{S}_{V}$ is an open interval with $\Sigma \cap I \neq \emptyset$, then $H_{\omega, \ell}^{(D)}$ exhibits dynamical localization in $I$.

In this theorem, the genericity is understood in the sense of the Lebesgue measure on $\mathrm{S}_{\mathrm{D}}(\mathbb{R})$ identified with the Lebesgue measure on $\mathbb{R}^{\frac{D(D+1)}{2}}$. This is the statement such as presented in ${ }^{11}$. However, the proof of this theorem implies a stronger result which is the Zariski genericity, in the sense that one can choose $V$ in a dense Zariski open set of $\mathrm{S}_{\mathrm{D}}(\mathbb{R})$.

It is the algebraic nature of the objects involved that allows us to demonstrate a generic result in $V$ and the finiteness of the set of critical energies. We simply summarize the ideas used by recalling that the set of zeros of a non-zero one-variable polynomial is finite and that more generally, the set of zeros of a non-zero multivariable polynomial has zero Lebesgue measure. For a more precise proof we refer to ${ }^{11}$.

## V. THE UNITARY CASE

As we will see for three different examples, the role played by the symplectic group for the quasi-one-dimensional models of Schrödinger type will be played by the so-called Lorentz group.

The Lorentz group $\mathrm{U}(D, D)$ of signature $(D, D)$ is defined as the set of matrices of size $2 D \times 2 D$ which preserve the form $\mathcal{L}=\left(\begin{array}{cc}\mathrm{I}_{\mathrm{D}} & 0 \\ 0 & -\mathrm{I}_{\mathrm{D}}\end{array}\right)$ in the sense that : $T \in \mathrm{U}(D, D) \Leftrightarrow T^{*} \mathcal{L} T=$ $\mathcal{L}$.

To pass from the results on Lyapunov exponents in the symplectic framework to the Lorentz group framework, one uses the Cayley transform. By the Cayley transform, the group $\mathrm{U}(D, D)$ is unitarily equivalent to the complex symplectic group. More precisely, if $C=\frac{1}{\sqrt{2}}\left(\begin{array}{c}\mathrm{I}_{\mathrm{D}} \\ \mathrm{I}_{\mathrm{D}} \\ i \mathrm{I}_{\mathrm{D}}\end{array}\right) \in \mathcal{M}_{2 D}(\mathbb{C})$ and if $J=\left(\begin{array}{cc}0 & -\mathrm{I}_{\mathrm{D}} \\ \mathrm{I}_{\mathrm{D}} & 0\end{array}\right)$, then $\mathrm{U}(D, D)=C \mathrm{Sp}_{\mathrm{D}}(\mathbb{C}) C^{*}$, where

$$
\operatorname{Sp}_{\mathrm{D}}(\mathbb{C})=\left\{M \in \mathcal{M}_{2 D}(\mathbb{C}) \mid M^{*} J M=J\right\}
$$

In order to apply directly the results of ${ }^{6}$, we have to pass from the complex symplectic group to the real symplectic group. For that we follow ${ }^{4}$ and introduce the application which separates the real and imaginary parts of a matrix with complex coefficients and place them in blocks :

$$
\left.\begin{array}{rl}
\pi: \quad \mathcal{M}_{2 D}(\mathbb{C}) & \rightarrow \mathcal{M}_{4 D}(\mathbb{R}) \\
& A+i B
\end{array}\right) \mapsto\left(\begin{array}{cc}
A & -B \\
B & A
\end{array}\right) .
$$

Finally, $\pi\left(C^{*} \cdot \mathrm{U}(D, D) \cdot C\right) \subset \mathrm{Sp}_{2 \mathrm{D}}(\mathbb{R})$ which allows to use the results on Lyapunov exponents in the symplectic group to study the Lyapunov exponents in the unitary setting.

## A. The unitary Anderson model

The first example of unitary model in dimension model for which we present a localization result is the unitary analog of the Anderson model. It was studied by Hamza, Joye and Stolz $\mathrm{in}^{33}$. We present their result and use their notations.

First, consider two $2 \times 2$ unitary matrices $B_{1}=\left(\begin{array}{cc}r & t \\ -t & r\end{array}\right)$ and $B_{2}=\left(\begin{array}{cc}r & -t \\ t & r\end{array}\right)$ with $(r, t) \in \mathbb{R}^{2}$ satisfying $r^{2}+t^{2}=1$. These real numbers correspond to reflection and transition coefficients. Then, let $U_{e}$ the unitary matrix operator in $\ell^{2}(\mathbb{Z})$ defined as the direct sum of identical $B_{1^{-}}$
blocks with blocks starting at even indices. Construct also $U_{o}$ the unitary matrix operator in $\ell^{2}(\mathbb{Z})$ defined as the direct sum of identical $B_{2}$-blocks with blocks starting at odd indices. Let $S=U_{e} U_{o}$, unitary operator on $\ell^{2}(\mathbb{Z})$ with band structure.

Then, introduce the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ where $\Omega=\mathbb{T}^{\mathbb{Z}}$ (with $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$ ), $\mathcal{F}$ is the $\sigma$-algebra generated by cylinders of Borel sets and $\mathbb{P}=\bigotimes_{k \in \mathbb{Z}} \mu$ where $\mu$ is a non-trivial probability measure on $\mathbb{T}$. Assume that $\mu$ is absolutely continuous with bounded density. Then, define a sequence of random variables $\left(\theta_{k}\right)_{k \in \mathbb{Z}}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ which are $\mathbb{T}$-valued and i.i.d. with common law $\mu$. With these random variables one defines the diagonal random operator $D_{\omega}$ acting on $\ell^{2}(\mathbb{Z})$ and defined by :

$$
\forall \omega \in \Omega, \forall k \in \mathbb{Z}, D_{\omega} e_{k}=\mathrm{e}^{-i \theta_{k}(\omega)} e_{k}
$$

where $\left(e_{k}\right)_{k \in \mathbb{Z}}$ is the canonical basis of $\ell^{2}(\mathbb{Z})$.
The unitary Anderson model is the family $\left\{U_{\omega}\right\}_{\omega \in \Omega}$ of unitary operators acting on $\ell^{2}(\mathbb{Z})$ where for every $\omega \in \Omega, U_{\omega}=D_{\omega} S$.

The family $\left\{U_{\omega}\right\}_{\omega \in \Omega}$ is ergodic with respect to the 2 -shift in $\Omega$ and one can show that its almost-sure spectrum is equal to : $\Sigma=\left\{\mathrm{e}^{i a} \mid a \in\left[-\lambda_{0}, \lambda_{0}\right]-\operatorname{supp} \mu\right\} \subset \mathbb{S}^{1}$ where $\lambda_{0}=\arccos \left(r^{2}-t^{2}\right)^{33}$.

For $\omega \in \Omega$ and $z \in \mathbb{C} \backslash \mathbb{S}^{1}$ let $G_{\omega}(z)=\left(U_{\omega}-z\right)^{-1}$ and for $k, l \in \mathbb{Z}$, let $G_{\omega}(k, l, z)=$ $\left\langle e_{k} \mid G_{\omega}(z) e_{l}\right\rangle$ be the Green function of $U_{\omega}$.

Using the Fractional Moments Method ${ }^{1}$, Hamza, Joye and Stolz proved the following result :

Theorem $22\left({ }^{33}\right)$. For every $t<1$ there exists $s>0, C<\infty$ and $\alpha>0$ such that

$$
\mathbb{E}\left(\left|G_{\omega}(k, l, z)\right|^{s}\right) \leq C \mathrm{e}^{-\alpha|k-l|}
$$

for all $z \in \mathbb{C}$ such that $0<||z|-1|<\frac{1}{2}$ and all $k, l \in \mathbb{Z}$. Therefore, $\left\{U_{\omega}\right\}_{\omega \in \Omega}$ exhibits dynamical localization throughout $\Sigma$.

The proof of Theorem 22 relies on the formalism of transfer matrices and on the use of the Fürstenberg theorem to get positivity of the Lyapunov exponent which allows to prove results of exponential decay of some products of transfer matrices.

Let $\omega \in \Omega$. Consider the equation $U_{\omega} \psi=z \psi$ for $z \in \mathbb{C} \backslash\{0\}$ and with $\psi$ not necessarily in $\ell^{2}(\mathbb{Z})$. For all $(\theta, \eta) \in \mathbb{T}^{2}$, let

$$
T_{z}(\theta, \eta)=\left(\begin{array}{cc}
-\frac{1}{z} \mathrm{e}^{-i \eta} & \left.\frac{r}{t}\left(\mathrm{e}^{i(\theta-\eta)}\right)-\frac{1}{z} \mathrm{e}^{-i \eta}\right) \\
\frac{r}{t}\left(1-\frac{1}{z} \mathrm{e}^{-i \eta}\right) & \left.-\frac{z}{t^{2}} \mathrm{e}^{i \theta}+\frac{r^{2}}{t^{2}}\left(1+\mathrm{e}^{\mathrm{e}(\theta-\eta}\right)-\frac{1}{z} \mathrm{e}^{-i \eta}\right)
\end{array}\right) .
$$

Then, one has

$$
\forall k \in \mathbb{Z},\binom{\psi_{2 k+1}}{\psi_{2 k+2}}=T_{z}\left(\theta_{2 k}(\omega), \theta_{2 k+1}(\omega)\right)\binom{\psi_{2 k-1}}{\psi_{2 k}} .
$$

Let $\gamma(z)$ be the Lyapunov exponent associated to the sequence of i.i.d. matrices in $\mathrm{SL}_{2}(\mathbb{R})$, $\left(T_{z}\left(\theta_{2 k}(\omega), \theta_{2 k+1}(\omega)\right)\right)_{k \in \mathbb{Z}}$. Using Fürstenberg theorem in a very similar way as for the discrete saclar-valued one-dimensional Anderson model, it was proven in ${ }^{34}$ that
(i) if supp $\mu=\{a, b\}$ with $|a-b|=\pi$ then $\gamma(-a)=\gamma(-b)=0$ and for all $z \in \mathbb{T} \backslash\{-a,-b\}$, $\gamma(z)>0$.
(ii) If $\{a, b\} \subset \operatorname{supp} \mu$ with $|a-b| \notin\{0, \pi\}$ then for every $z \in \mathbb{T}, \gamma(z)>0$.

This result of positivity of Lyapunov exponents implies that for every compact $K \subset \mathbb{C}$ there exist $\alpha>0, \delta \in(0,1)$ and $C<\infty$ such that : $\forall z \in K, \forall n \in \mathbb{N}, \forall v \in \mathbb{C}^{2},\|v\|=1$,

$$
\mathbb{E}\left(\left\|T_{z}\left(\theta_{2(n-1)}(\cdot), \theta_{2(n-1)+1}(\cdot)\right) \cdots T_{z}\left(\theta_{0}(\cdot), \theta_{1}(\cdot)\right) v\right\|^{-\delta}\right) \leq C \mathrm{e}^{-\alpha n}
$$

This estimate is the core of the proof of Theorem 22.

## B. The quasi-1d Chalker-Coddington model

In this Section we review a localization result for the quasi-one-dimensional version of the Chalker-Coddington model as presented in ${ }^{4}$. This model is introduced to help to understand the delocalization transition of the quantum Hall effect.

Like in the unitary Anderson model, we start by introducing two parameters $r, t \in[0,1]$ such that $r^{2}+t^{2}=1$, corresponding to reflection and transition coefficients. If $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$, let $q=\left(q_{1}, q_{2}, q_{3}\right) \in \mathbb{T}^{3}$ and set $S(q)=\left(\begin{array}{cc}q_{1} q_{2} & 0 \\ 0 & q_{1} \overline{q_{2}}\end{array}\right)\left(\begin{array}{cc}t & -r \\ r & t\end{array}\right)\left(\begin{array}{cc}q_{3} & 0 \\ 0 & \overline{q_{3}}\end{array}\right)$.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ where $\Omega=\left(\mathbb{T}^{6}\right)^{(2 \mathbb{Z})^{2}}, \mathcal{F}$ is the $\sigma$-algebra generated by cylinders of Borel sets and $\mathbb{P}=\bigotimes_{(2 \mathbb{Z})^{2}} \lambda^{\otimes 6}$ where $\lambda$ is the Haar measure on $\mathbb{T}$.

Set, for $p \in \Omega$ and every $j, k \in \mathbb{Z}, p(2 j, 2 k)=\left(p_{e}(2 j, 2 k), p_{o}(2 j+1,2 k+1)\right)$ where $p_{e}(2 j, 2 k)=\left(p_{1}(2 j, 2 k), p_{2}(2 j, 2 k), p_{3}(2 j, 2 k)\right)$ and $p_{o}(2 j, 2 k)=\left(p_{4}(2 j, 2 k), p_{5}(2 j, 2 k), p_{6}(2 j, 2 k)\right)$.

With these notations, one introduces the family of unitary operators acting on $\ell^{2}\left(\mathbb{Z}^{2}\right)$, $\{\hat{U}(p)\}_{p \in \Omega}$ where for every $p \in \Omega, \hat{U}(p)$ is defined by its matrix elements, $\hat{U}(p)_{\mu, \nu}=$ $\left\langle e_{\mu} \mid \hat{U}(p) e_{\nu}\right\rangle$ for $\mu, \nu \in \mathbb{Z}^{2}$ and $\left(e_{\mu}\right)_{\mu \in \mathbb{Z}^{2}}$ the canonical basis of $\ell^{2}\left(\mathbb{Z}^{2}\right)$. One sets $\hat{U}(p)_{\mu, \nu}=0$ except for the blocks

$$
\left(\begin{array}{ll}
\hat{U}(p)_{(2 j+1,2 k),(2 j, 2 k} & \hat{U}(p)_{(2 j+1,2 k),(2 j+1,2 k+1)} \\
\hat{U}(p)_{(2 j, 2 k+1),(2 j, 2 k)} & \hat{U}(p)_{(2 j, 2 k+1),(2 j+1,2 k+1)}
\end{array}\right):=S\left(p_{e}(2 j, 2 k)\right), \forall j, k \in \mathbb{Z}
$$

and

$$
\left(\begin{array}{ll}
\hat{U}(p)_{(2 j+2,2 k+2),(2 j+2,2 k+1)} & \hat{U}(p)_{(2 j+2,2 k+2),(2 j+1,2 k+2)} \\
\hat{U}(p)_{(2 j+1,2 k+1),(2 j+2,2 k+1)} & \hat{U}(p)_{(2 j+1,2 k+1),(2 j+1,2 k+2)}
\end{array}\right):=S\left(p_{o}(2 j+1,2 k+1)\right), \forall j, k \in \mathbb{Z}
$$

For a complete physical interpretation of this family of unitary operators, which is called the Chalker-Coddington model, we refer to ${ }^{4}$. These operators acting on $\ell^{2}\left(\mathbb{Z}^{2}\right)$ are not quasi-onedimensional random operators. In order to enter into the framework of quasi-one-dimensional random operators, one restrict in one direction the action of $\hat{U}(p)$. Let $M \in \mathbb{N}$. Set $\mathbb{Z}_{2 M}=$ $\mathbb{Z} /(2 M \mathbb{Z})$ for the discrete circle of perimeter $2 M$. Let $p \in \Omega$ and consider the restriction of $\hat{U}(p)$ to $\ell^{2}\left(\mathbb{Z} \times \mathbb{Z}_{2 M}\right)$, denoted by $U(p): \ell^{2}\left(\mathbb{Z} \times \mathbb{Z}_{2 M}\right) \rightarrow \ell^{2}\left(\mathbb{Z} \times \mathbb{Z}_{2 M}\right)$ and defined as

$$
\left.\forall(\mu, \nu) \in\left(\mathbb{Z}^{2}\right)^{2}, U(p)_{\mu, \nu}=\hat{U}(p)_{\left(\mu_{1}, \mu_{2}\right.} \bmod 2 M\right),\left(\nu_{1}, \nu_{2} \bmod 2 M\right)
$$

The family $\{U(p)\}_{p \in \Omega}$ is a $2 \mathbb{Z}$-ergodic family of quasi-one-dimensional unitary operators which is called the Chalker-Coddington model on the cylinder. Rewriting this family to a unitary equivalent family of operators, one obtains that the asymptotic behavior of the generalized eigenfunctions is given by a sequence of i.i.d. transfer matrices which are in the Lorentz group $\mathrm{U}(M, M)$. One associates to this sequence of transfer matrices a Fürstenberg group and $2 M$ Lyapunov exponents which are paired as opposite real numbers. Hence one only considers the positive exponents, $\lambda_{1} \geq \cdots \geq \lambda_{M} \geq 0$.

It is proven in ${ }^{4}$ (Theorem 6.1) that these Lyapunov exponents are all distincts and strictly positive. This result is obtained by proving that the Fürstenberg group is equal to the whole Lorentz group $\mathrm{U}(M, M)$. By connectedness, it suffices to show that the Lie algebras are equal. This reconstruction of the Lie algebra of the Lorentz group from the transfer matrices
is very close to the one done in the next Section on the random scattering zipper model and for which we give more details. One must precise that the construction of ${ }^{4}$ was done before and strongly inspired the one done in ${ }^{12}$.

Using the result of strict positivity of the Lyapunov, the Fractional Moments Method in a similar way as $\mathrm{in}^{33}$ and the use of spectral averaging (which is one of the reasons why the randomness is given through the Haar measure and not a singular measure), the following result of localization is obtained in ${ }^{5}$ :

Theorem 23. Let $M \in \mathbb{N}$ and assume $r t \neq 0$. Let $\varphi$ be the angle such that $(t, r)=$ $(\cos (\varphi), \sin (\varphi))$. Then, there exists $\varphi_{0}>0$ such that if $\left|\varphi \bmod \frac{\pi}{2}\right|<\varphi_{0}$, the ChalkerCoddington model on the cylinder, $\{U(p)\}_{p \in \Omega}$, exhibits dynamical localization throughout its almost-sure spectrum.

## C. The random scattering zipper

A scattering zipper is a system obtained by concatenating scattering events each having a fixed even number of outgoing and incoming channels. The number of outgoing channels is equal to the number of incoming channels for each scattering element and for all the elements taken separately. More precisely, a scattering zipper is described by a sequence $\left(S_{n}\right)_{n \in \mathbb{Z}}$ of scattering matrices in the subset $\mathrm{U}(2 D)_{\text {inv }}$ of the unitary group $\mathrm{U}(2 D)$ defined by

$$
\mathrm{U}(2 D)_{\mathrm{inv}}=\left\{S(\alpha, U, V) \in \mathrm{U}(2 D) \mid \alpha^{*} \alpha<\mathrm{I}_{\mathrm{D}} \text { et } U, V \in \mathrm{U}(D)\right\}
$$

where $S(\alpha, U, V)=\left(\begin{array}{cc}\alpha & \rho(\alpha) U \\ V \widetilde{\rho}(\alpha) & -V \alpha^{*} U\end{array}\right)$ and $\rho(\alpha)=\left(\mathrm{I}_{\mathrm{D}}-\alpha \alpha^{*}\right)^{\frac{1}{2}}, \widetilde{\rho}(\alpha)=\left(\mathrm{I}_{\mathrm{D}}-\alpha^{*} \alpha\right)^{\frac{1}{2}}$.
The scattering zipper operator $\mathbb{U}$ associated to the sequence $\left(S_{n}\right)_{n \in \mathbb{Z}}$ is the operator acting on $\ell^{2}\left(\mathbb{Z}, \mathbb{C}^{D}\right)$ and defined by :

$$
\begin{equation*}
\mathbb{U}=\mathbb{V} \mathbb{W} \tag{46}
\end{equation*}
$$

where the two unitary operators $\mathbb{V}$ and $\mathbb{W}$ act on $\ell^{2}\left(\mathbb{Z}, \mathbb{C}^{D}\right)$ and are given by

$$
\mathbb{V}=\left(\begin{array}{llll}
\ddots & & &  \tag{47}\\
& S_{0} & & \\
& & S_{2} & \\
& & & \ddots .
\end{array}\right) \circ s_{g}^{D}, \quad \mathbb{W}=\left(\begin{array}{llll}
\ddots & & & \\
& & S_{-1} & \\
& & \\
& & & S_{1} \\
& & & \ddots
\end{array}\right)
$$

where $s_{g}$ is the shift operator defined by

$$
s_{g}: \begin{align*}
\ell^{2}(\mathbb{Z}, \mathbb{C}) & \rightarrow \ell^{2}(\mathbb{Z}, \mathbb{C})  \tag{48}\\
\left(v_{n}\right)_{n \in \mathbb{Z}} & \mapsto\left(v_{n+1}\right)_{n \in \mathbb{Z}} .
\end{align*}
$$

Considering the factorization of CMV matrices proved in ${ }^{18}$, the scattering zipper model can be seen as a version of the CMV matrices with matrix-valued coefficients.

We now introduce as in ${ }^{12}$ a random version of the scattering zipper. Let $\Omega_{0}=\mathrm{U}(D) \times$ $\mathrm{U}(D), \mathcal{B}_{0}$ the Borel $\sigma$-algebra on $\mathrm{U}(D) \times \mathrm{U}(D)$ endowed with its usual Lie group topology and $\mathbb{P}_{0}=\nu_{D} \otimes \nu_{D}$ where $\nu_{D}$ is the Haar measure on $\mathrm{U}(D)$. We then define the probability space :

$$
(\Omega, \mathcal{B}, \mathbb{P})=\left(\bigotimes_{n \in \mathbb{Z}} \Omega_{0}, \bigotimes_{n \in \mathbb{Z}} \mathcal{B}_{0}, \bigotimes_{n \in \mathbb{Z}} \mathbb{P}_{0}\right)
$$

For $\omega \in \Omega$ and $n \in \mathbb{Z}$, we denote $\omega_{n}=\left(U_{n}(\omega), V_{n}(\omega)\right) \in \Omega_{0}$.
Let $\omega \in \Omega$ and let $\left(\alpha_{n}\right)_{n \in \mathbb{Z}}$ be a sequence of matrices in $\mathcal{M}_{D}(\mathbb{C})$ independent of $\omega$ such that, for any $n \in \mathbb{Z}, \alpha_{n}^{*} \alpha_{n}<\mathrm{I}_{\mathrm{D}}$. Then, for all $n \in \mathbb{Z}$, we set

$$
S_{n}(\omega)=S\left(\alpha_{n}, U_{n}(\omega), V_{n}(\omega)\right) \in \mathrm{U}(2 L)_{\mathrm{inv}}
$$

where the sequence $\left(\left(U_{n}(\omega), V_{n}(\omega)\right)\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. random variables on the probability space $\left(\Omega_{0}, \mathcal{B}_{0}, \mathbb{P}_{0}\right)$. Once such a sequence of independent random matrices in $\mathrm{U}(2 D)_{\text {inv }}$ is defined, we define, for any $\omega \in \Omega$, the operators $\mathbb{V}_{\omega}, \mathbb{W}_{\omega}$ and $\mathbb{U}_{\omega}=\mathbb{V}_{\omega} \mathbb{W}_{\omega}$ as in (46) and (47).

One calls random scattering zipper associated to the sequence $\left(S_{n}(\omega)\right)_{n \in \mathbb{Z}}$, the family of operators $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$.

In order to obtain a property of $2 \mathbb{Z}$-ergodicity for the family $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$, we assume that the sequence of Verblunsky coefficients $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ is constant, equal to a matrix $\alpha \neq 0$ satisfying $\alpha^{*} \alpha<\mathrm{I}_{\mathrm{D}}$. This hypothesis also ensures that the independent matrices $S_{n}(\omega)$ are identically distributed. Comparing with the quasi-one-dimensional Anderson models, the constancy hypothesis of the Verblunsky sequence can be understood as the simple site hypothesis for the Anderson potential : a deterministic potential with constant compact support that is translated along $\mathbb{Z}$ and only the random variables that multiply it differ at each point of the $\mathbb{Z}$ lattice. Here $\alpha$ is the analogue of the deterministic potential which is
constant along $\mathbb{Z}$ and only the phases which multiply it in the expression of $S_{n}(\omega)$ vary when $n$ travels along $\mathbb{Z}$. It is therefore not surprising that this hypothesis ensures the ergodicity of $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$, just as the simple site hypothesis ensures the ergodicity in the case of the quasi-one-dimensional Anderson model.

Using the transfer matrix formalism, we reduce the study of the asymptotic behavior of a solution $\phi$ of

$$
\begin{equation*}
\mathbb{U}_{\omega} \phi=z \phi, \quad \text { for } z \in \mathbb{S}^{1} \tag{49}
\end{equation*}
$$

to the asymptotic behavior of a product of random matrices. Instead of looking at the inputoutput relations of the scattering matrix $S_{n}(\omega)$, we look for a new matrix which allows to express $\binom{\phi_{n+1}}{\psi_{n+1}}$ in terms of $\binom{\phi_{n}}{\psi_{n}}$ for $\phi$ a solution of (49) and $\psi=\mathbb{W} \phi$. This is done by transforming the scattering matrices $S_{n}(\omega)$ belonging to $\mathrm{U}(2 D)_{\text {inv }}$ into elements of the Lorentz group via the bijection :

$$
\varphi: \begin{aligned}
\mathrm{U}(2 D)_{\mathrm{inv}} & \rightarrow \mathrm{U}(D, D) \\
\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) & \mapsto\left(\begin{array}{cc}
\gamma-\delta \beta^{-1} \alpha \delta \beta^{-1} \\
-\beta^{-1} \alpha & \beta^{-1}
\end{array}\right)
\end{aligned}
$$

We have the following relations, proven in ${ }^{42}$ :

$$
\begin{equation*}
\forall n \in \mathbb{Z},\binom{\phi_{2 n}}{\psi_{2 n}}=\varphi\left(z^{-1} S_{2 n}(\omega)\right)\binom{\psi_{2 n-1}}{\phi_{2 n-1}} \quad \text { and } \quad\binom{\psi_{2 n+1}}{\phi_{2 n+1}}=\varphi\left(S_{2 n+1}(\omega)\right)\binom{\phi_{2 n}}{\psi_{2 n}} . \tag{50}
\end{equation*}
$$

These relations lead to introduce the application $T(z, \cdot): \Omega \rightarrow \mathrm{U}(D, D)$,

$$
\forall \omega \in \Omega, T(z, \omega)=\left(\begin{array}{cc}
V_{0}(\omega) & 0  \tag{51}\\
0 & \left(U_{0}(\omega)\right)^{*}
\end{array}\right) \hat{T}_{0}(z)\left(\begin{array}{cc}
V_{1}(\omega) & 0 \\
0 & \left(U_{1}(\omega)\right)^{*}
\end{array}\right) \hat{T}_{1}
$$

with

$$
\hat{T}_{0}(z)=\left(\begin{array}{cc}
z^{-1}(\widetilde{\rho}(\alpha))^{-1} & (\widetilde{\rho}(\alpha))^{-1} \alpha^{*} \\
\alpha(\widetilde{\rho}(\alpha))^{-1} & z(\rho(\alpha))^{-1}
\end{array}\right) \quad \text { and } \quad \hat{T}_{1}=\left(\begin{array}{cc}
(\widetilde{\rho}(\alpha))^{-1} & (\widetilde{\rho}(\alpha))^{-1} \alpha^{*} \\
\alpha(\widetilde{\rho}(\alpha))^{-1} & (\rho(\alpha))^{-1}
\end{array}\right) .
$$

If $\tau: \Omega \rightarrow \Omega$ is defined by : $\forall \omega \in \Omega, \forall n \in \mathbb{Z},(\tau(\omega))_{n}=\omega_{n+2}$, one has:

$$
\begin{equation*}
\forall \omega \in \Omega, \forall z \in \mathbb{S}^{1}, \forall n \in \mathbb{Z}, T\left(z, \tau^{n}(\omega)\right)=\varphi\left(z^{-1} S_{2 n}(\omega)\right) \cdot \varphi\left(S_{2 n-1}(\omega)\right) \tag{52}
\end{equation*}
$$

The matrix $T\left(z, \tau^{n}(\omega)\right)$ is the n -th transfer matrix associated to $\mathbb{U}_{\omega}$. The sequence $\left(T\left(z, \tau^{n}(\omega)\right)\right)_{n \in \mathbb{Z}}$ is a sequence of i.i.d. random matrices in $\mathrm{U}(D, D)$ because of the $i$. i.d. character of the
sequence $\left(\left(U_{n}(\omega), V_{n}(\omega)\right)\right)_{n \in \mathbb{Z}}$ in $\Omega$ and because of the constancy of the Verblunsky sequence.
The transfer matrices $T(z, \cdot)$ generate a cocycle $\Phi(z, \cdot, \cdot): \Omega \times \mathbb{Z} \rightarrow \mathrm{U}(D, D)$ on the ergodic dynamical system $\left(\Omega, \mathcal{B}, \mathbb{P},\left(\tau^{n}\right)_{n \in \mathbb{Z}}\right)$ defined by

$$
\forall \omega \in \Omega, \forall n \in \mathbb{Z}, \Phi(z, \omega, n)= \begin{cases}T\left(z, \tau^{n-1}(\omega)\right) \ldots T(z, \omega) & \text { if } n>0 \\ I_{2 L} & \text { if } n=0 \\ \left(T\left(z, \tau^{n}(\omega)\right)\right)^{-1} \ldots\left(T\left(z, \tau^{-1}(\omega)\right)\right)^{-1} & \text { if } n<0\end{cases}
$$

From this cocycle we define the Lyapunov exponents associated to the ergodic family $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$. Let $z \in \mathbb{S}^{1}$. For $\mathbb{P}$-almost every $\omega \in \Omega$, the following limits exists and are equal :

$$
\begin{equation*}
\Psi(z, \omega):=\lim _{n \rightarrow+\infty}\left((\Phi(z, \omega, n))^{*} \Phi(z, \omega, n)\right)^{1 / 2 n}=\lim _{n \rightarrow-\infty}\left((\Phi(z, \omega, n))^{*} \Phi(z, \omega, n)\right)^{1 / 2|n|} . \tag{53}
\end{equation*}
$$

For every $k \in\{1, \ldots, 2 D\}$, let $\lambda_{k}(z, \omega)$ the $k$-th eigenvalue of $\Psi(z, \omega)$, the eigenvalues being ordered in increasing order. There are then real numbers $\lambda_{k}(z) \geq 0$ such that, for $\mathbb{P}$-almost every $\omega \in \Omega, \lambda_{k}(z, \omega)=\lambda_{k}(z)$. We then define the Lyapunov exponents associated to the ergodic family $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$ as being the real numbers $\gamma_{k}(z)$ defined by:

$$
\forall z \in \mathbb{S}^{1}, \forall k \in\{1, \ldots, 2 D\}, \gamma_{k}(z):=\log \left(\lambda_{k}(z)\right)
$$

The fact that the transfer matrices belong to the Lorentz group implies a symmetry relation on the Lyapunov exponents which is the same as in the case where the transfer matrices are in the symplectic group : $\forall k \in\{0, \ldots D\}, \gamma_{2 D-k+1}(z)=-\gamma_{k}(z)$.

In $^{12}$, we proved the following result.

Theorem $24\left({ }^{12}\right)$. If the Verblusnky sequence is constant, for every $z \in \mathbb{S}^{1}$,

$$
\gamma_{1}(z)>\gamma_{2}(z)>\cdots>\gamma_{D}(z)>0
$$

and the almost-sure absolutely continuous spectrum of $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$ is empty.

The idea is to prove directly that the Fürstenberg group $G_{\mu_{z}}$ associated with the family $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$ satisfy, for every $z \in \mathbb{S}^{1}, G_{\mu_{z}}=\mathrm{U}(D, D)$.

Using the i.i.d. character of the transfer matrices and the fact that the Haar measure is
supported by the unitary group $\mathrm{U}(D)$ :

$$
G_{\mu_{z}}=\overline{\left\langle\left\{\left.\left(\begin{array}{cc}
V_{0} & 0  \tag{54}\\
0 & \left(U_{0}\right)^{*}
\end{array}\right) \hat{T}_{0}(z)\left(\begin{array}{cc}
V_{1} & 0 \\
0 & \left(U_{1}\right)^{*}
\end{array}\right) \hat{T}_{1} \right\rvert\,\left(U_{0}, V_{0}, U_{1}, V_{1}\right) \in \mathrm{U}(D)^{4}\right\}\right\rangle} .
$$

Then, by connectedness of the Lorentz group $\mathrm{U}(D, D)$, to show that $G_{\mu_{z}}=\mathrm{U}(D, D)$, it is sufficient to show the equality of the Lie algebras of these two Lie groups. The Lie algebra of $\mathrm{U}(D, D)$ is given by : $\mathfrak{u}(D, D)=\left\{T \in \mathcal{M}_{2 D}(\mathbb{C}) \mid T^{*} \mathcal{L}+\mathcal{L} T=0\right\}$, or more explicitely,

$$
\mathfrak{u}(D, D)=\left\{\left.\left(\begin{array}{c}
A \\
B^{*}
\end{array} C_{C}^{B}\right) \in \mathcal{M}_{2 D}(\mathbb{C}) \right\rvert\, A^{*}=-A, C^{*}=-C,(A, B, D) \in \mathcal{M}_{D}(\mathbb{C})\right\}
$$

Let $\mathfrak{g}(z):=\operatorname{Lie}\left(G_{\mu_{z}}\right)$. For $U_{0}=V_{0}=U_{1}=V_{1}=\mathrm{I}_{\mathrm{D}}, \hat{T}_{0}(z) \hat{T}_{1} \in G_{\mu_{z}}$. Hence, $\left(\hat{T}_{0}(z) \hat{T}_{1}\right)^{-1}$ is also in $G_{\mu_{z}}$. Taking this time $U_{1}=V_{1}=\mathrm{I}_{\mathrm{D}}$, letting $U_{0}, V_{0}$ take any value in $\mathrm{U}(D)$ and multiplying the right side by $\left(\hat{T}_{0}(z) \hat{T}_{1}\right)^{-1}: \forall\left(U_{0}, V_{0}\right) \in \mathrm{U}(D)^{2},\left(\begin{array}{cc}V_{0} & 0 \\ 0 & U_{0}^{*}\end{array}\right) \in G_{\mu_{z}}$.

From the first step, we deduce that $\mathrm{U}(D) \oplus \mathrm{U}(D) \subset G_{\mu_{z}}$ which implies that $\operatorname{Lie}(\mathrm{U}(D)) \oplus$ $\operatorname{Lie}(\mathrm{U}(D)) \subset \mathfrak{g}(z)$ and since $\operatorname{Lie}(\mathrm{U}(D))=\left\{A \in \mathcal{M}_{D}(\mathbb{C}) \mid A^{*}=-A\right\}$,

$$
\mathfrak{a}_{1}=\left\{\left.\left(\begin{array}{cc}
A & 0 \\
0 & C
\end{array}\right) \right\rvert\, A^{*}=-A, C^{*}=-C,(A, D) \in \mathcal{M}_{D}(\mathbb{C})^{2}\right\} \subset \mathfrak{g}(z) .
$$

The construction of the diagonal blocks of the matrices in $\mathfrak{g}(z)$ is thus obtained very quickly because we have assumed a very regular randomness for the unitary phases $U$ and $V$. The next step is to construct the non-diagonal blocks.

For that, we start by taking $V_{0}=U_{0}=\mathrm{I}_{\mathrm{D}}$ and for $j \in\{1, \ldots, D\}$ and $t \in \mathbb{R}, V_{1}=$ $\operatorname{diag}\left(1, \ldots, 1, e^{\mathrm{it}}, 1, \ldots, 1\right)$ with $e^{\mathrm{it}}$ at the $j$-th place and $U_{1}=\mathrm{I}_{\mathrm{D}}$. We derive at $t=0$ to get : $\forall j \in\{1, \ldots, D\}, \mathrm{i} \hat{T}_{1}^{-1}\left(\begin{array}{cc}E_{j j} & 0 \\ 0 & 0\end{array}\right) \hat{T}_{1} \in \mathfrak{g}(z)$, where $E_{k l} \in \mathcal{M}_{D}(\mathbb{C})$ is the elementary matrix whose coefficients are all 0 except the coefficient $(k, l)$ which is 1 . Summing over $j$ it comes, $\mathrm{i} \hat{T}_{1}^{-1}\left(\begin{array}{cc}\mathrm{I}_{\mathrm{D}} & 0 \\ 0 & 0\end{array}\right) \hat{T}_{1} \in \mathfrak{g}(z)$ or more explicitly, $\mathrm{i}\left(\begin{array}{c}0 \\ -\alpha(\widetilde{\rho}(\alpha))^{-2}\end{array} \begin{array}{c}(\widetilde{\rho}(\alpha))^{-2} \alpha^{*} \\ 0\end{array}\right) \in \mathfrak{g}(z)$. So we have matrices in $\mathfrak{g}(z)$ with blocks off the diagonal. Using the fact that $\alpha \neq 0$ and the inversibility of $(\widetilde{\rho}(\alpha))^{-2}$, using Lie brackets, we get the existence of a couple of indices $\left(j_{0}, k_{0}\right) \in\{1, \ldots, D\}^{2}$ and of $c \in \mathbb{C}$, with $c \neq 0$, such that $\mathrm{i}\left(\begin{array}{cc}0 & c E_{k_{0} j_{0}} \\ -\bar{c} E_{j_{0} k_{0}} & 0\end{array}\right) \in \mathfrak{g}(z)$. By using good combinations of Lie brackets we then show successively that

$$
\forall(j, k) \in\{1, \ldots, D\}^{2} \backslash\left\{\left(j_{0}, k_{0}\right)\right\},\left(\begin{array}{cc}
0 & E_{k j}  \tag{55}\\
E_{j k} & 0
\end{array}\right) \in \mathfrak{g}(z) \quad \text { and } \quad\left(\begin{array}{cc}
0 & \mathrm{i} E_{k j} \\
-\mathrm{i} E_{j k} & 0
\end{array}\right) \in \mathfrak{g}(z)
$$

then

$$
\left(\begin{array}{cc}
0 & E_{k_{0} j_{0}}  \tag{56}\\
E_{j_{0} k_{0}} & 0
\end{array}\right) \in \mathfrak{g}(z) \quad \text { and finally } \quad\left(\begin{array}{cc}
0 & \mathrm{i} E_{k_{0} j_{0}} \\
-\mathrm{i} E_{j_{0} k_{0}} & 0
\end{array}\right) \in \mathfrak{g}(z) .
$$

If we set $\mathfrak{a}_{2}=\left\{\left.\left(\begin{array}{cc}0 & B \\ B^{*} & 0\end{array}\right) \right\rvert\, B \in \mathcal{M}_{D}(\mathbb{C})\right\}$, as the elements constructed in (55) and (56) form a basis of $\mathfrak{a}_{2}$, we get $\mathfrak{a}_{2} \subset \mathfrak{g}(z)$.

Finally, since $\mathfrak{u}(D, D)=\mathfrak{a}_{1} \oplus \mathfrak{a}_{2} \subset \mathfrak{g}(z)$ we get $\mathfrak{u}(D, D)=\mathfrak{g}(z)$ which shows the first point of Theorem 24.

To prove the absence of absolutely continuous spectrum for the family $\left\{\mathbb{U}_{\omega}\right\}_{\omega \in \Omega}$, we have adapted the results of Kotani theory to the framework of quasi-one-dimensional random models of unitary type ${ }^{12}$.

Unfortunately, we do not have yet a localization result for the random scattering zipper model. This could be done by using Fractional Moments Method instead of multi-scale analysis, as in ${ }^{4,33}$.

Open question 3. Prove the analog of Theorem 4 in the framework of the random scattering zipper.
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