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Cahn-Hilliard-Navier-Stokes model with friction effects
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May 6, 2023

Abstract

Motivated by the mathematical modeling of tumor invasion in healthy tissues, we propose
a generalized compressible diphasic Navier-Stokes Cahn-Hilliard model that we name G-
NSCH. We assume that the two phases of the fluid represent two different populations of cells:
cancer cells and healthy tissue. We include in our model possible friction and proliferation
effects. The model aims to be as general as possible to study the possible mechanical effects
playing a role in invasive growth of a tumor. In the present work, we focus on the analysis
and numerical simulation of the G-NSCH model. Our G-NSCH system is derived rigorously
and satisfies basic mechanics of fluids and thermodynamics of particles. Under simplifying
assumptions, we prove the existence of global weak solutions. We also propose a structure
preserving numerical scheme based on the scalar auxiliary variable method to simulate our
system and present some numerical simulations validating the properties of the numerical
scheme and illustrating the solutions of the G-NSCH model.

2010 Mathematics Subject Classification. 35B40; 35B45; 35G20 ; 35Q35; 35Q92; 656M08
Keywords and phrases. Cahn-Hilliard equation; Navier-Stokes equation; Asymptotic analysis;
Mathematical modeling; Numerical simulations; Scalar Auxiliary Variable method.

1 Introduction

We derive, analyze and simulate numerically the generalized compressible Navier-Stokes-Cahn-
Hilliard variant (G-NSCH in short)
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stated in (0,T) x Q, where T' > 0 is finite time, and Q C R? (d = 1,2, 3) is an open bounded
domain with a smooth boundary 0f2.

Interested in the modeling of invasive growth of tumors in healthy tissues, we motivate the
different terms of the model with this biological application in mind. System f models
the motion of a diphasic fluid composed of two immiscible components,i.e. the cells of the two
different types, in a porous matrix and comprises viscosity effects, surface tension, and friction
on the rigid fibers constituting the medium. In System 7, p is the total density of the
mixture (i.e. the sum of the two partial densities), ¢ is the relative mass fraction of one component
(e.g. the cancer cells), v is the mass averaged total velocity, p is called the chemical potential, p
is the pressure. The coefficient « is related to the surface tension and is equal to the square of the
width of the diffuse interface existing between the two populations. The friction coefficient x(-)
is a monotone increasing function of the density and takes into account the possible difference
of friction strength between the two populations. We use this friction term to model possible
adhesive effects on the extracellular matrix (ECM in short). The coefficient v(-) represents the
viscosity of the mixture and again possible differences of viscosities could be considered for the
two populations. The function g represents the separation of the two components of the mixture
and phenomenologically models the behavior of cells (i.e. cells tend to form aggregates of the
same cell type). The function F.(-) accounts for the possible proliferation and death of cells. The
non-negative function b(-) models the mobility of cells and is assumed to be doubly degenerated
to, again, correspond to the behavior of cells. This latter assumption models the probability for
a cell of any of the two populations to find an available neighboring spot to which it can move.
More details about the general assumptions and precise forms of the different functions will be
given in the next sections.

The motivation of our model stands from the modeling of tumor progression and invasion in
healthy tissues. Indeed, our model can be viewed as a representation of a proliferating population
of cells (i.e. the tumor cells) in a domain filled with a non-proliferating population (i.e. the
healthy cells).

However, we emphasize that this article concerns the analysis and numerical simulation of the
general G-NSCH model 7. This latter comprises effects that are negligible in biolog-
ical situations, e.g. inertia effects. Since the general model is of interest to material sciences,
physics and fluid mechanics, we focus propose here an analysis of the model and a structure
preserving numerical scheme for the G-NSCH model while keeping in mind our initial applica-
tion, i.e. invasive tumor growth modeling. We also emphasize that the G-NSCH is the basis of a
reduced model that takes into account only biologically relevant physical effects that play a role
in invasive tumor growth. Therefore, this work has to be seen as the first part. The second will
concern numerical simulations, and sensitivity analysis of the reduced model, presented here in
Appendix [B]as Problem 2, that will rely heavily on the present work.

Literature review The motion of a binary mixture of two immiscible and compressible fluids
can be described by the Navier-Stokes equation coupled to the Cahn-Hilliard model.

The well-known incompressible variant of the compressible NSCH model has been denominated
model H (see e.g. [32,34]). Model H has been proposed to represent viscous fluid flow in an
incompressible binary mixture under phase separation. This model assumes matching densities,
1.e. p1 = po and, hence, constant total density p. To consider non-matching densities, Lowengrub
and Truskinovsky [50] proposed the compressible Navier-Stokes Cahn-Hilliard model (NSCH
model in short). Expanding the divergence term in the mass balance equation, the authors
found a relation denoting the quasi-compressible nature of the fluid. Concomitantly, Anderson,
FcFadden, and Wheeler [10] proposed a similar system and we use this latter in the present work.
We also remark that a very recent work [59] proposed a unified framework for the incompressible
NSCH system and shows that the different NSCH models found in the literature only differ from
their general model by specific constitutive hypotheses.



Under some simplifying assumptions compared to the system proposed in [50] but being closer
to the system in |10|, the analysis of the compressible NSCH model with no-flux boundary
conditions has been realized by Abels and Feireisl |4]. Their analysis requires simplifying the
model proposed in [50] to avoid zones with zero density which would make this analysis a lot more
difficult since the control from certain estimates would be lost. In another article, for the same
system, Abels proved the existence of strong solutions for short times |2|. Considering the same
assumptions and dynamic boundary conditions, Cherfils et al. [20] proved the well-posedness
of the compressible NSCH model with these special boundary conditions. These latter allow to
model the interaction of the fluid components and the walls of the domain.

Results on the analysis of the incompressible variant of the NSCH model, i.e. the model H, are
numerous and we here mention only a few of them since a complete review would be out of the
scope of the present article. With a non-degenerate mobility coefficient (b(c) in our notation)
and a physically relevant choice of potential, the well-posedness and regularity analysis of model
H has been performed by Abels [1] using tools both from the analysis of Navier-Stokes model
and the Cahn-Hilliard model. It is worth mentioning that the non-degeneracy of the mobility
coefficient leads to non-physical effects, i.e. Ostwald ripening effects (see |5]). For this reason,
Abels, Depner and Garcke studied model H with a degenerate mobility |3]. Their analysis relies
on a regularization of the mobility and singular potential into, respectively, a non-degenerate and
non-singular potential. Then, suitable a-priori estimates uniform in the regularization parameter
allow to pass to the limit in the regularization and show the existence of weak solutions to the
degenerate model H.

We now focus on the Cahn-Hilliard equation alone and its use for the modelling of tumors.
The Cahn-Hilliard equation has been initially used to represent the phase separation in binary
mixtures and has been applied to the spinodal decomposition of binary alloys under a sudden
cooling [16}/17]. The model represents the two phases of the fluids as continua separated by a
diffuse interface. This equation has been used later in many different applications and we do
not intend here to give an overview of all these. However, we refer the reader interested in
the topic to the presentation of the Cahn-Hilliard equation and its applications to the review
book [51]. We are interested here in the application of the Cahn-Hilliard framework to tumor
modelling (see e.g. [48,49]). Latter, different variants of the Cahn-Hilliard model appeared:
e.g. , without giving a complete overview again, its coupling to Darcy’s law [27], Brinkman’s
law [21], chemotaxis [56]. Recently, a new variant has been used to better represent the growth
and organization of tumors. The main change is to consider a single-well logarithmic degenerate
potential instead of a double-well potential [7,|18/55]. This type of potential has been proposed
in [9] to represent the action of the cells depending only on their own local density, i.e. attraction
at low cell density and repulsion for large cell density representing the tendency of cells to avoid
overcrowding.

The numerical simulation of Model H for binary fluids with non-matching densities has been the
subject of numerous works (see e.g. [35] and references therein). However, in part due to its
complexity, the numerical simulation of the compressible NSCH system has been less explored. A
C? finite element numerical scheme for a variant of the quasi-compressible NSCH model proposed
in |50] has been proposed in [29]. Around the same time, Giesselmann and Pryer [8,28] designed a
discontinuous Galerkin finite element scheme to simulate the quasi-incompressible NSCH system
which preserves the total mass and the energy dissipation. A numerical method has also been
proposed in [33] in the case of constant mobility b(c) and smooth polynomial potential 1(c).
Furthermore, the system simulated in 33| is a simplification of the compressible NSCH system
since the pressure does not appear in the definition of the chemical potential p in their system.
The previous works we presented for the simulation of the compressible or quasi-compressible
NSCH systems deal with constant mobility combined with a smooth polynomial potential. We
aim to simulate the compressible NSCH model with choices of mobility and potential relevant
for biology (but also relevant for material sciences and fluid mechanics), i.e. degenerate mobil-



ity combined with a logarithmic potential. We now review briefly some relevant discretization
method for the Cahn-Hilliard equation alone with degenerate mobility and singular potentials.
Considering a degenerate mobility and a double-well logarithmic potential, we mention the work
of Barrett, Blowey and Garcke [11]. In this article the authors proposed a finite element scheme
with a variational inequality to preserve the bounds of the solution. Based on these ideas, Agosti
et al. |7] proposed a similar finite element scheme for the case of single-logarithmic potential.
The difficulty in this latter case lies in the fact that the degeneracy and the singularity sets do not
coincide and negative considering an order parameter that must remain within the bounds [0, 1)
negative solutions can appear if a standard discretization method is used. The method proposed
in |7] solves this issue but does not preserve the exact mass. In a more recent work, Agosti |6]
proposed a discontinuous Galerkin finite element scheme that preserves the bounds [0,1) and
preserves the exact mass. However, the main drawback of the previously mentioned methods
is that they are computationally expensive and solve a strongly coupled nonlinear system and
use iterative algorithms. Since the Cahn-Hilliard equation is a gradient flow (see e.g. [44]), a
structure-preserving linear scheme can be constructed using the Scalar Auxiliary Variable (SAV
in short) method [57]. This has been successfully used in [37]. In this latter work, the scheme
is structure-preserving from the use of a scalar variable that represents the discrete energy, and
an additional equation is solved to ensure dissipation at the discrete level. The bounds of the
order parameter are ensured using a transformation that maps R to the physical relevant interval
((0,1) in the case of a double-well potential). To the best of our knowledge, the SAV method
has not been applied to the compressible NSCH system.

Objectives of our work The first objective of our work is to study the well-posedness of the G-
NSCH model under some simplifying assumptions (i.e. smooth potential and positive mobility).
The second objective is the design of an efficient and structure-preserving numerical scheme for
the G-NSCH model with singular double-well potential and degenerate mobility. The third focus
of the present work concerns the rigorous derivation of the G-NSCH model that is presented in
the Appendix.

Outline of the paper Section [2] presents the notation, functional spaces and assumptions
we use in our work for the analytical part but also for the numerical part. Section |3 deals
with the proof of the existence of weak solutions for the G-NSCH system f under
simplifying assumptions. A structure preserving numerical scheme based on the SAV method
is then proposed in Section [ and some numerical results are presented in Section Our
model’s equations come from a thermodynamically consistent derivation of the compressible
Navier-Stokes-Cahn-Hilliard model including friction effects and source terms. The derivation
is described in Appendix [A] From a general model, we propose in Appendix [B] two reductions:
The G-NSCH studied and simulated in the present work and one biologically relevant reduction
that will be the focus of a forthcoming work.

2 General assumptions, notations and functional setting

The equations are set in a domain Qp = Q x (0,7) with  an open and bounded subset of R3.
We assume that the boundary 0f2 is sufficiently smooth. We indicate the usual Lebesgue and
Sobolev spaces by respectively LP(Q), W™P(Q) with H™(Q) := W™2(Q), where 1 < p < 400
and m € N. For ¢ € [1,400], we indicate the Bochner spaces by L4(0,7;X) (where X is a
Banach space). Finally, C' denotes a generic constant that appears in inequalities and whose
value can change from one line to another. This constant can depend on various parameters
unless specified otherwise.



2.1 Assumptions on functionals

We divide the assumptions on the different terms appearing in system f into two parts:
analytical and numerical assumptions. Indeed we are not able to prove the existence of weak
solutions in the general setting used in the numerical simulations. For instance, the case of the
usual logarithmic double-well potential in the Cahn-Hilliard equation is not treated but can be
implemented in our numerical scheme. However, we can analyze our system with a polynomial
approximation of the double well. We also consider non-degenerate mobilities to obtain estimates
on the chemical potential p directly. The case of degenerate mobility, see for instance 23|, seems
unavailable as we do not have anymore the classical “entropy” estimates of the Cahn-Hilliard
equation that provide bound on second-order derivatives of the mass fraction c.

Framework for numerical simulations We assume that the viscosity v(c) and permeability
k(p,c) coefficients are smooth non-negative functions of the mass fraction ¢. The mobility is a
non-negative function of the order parameter (mass fraction) c¢. Hence, we assume that

be CY([0,1;RT), and b(c)>0 for 0<c<1. (2.1)

In agreement with the literature (see e.g [20]), the homogeneous free energy ¥y (p, ¢) is assumed
to be of the form

@bo(P, C) = ¢e(ﬂ) + '(/)mix(pa C)’ (2'2)
with ¥mix(p, ¢) = H(c)logp + Q(c) and Q(c) is a double-well (or single-well) potential. Then,

using the constitutive relation for the pressure, we have

po.) = 250 = pulp) + pH) 2.3)

where p. = p?’(p) and is assumed to satisfy

p1p® "t —pa <pl(p) <ps(14p*Y), for a>3/2, pi,pa,ps>0. (2.4)
We assume that the source term F. (that can depend on the mass fraction and the density) is
bounded,
F.(p,c
Epol+ [ <o v er, 25)
Remark 2.1 (Double-well logarithmic potential). In the present work, we aim to use a double-

well logarithmic potential in the definition of the mixing potential. A relevant example of po-
tential is

Vmix = % (a1(1 = ¢)log(p(1 — ¢)) + asclog(pc)) — g(c - %)2 + k. (2.6)
This potential gives
H(c)=a1(1 —¢)+aze, Qc)= % (a1(1 = ¢)log(1l — ¢) + aaclog(c)) — g(c — %)2 +k,

where 6 > 1 and k is an arbitrary constant.

Additional assumptions for the existence of weak solutions Concerning the existence of
weak solutions, we need to strengthen our assumptions. The viscosity coefficient v(c) is assumed
to be bounded from below by a positive constant and the friction coefficient k(p, c) is assumed
to be nonnegative. Moreover both v(c) and k(p, ¢) are two functions bounded in L2(0,T; L*(Q))
whenever ¢ is bounded in L°°(0,T; H(Q2)) and p is smooth (for instance C(0,T;C?(2)). We
consider a > 2 the exponent of the pressure law. In the numerical simulations, we take degenerate
mobilities of the form b(c) = ¢(1 — ¢)®. However, in the analysis, we consider a non-degenerate



mobility by truncating the previous mobility. For instance, using a small parameter 0 < g, << 1,
we approximate the mobility b(-) by

b(l—gp), ife>1—¢y,
be,(c) = S b(gp), if c < ey,

b(c), otherwise,
and consider the case of a fixed ;. We obtain that
be CYR;RY), and blc)>C >0 VYeeR. (2.7)

Concerning the functionals appearing in the definition of the free energy 1y we assume that H
and H' are bounded and that @ is a polynomial approximation of the double well potential.
More precisely we take

HISH,(C)a H(C)SH% CGR, H17H2>07

1 2.8
Qle) = 31— o). 2
The case of the double-well logarithmic potential has not been tackled yet even though this is
the main motivation for the decomposition of i, as in the works [4] and [20].

Also, to make the computations simpler, we assume that

e g > 6 where a is the pressure exponent,
® Ye(p) = ’;a—__ll and therefore p.(p) = p°.

These two assumptions are not necessary but simplify the analysis. We refer for instance to [4}25|
for the more general setting. For instance, the condition a > 6 is used to not introduce another
parameter in the approximating scheme which would make the article even longer. Note that the
assumptions on 1y imply in particular the following lemma which is essential to obtain estimates
on the energy dissipation:

Lemma 2.2. There exists a constant C such that

9o
P75

C

< Cpio + C.

Its proof uses the assumption on H and the fact that for ¢ large, Q'(c) = ¢3 < c*+1~ Q(c) + 1.

3 Existence of weak solutions

We now turn to the proof of the existence of weak solutions for the G-NSCH model (1.1)—(1.4)
subjected to boundary conditions

_ Oc o

v

and initial conditions
2
p(0,2) = po >0 LYQ), c(0,z)=co€ H(Q) pov(0,z) = mg, with n;o‘ e L'(Q). (3.2)
0

Also, we suppose pg # 0. The proof of the result is quite long and technical. Therefore, when
necessary and for the sake of clarity, we omit some proofs and give instead appropriate references.



Outline of the analysis For readability reasons, we here present the plan we use for the
analysis of the G-NSCH model. We first start with the analysis of a "truncated" version of G-
NSCH model in the sense that the double-well is truncated for large values of ¢ with a parameter
eg- Then, for this fixed truncation, we prove the existence of weak solutions using the ideas
of [41[20,125,42]. Then, we pass to the limit £g — 0. Namely, recalling that Q(c) = $c?(1 — ¢)?
we first consider Q. (c) a smooth truncated approximation of @ which satisfies

/ 1 1
Qoo 1@ L IQL | < C (gQ> | (3:3)

In the first subsections, we work with the regularized problem and we drop the £g notation. We
will use the g notation when we pass to the limit, and for the moment we benefit from the
properties of the regularization.

3.1 Energy estimates

The G-NSCH system comes with an energy structure which is useful to obtain first a priori
estimates.

Proposition 3.1. Smooth solutions of the system (L.1))~(1.4) satisfy the following energy relation

d

E+D= F.d 3.4
SEB+ /uw (3.4)

where E is the energy, and D is the dissipation defined as

E= / p—+pwo+ 1o ax, (3.5)

D/2> 2

2
Vv 4 Vvl — gdiv(v)]l + b(e)|Vu* + k(p, c)|v]* dx. (3.6)
This yields a priori estimates on the solution i.e. there exists a positive constant C such that

t +/tD(s)ds < C+ CE(0).
0

Note that the energy is bounded from below since plog pH (¢) is bounded from below with ([2.8)).
Also, the purpose of the assumptions v(c) and b(c) bounded from below by a positive constant
become clear, they are crucial to obtain estimates on the H!(2) norm of p and v.

Proof. We recall the formula
1
VeAc = div(Ve® Ve) — 5vyvcy? (3.7)

We denote by T the tensor v(c)(Vv + VvT — gdiv( ) ) Then we multiply Equation (1.1)) by

|v2| and sum it with the scalar product of Equation (1.4) with v. We obtain

o 2
= (pM> +d1v< plvI*v +p(p,c)v —T- v) +T: Vv + s(p, c)v? = p(p, c)div(v)
+ 'ydiv(§]Vc]2]I —(Ve® Vo)) - v

which is equivalent to

o 2
- <p“’2|> + div ( p|v[>v + p(p,c)v —T- v) +T: Vv +r(p,c)v? = p(p, c)divy — yAcVe - v,

ot
(3.8)



Then, we multiply Equation (1.2)) by x and obtain using also (|1.1))
pi(Orc + v - Ve) = div(b(c) Vi) + pFe.
And, using (|1.3)) we obtain

O
aw (Orc+v - Ve) =div(b(c)Vu) i + yAc(Owe + v - Ve) + k.
The previous equation can be rewritten using the chain rule as
. , 0o
0u(pa) +div{pav) — valdhp + divi(pw)) = 05 2 (Bp-+ v+ V)

= div(b(c)Vu)pu + yAc(Oc + v - Ve) + k.
We have p%—;(atp+v -Vp) = paé’bpo( pdiv(v)) = —pdiv(v) (see Equation ({2.3)) for the definition
of the pressure). Moreover, we know that Acdic = div(9,cVe) — 0, (\vc| > and, hence,

Vel
2

O(ptho) + div(pyov) + pdiv(v) = div(b(c) V) + [div(@tch) — O ( ) + Acv - Vc]

+ pF.. (3.9)

Summing (3.8)) and (3.9) we obtain
0 1
7 <pH + ptho + |Vc|2> +div (pwov + §plvl2v +p(p,c)v—T:v— 'yﬁtch> —div(b(c)Vu)p
+T: Vv + k(p,c)|v]* = uF..
Now we use the fact that

2

v(c)
T:Vv=—=
v 9

Integrating in space and using the boundary conditions (3.1)) ends the proof of the first part of
the proposition. To prove the second part, we integrate the equation in time and control the
right-hand side. Indeed, due to the assumption on the source term (2.5), we have

t t
,chdacdt‘ §C/ / ||
Q 0o Jo

We want to use Lemma to control the L' norm of p. Integrating the equations on p to obtain

fQ pdx = fQ podx > My we satisfy the first assumption of the lemma. For the second, we notice

that we can consider a variant of this lemma such that instead of asking p to be in L'*¢ we have
< ClIVallgz + [[pll L1+

the inequality
1
u— — u
) /Qp L2

Using Young’s inequality, the fact that in the energy piy contains a term of the form Pt
obtain for C' small enough

//de<c+c//de<c+0E() infc b()/\V,u\de—i-C'/p,udx.
Q Q

Since the energy dissipation controls the third term of the right-hand side, it remains to control
the last term of the right-hand side. We recall that pu = pfh/)o ~vAc. Using the Neumann

. Using Lemma [2.2| we obtain

< C+ CE(t).

Vv + Vvl — %div(v)ﬂ (3.10)

boundary conditions on ¢, it remains to control ) fQ ,0

1/}0 e

We conclude using Gronwall’s lemma. Ul



3.2 Existence of weak solutions for fixed ¢

The weak solutions of system (1.1)—(|1.4) are defined as follows
Definition 3.2. We say that (p,v,c, u) is a weak of system ((1.1))—(1.4) provided:

e p > 0 and we have the regularity
p € L*(0,T; L)),
v € L*(0,T; Hy(R?)), /pv € L=(0,T; L*(;R?)), T:Vve L'(0,T;LY(Q)),
ce L™(0,T; H'(Q)),
p e L2(0,T; HY(Q)).
e Equations ([1.1)—(1.4]) are satisfied in the distributional sense.
e The initial conditions (3.2) are satisfied a.e. in €.
e The boundary conditions (3.1)) are satisfied.

In order to prove the existence of weak solutions, we use an approximating scheme with a small
parameter ¢ > 0 borrowing the idea from [25,43]. More precisely, let X,, = span{n;}i=1,_..n be
the set of the first n vectors of a basis of Hg (€; R3) such that X,, C C?(Q;R3). We consider the
following problem for (p, v,,c) with v,, € X,, (with coordinates depending on time):

Op + div(pvy,) = eAp, (3.11)

and for every n € X,

t t
/pvn(t)wdx—/momdw—/ /pvn®vn:V77da:ds—/ /p(p,c)div(n)da;ds
Q Q 0 JQ 0 JQ
t t t
1
—i—e/ /(anVp)-ndxds+/ /T:Vndxds+’y/ /(\VC\QJI—(V(:@VC)):Vnda:ds
0 Ja 0 Ja 0o Ja 2

¢
+// k(p,c)vy -ndeds =0. (3.12)
QJo

And for the equation on the mass fraction

1 . Fc (91/)0 AC
oc+ vy -Ve=—div(b(c)Vu) + —, p=———7—. 3.13
: v ((e)V0) + - 2 1= (313)
We consider Neumann boundary conditions
Vp-n=0b0c)Vu-n=Ve-n=0 on 09, (3.14)

and the Dirichlet boundary condition for v, is included in the definition of X,. Finally, we
consider the initial conditions

p(07 ) = poe > 0, C(Ov ) = Coe) pvn([)? ) = Imyg, (3]‘5)

where pg ¢, ¢ satisfy the Neumann boundary conditions and they are smooth approximations
of po,co (when e — 0).

We now comment on the scheme used above and detail the strategy of the proof. We add the
artificial diffusion in with the parameter € > 0. Here, v,, is fixed and we can conclude the
existence of classical solutions to which are positive since the initial condition is positive
(and using maximum principle). Using this positivity, we conclude the existence of a strong
solution to Equation (3.13)) which is in fact a fourth-order parabolic equation. Having obtained



¢, we focus on Equation and we prove existence for a small time with Schauder’s fixed
point theorem. Note the presence of the additional term e [(Vv,,Vp)-n which is useful to cancel
energy terms introduced by eAp in (3.11). Having obtained existence on a short time interval
we compute the energy of the system and obtain global existence. Then, we pass to the limit
n — 00. It remains to send € and €¢g to 0 and obtain solutions of system 7.

We first turn our attention to Equation . From [25|, we obtain the following proposition,
and lemma

Proposition 3.3. Let Q@ C R3 be a bounded domain of class C**P for some 8 > 0. For
a fived v, € X,, there exists a unique solution to FEquation with Neumann boundary
conditions and initial data conditions (3.15)). Furthermore, the mapping v, — p[vy],
that assigns to any v, € X, the unique solution of , takes bounded sets in the space
C(0,T;C2(Q,RY)) into bounded sets in the space

V= {8yp € C(0,T;C*(Q)), p e C(0,T; C**(Q))}.

Lemma 3.4. The solutions of (3.11)) satisfy

S

(insf2 p(0,z)) exp <_/0 [div vy (s)] oo () ds) < p(t, x)

t
< (sup p(0, 2)) exp ( /0 v v ()] o= ds) |

€N
for allt € [0,T] and x € Q.

Using the latter lemma, if the velocity field is in W1 the density is bounded from below by a
positive constant (provided the initial condition is positive). We now focus on Equation (3.13)).

Proposition 3.5. Let p be given such that p € C(0,T;C%*()) and p > p > 0. Then Equa-
tion (3.13) with Neumann boundary conditions (3.14)) admits a strong solution. Moreover, the
mapping vy, — c[vy] takes bounded sets in the space C(0,T;C3(Q,R3)) into bounded sets in the
space

W= {c€ L™(0,T; H'(Q)) N L*(0,T; H3(Q))}. (3.16)

The existence of a strong solution is based on the remark that the highest order term of this
equation is —’yL:)AQC. Using b(c), p > C' > 0 we obtain a fourth-order parabolic equation with
smooth coefficients and with zero Neumann boundary conditions. Therefore, we can admit the
existence of a strong solution and we focus on the estimates . In the proof, we need the
following two lemmas

Lemma 3.6 (Lemma 3.2 in [25]). Let Q € R3 be a bounded Lipschitz domain and let My > 0,
K > 0. Assume that p is a nonnegative function such that

O<M0§/pdx,/padx§K, with a > 1.
Q Q
Then, there ezists a positive constant C = C(My, K, a) such that the inequality

!
u—-— [ pu
9] Jo

holds for any u € W12(Q;R3).

< C||Vul| 2 (q;r3x3),
L2(R3)

10



Lemma 3.7 (Theorem 10.17 in [26]). Let Q C R? be a bounded Lipschitz domain, and let
1<p<+4oo, My >0, K>0,a>1. Then there exists a postive constant C = C(p, My, K, a)
such that the inequality

2 ..
[allpwip@mrsy < C (HVu—i— Viu-— gleu]I”Lp(Q;RBXB) + /Qp]u] d:c) ,
holds for any u € WHP(Q;R3) and any non-negative function p such that

O<Mg§/pdx, /p“dng.
Q Q

Proof of Proposition[3.5, We admit the existence of solutions and focus on a priori estimates.
We multiply Equation (3.13)) by —Ac. Using the boundary conditions and integrating in space
Vel|?
at/ Vel qa 4 [ be)
Q

yields
Ac
vl [t
2 0 < P >
1 A F
= / ~div(v,,)|Ve|? = Vv, : Ve® Vedz +/ b(c)V <8w0> -V <c> dz — / —Ac.
Q2 Q dc p QP

Here, we have also used the formula (3.7). We use the L bounds on v, div(vy), b(c), p the
fact that % is also bounded in L, properties on d.t¢ (3.3]), and obtain

2 A 2
at/ Vel dx+7/b(c) v<c> dxgc/ |Vc|2dx—|—0/
o 2 Q p Q Q

We want to control the last term on the right-hand side. We use Lemmawith u= %(1, 0,0)7
and obtain, together with Neumann boundary conditions on c,

2
dx

v Ae
P

d:c+C/ |Ac].
Q

A A
Hc <C Hv <c> . (3.17)
Pz P /12 (rs)
Then, writing Ac = p% and using the L* bound on p,
A
szl (2]
L P/ 1Lz @;r3)
Finally, using Young’s inequality and Gronwall’s lemma, we obtain
T Ac\ |2
sup / |Vc\2dx—|—7/ /b(c) \Y <> dz < C. (3.18)
te(0,T) JQ 0 JQ p

With Lemma (and integrating the equation on pc using also the boundary conditions) we
obtain the bound
ce L®0,T; H(Q)) N L*(0,T; H3(Q)). (3.19)

O

Having defined p and ¢, we now solve Equation (3.12]) with a fixed point argument. We define
the operator

Mlp| - X, — X, (Mp]v,w) := / pv-wdzr, v,we X,.
Q

11



This operator ( [25]) M[p] is invertible, and

1
ian P ’

||M_1[p]||L(X;;;Xn) < ||M_1[P1]*M_I[P2]||L(X;;;Xn) < C(n,p)llpr—p2lr1(0), (3.20)

for any p1, p2 > p. Finally, Equation (3.12)) can be reformulated as

valt) = M p(1)] (mzs s [ a5 ds> , (3.21)
with
(mg,n /mo ndz,

and

(N Vs py el ) = / (pvn ® Vi = T = 2IVePI+Ve® Ve) : Vi + p(p, c)div(i)
Q
— (eVv,Vp + k(p,c)vy) - ndx.

To prove that Equation (3.21]) has a solution, we apply Schauder’s fixed-point theorem in a short
time interval [0,7'(n)]. Then, we need uniform estimates to iterate the procedure.

Lemma 3.8 (Schauder Fixed Point Theorem). Let X be a Hausdorff topological vector space
and S be a closed, bounded, convex, and non-empty subset of X. Then, any compact operator
A:S — S has at least one fized point.

With notation of the lemma we call A the operator from Equation (3.21) and S = B(ug )
the unit ball with center ug, in C([0,T]; Xy,), o, is defined by

/Pouo,n'ﬁ(h:/m()'??dl’v VUGXn
Q Q
More precisely, we consider
A:S— C([0,T]; Xp),
u M1 <m0+/N ()]ds)
Lemma 3.9. There exists a time T = T (n) small enough such that the operator A maps S into

itself. Moreover, the mapping is continuous.

Proof. By deﬁmtlon of A and m},, we need to prove that ||M™! fo (s)dsllcorx,) < 1.

With properties (|3 , it is sufficient to prove that there exists a ﬁnal time T small enough such
that

< inf p.
corxx)

Note that the infimum of p needs to be taken over the set Q7 = (0,7") x Q as p depends on time.
But, since we only consider small times, using Lemma we see that this infimum is bounded
by below. More precisely, for every Ty, there exists C(Ty) > 0 such that for every T < T,
info,. p > C(Tp). We recall that X,, C C?(£;R3) is finite-dimensional and we estimate

t
/ / (pru@u—-T-— %WC\Q]I +Ve® Ve) : Vn+ pp, c)div(n) — (eVuVp + k(p, c)u) - nda ds
0 Jo

< VT(Inllx, + IVallx.,) (el < l[ullZe + Cllv(o)l 2 Vul e + ClIVell7a + llpllfee + lloll e H (e)l| o
+elullx, [1Vollze + [lullze|[x(p, ) 2)-
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Using assumptions of the subsection [2.I] and Propositions [3.3 we prove that all the quan-
tities on the right-hand side are bounded, except ||V¢||z+ which needs an argument. Note that
from (3.16)), we deduce Ve is bounded in L*(0, T; H*(Q2)) N L*>(0, T; L*(£2)) (by a constant which
depends on p, and also on ||ul|=, ||Vu||z~). By Sobolev embedding with d = 3, and interpola-
tion, we obtain an L*(0,T; L*(2)) bound. With the previous estimates, and for 7" small enough,
we obtain the result. O

Lemma 3.10. The image of S under A is in fact a compact subset of S. Therefore, A admits
a fixed point.

Proof. We want to apply the Arzela-Ascoli theorem to deduce the relative compactness of
A(S). From the previous computation, and using the fact that X, is finite-dimensional, we
can prove that A(S) is pointwise relatively compact. It remains to prove its equicontinuity.

We want to estimate for ¢ < t the X,, norm of M~![p(t)] (m{") + f(f./\/'[u(s),p(s),c(s)] ds) -
M p(t)] (mf‘) + fg/N[u(s), p(s),c(s)] ds). For simplicity, we write N'(s) := N[u(s), p(s), c(s)],

and rewrite the previous difference as

Mpte) = 0] (i + [ s )+ 00 0(0] (mi + [ W)

For the first term, we use ((3.20) and the Holder continuity of p given by Proposition For the
second term, we repeat the computations in the proof of Lemma [3.9] This ends the result. [

We have the existence of a small interval [0,7(n)]. To iterate the procedure in order to prove
that T'(n) = T, it remains to find a bound on v,, independent of T'(n).

Lemma 3.11. v,, is bounded in X,, independently of T'(n).

Proof. Note that we do not ask for a bound independent of n but only of T'(n) since we use
in the proof the fact that X, is finite-dimensional. The proof uses the energy structure of the
equation. We differentiate Equation (3.12)) in time and take n = v,, as a test function. This
yields

1
p dz + / (Dep + div(pvy)) |vi|> dz — / p(p, c)div(vy,) dz — 8/ Ap|v, > dz

1
—1—/ T:Vv,dx —1—7/(2]Vc|2]l —(Ve® Ve)): Vv, dz +/ k(p,c)[vp?dz =0. (3.22)
Q Q Q

Here we used

1d 1
0, n) Vn = 53, n2d 5 n2d
/Qt<pv> V=g | oval x+2/Qatp\v| ,

1
/div(pvn ® Vy) - Vpdr = / diV(PVn)’Vn‘dea
Q 2 Ja
6/(anVp)-vndx: E/ Ap|vy,|? de.
Q 2 Ja

With (3.11)), we see that (3.22)) reads

i [Val®
dt |, 2

dz — / p(p, c)div(vn)dx—i—/ T:Vv,dz
Q Q

1
+7/(2]Vc|2ﬂ— (Ve®@Ve)) : Vv, dx—|—/ K(p,c)|val?dz = 0. (3.23)
Q Q
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Now as in (3.9)), we obtain with the artificial viscosity

0o

A (ptbo) + div(povn) + pdiv(vy) — toelAp — 6p87pAp = div(b(c) V)

Vel

+ div(@tch) — O < 5

) + ~vAcvy, - Ve + pf.

Integrating this equation in space, and summing with (3.23)), we obtain

d [vi|? [Ve? o
T Qp( +1/1> 5 dx—i—a/ﬂ 1/J+p8 -Vpdz
+/']T:VVndx+/b(c)|Vu|2d:U—|—/m(p,c)|vn|2dx:/chdx. (3.24)
Q Q Q Q

By definition of 1y, we obtain

/Q <¢0 Tp 6¢0> -Vpdz = 8/9 <((a 1)+ (a— 1)2)pa—2 + H;C)> ]Vp]zdx
o [ (@ 0og(p) + 1)+ Q') Ve- Vpa.

Therefore, the energy reads

¥ QP(' ”'2+w) ’V§'2dx+5/9(((a—1>+<a—1>2>pa2+H/§C)) V[ da

: Vv X C 2 X K C)|V 2 xr = X
+ [T Vvado+ [ boIVuP e+ [ mpolvafdo = [ pF.d
6/9(H’(c)(log(p)Jrl)JrQ'(c)) Ve-Vpdz. (3.25)

We need to prove that the right-hand side can be controlled in term of the left-hand side to
obtain estimates. For the first term on the right-hand side, we treat it as in the proof of
Proposition For the second term, we know by assumption on H and @, and the fact that
(log(p) + 1)? is bounded by a constant times % + (a — 1)p?~2 that it can be bounded in terms
of the left-hand side. Note that we used the hypothesis |Q'(¢)| < C. This is based on the fact
that @ is in fact Q., so that we have [Q'(c)| < C(%) with a constant that blows up when eg
is sent to 0. As we intend to send g — 0 in the next step, it is important to notice that we
can still manage to have this energy inequality since in fact the term & fQ (¢)Ve - Vpdx can

be estimated by § [, ( ( ( — 1)+ (a—1)%)p* 2+ C)) [Vp|? dz and [, eC/(- )]Vc|2 dz. Since €
will be sent to 0 before ey, the energy inequality will still hold 1ndependently of e in the limit
e — 0. With Gronwall’s lemma, and properties of the tensor T, we deduce that v, is bounded
in L2(0,T(n); H*(€;R?)) independently of T'(n). Since all the norms are equivalent, it is also
bounded in L'(0,T(n); W1>°(Q, R3)). Therefore, we can apply the maximum principle stated in
Lemma [3-4] and obtain that the density p is bounded from below by a constant independent of
T'(n). Then, using once again the energy inequality, we obtain that v,, is bounded uniformly in
time in L?(Q;R3). This procedure can be repeated for every final time 7. O

Finally, we are left with the following proposition

Proposition 3.12. For any fized n and T, there exists a solution (p,c,vy,) defined on (0,T)
(with appropriate regularity) to (3.11)-(3.13)-(3.12) subject to boundary conditions (3.14) and
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initial conditions (3.11). Moreover, this solution satisfies the energy dissipation inequality

E(t) +€/Qt <(a +a?)p*t + H£C)> |Vp|? dz dt

+/ T:anda:dt+/ b(c)]Vu]dedt+/ K(p, c)|vp|? dzdt < C + CE(0), (3.26)
Qt Qt

Q

where

vy, |? Vel
E(t) = / P <|2| +¢o) +7|2|dx,
Q

and with a constant C' = C (1, %)

Now, we need to find estimates, independent of n, to pass to the limit n — co. Since p and ¢
depend on n, we write p, and ¢, from now on.

Proposition 3.13. We have the following estimates uniformly in n and e:
(A1) {pniho} in L=(0,T; L1(2)),
(A2) {pn} in L>=(0,T; L(92)),
(A3) {T :Vv,} in LY(0,T; L}(Q)),
(A4) {\/Pnvn} in L0, T; L*(;RY)),
(A5) {\/b(en)Vipn} in L2(0,T; L*(Q; RY),
(A6) {va} in L*(0, T Hj (% R?)),
(A7) {VeVpn} in L*(0,T; L*()),
(A8) {cn} in L>®(0,T; H'()),
(A9) {pndctho} in L>°(0,T; L"(Q)) for r < &%,
(A10) {pn} in L*(0,T5 H'(2)),
(A11) {pppn} in L?(0,T; L/ (+)),
(A12) {cp} in L2(0,T; W2"(Q)) N L2 (0, T; WH2) for some v > 0,
(A13) {puca} in L(0,T; L34 (Q)),
(A14) {pncava} in L*(0,T; L3+ (1)),
(A15) {p(pn, )} in L7 ((0,T) x Q) for some v > 0.

Proof. Estimates [(A1){(A2)H(A3)H(A4)H(A5)|follow immediately from the energy equality (3.26)).
Estimate[(A6)]is the result of Lemma/3.7and estimates[(A2){(A3)}[(A4)] To obtain estimate[(A7)
we multiply Equation (3.11)) by p,,, and using integration by parts, we obtain

T
28/0 /Q‘v/)npdx dt < HPOH%?(Q) + Han%m(QT;LQ(Q)) + Hp”H%Q(O,T;L‘l(Q))”vvnHLQ(QT;L?(Q)dy

Using|(A2)[and [(A6)| we deduce|(A7)l To prove Estimate|(A8)| we first notice that equality (3.26)
provides the uniform bound on {Ve,} in L?(0,T; L*(f2)). To conclude with Lemma we need

to bound [, pncn. Combining Equations (3.11)-(3.13)), we obtain

O(pncn) + div(pnenvy) = —ecAp + div(b(c)V ) + Fe.
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Integrating in space, using the boundary conditions, and Estimate the L2 bound on {V¢,},
assumptionyields {Jq pnen}isin L°°(0,T). We deduce Estimate Estimate follows
from the definition of 1y and Estimate |[(Al)l Estimate follows from Estimates |[(A5)
and Lemma [3.6] Estimate follows from Estimates |(A2)H(A10)| Estimate is a
consequence of Equation , the previous estimates and interpolation. The two next estimates
are a consequence of the other estimates and Sobolev embeddings. Finally, the last estimate on
the pressure can be adapted from [20, Subsection 2.5]. This estimate is useful when we obtain
the convergence a.e. of p, and ¢, so we can obtain strong convergence of p(py,,c,) in L' by
Vitali’s convergence theorem. O

From [25], we also obtain the following Proposition

Proposition 3.14. There exists r > 1 and p > 2 such that

Otpn, Apn  are bounded in L"((0,T) x Q),
Vpn is bounded in LP(0,T; L*(Q,R3)),

independently of n (but not independently of €).

With all the previous bound, we can pass to the limit when n — oo and obtain the different
equation and energy estimates in a weak formulation. Since the passage to the limit n — oo is
simpler than the next passage € — 0, we only detail the latter. Indeed, as n — co we can obtain
easily strong convergence of p which helps a lot in the different limits. So we assume that we
can pass to the limit and that the bounds obtained in Proposition |3.13|still hold independently
of €. It remains now to send ¢ to 0.

We recall the equations that we want to pass to the limit into:

Ope + div(peve) = eApe, (3.27)
O(pece) + div(peceve) = —eccApe + div(b(c:)Viue) + Fo_, (3.28)

and for every 7 (sufficiently regular)

t t
/PaVa(t)‘de—/mo-ndx—/ /Pavg@vezvxndxds_/ /p(pa,ca)div(n)dxds
Q Q 0 Jo 0 Jo
t t t
1
—i—a/ /(vaVpa)-ndxds—l—/ /’]I“‘E : Vndxds—i—’y/ /(|ch2ﬂ—(Vc€®Vce)):Vnda:ds
0 Jo 0 Jo 0 Jo 2

¢
+// K(ce)ve -ndaxds =0. (3.29)
QJo

Using Proposition which yields uniform estimates in €, we pass to the limit in the previous
equations. The difficult terms are the one involving nonlinear combinations. Indeed, it is not
clear that we can obtain strong convergence of p. as we have no estimates on higher order
derivatives. We use the following lemma, see [43].

Lemma 3.15. Let g, hy, converge weakly to g, h respectively in LP*(0,T'; LP?(Q2)), L9 (0,T; L% (2))

where 1 < p1,p2 < 400 and
1 1 1 1
—t+—=—+—=1
Pr qu P2 Q2

We assume in addition that

Ogn . . _ .
% is bounded in L(0,T; W~™Y(Q)) for some m > 0 independent of n, (3.30)

and
lhn — hn(t, - + &) Lo o,1092()) — 0 as [§] = 0, uniformly in n. (3.31)

Then, gnhy, converges to gh in the sense of distributions.
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Remark 3.16. This lemma admits many variants, and it is possible to identify the weak limit
of the products with lower regularity, we refer for instance to [52].

We want to apply the previous lemma to the terms p.ve, peCe, pefle, PeC2, PeVe, PeVe D Ve, pgvecg.
We admit that aéig, 9p == and 8p =< satisfy (3.30) by using Proposition’?’);h?iand Equations (3.27)-
- (]:‘3_222[) The compactness 1n space required in also uses Prop081t10n 13.13, We refer
also to |20, Subsection 3.1] for similar results. The termb ec:Ap. and ¢ [} [(Vv-Vp) - ndzds
converge to 0 (the first one in the distributional sense) thanks to estimates [(A7)H(A8)]

It remains to pass to the limit in (i.e identifying the weak limits)

1
p(Psa Cz-:)a §IVC€|2a Ve: ® Ve, (3'32)
b(ce)Vpe, Fe.(pe,ce),  pe0cVo. (3.33)

The convergence of the last term is used to identify pu. To prove the previous convergences,
we need to prove strong compactness in L? of ¢, Ve. and convergence a.e. of p. to use Vitali’s
convergence theorem. But they follow from the arguments in |4] and |20, Section 3.3 and 3.4].
Altogether, we can pass to the limit in every term of the equations. This concludes the argument.

3.3 Sending ¢g — 0

The last step in our proof is to let £g vanishes and recover the existence of weak solutions for the
double well potential Q(c) = 1c*(1 — ¢)?. Since we have the energy estimates from before, the
work is essentially the same but we have to be careful about two points. The first one is to indeed
have an energy estimate independent of eg. We discussed this point after Equation and,
hence, we do not repeat it here. The second point are the estimates obtained in Proposition [3.13]
However, the estimates are essentially the same, except for estimate which becomes

{pdetbo} in L0, T; Ltz (2)). (3.34)

This can be proved knowing that, when g ~ 0, we have that for c large pQ (c) =~ pc3, and
we use estimates [(A2)H(A8)l Altogether, the reasoning to pass to the limit is the same and we
conclude.

4 Numerical scheme for G-NSCH model

We recall that in the following, we use the assumptions on the functionals provided in Section
for the numerical part. These particular choices lead to stability problems and degeneracy of
mobility, and friction in certain regions. Indeed, our model comprises a Navier-Stokes part that
needs to be stabilized to be simulated and a degenerate Cahn-Hilliard system that is well-known
to be difficult to simulate numerically (see our introductory section).

We here propose a numerical scheme that combines recent advances in numerical analysis. We
use the numerical scheme for the simplified variant of the compressible NSCH system in [33] and
fast structure-preserving scheme for degenerate parabolic equations [36,137]. Namely, we adapt
the relaxation [38] of the Navier-stokes part as used in [33]. The Cahn-Hilliard part is stabilized
using the SAV method [58|. More precisely, a variant designed for degenerate parabolic models
that preserves the physical bounds of the solution [3637].

Indeed, we expect that the volume fraction ¢ remains within the physically (or biologically)
relevant bounds ¢ € (0,1) since we are here using a double-well logarithmic potential. Thus,
following [36137], we construct the invertible mapping 7" : R — (0, 1), with ¢ = T'(v) transforming

Equations (|1.2)—(1.3)) into

p(Ow+ (v V) =

1 :
T'(v) (div(b(c) Vi) + Fe), ()
pp = =T (v)Av = AT" (v)[Vo]* + p%-
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Following [36] and [37], we can choose

1 1 1
(v) = g tanh(o) + 5. or T0) = oo,
thus preserving the bounds ¢ € (0,1).
The SAV method allows to solve efficiently (and also linearly) the nonlinear Cahn-Hilliard part
while preserving the dissipation of a modified energy. In the following, we assume that it exists
a positive constant C' such that the energy associated with the Cahn-Hilliard part, i.e.

E[)(p,c) = /Q 2192 + pin(p.e) = Eolt] + Eat]

with F; the nonlinear part of the energy, and Ej the linear part, is bounded from below, i.e. 1+
c>1
We define

r(t) = E(t) + Cy, with Cp=2C + || E(p", cO)HLoo(Q),

and apply the SAV method. System (4.1)) becomes

p (0w + (v- V) = (div(b(c)Vpu) + Fr),

1
T'(0)

0
o1 = AT (W) AT ()| Tl + p 02, (4.2)

dr r(t) 9
Frie W)/Qb(c)WM’ ple d,

One can easily see that the previous modifications do not change our system at the continuous
level.

Remark 4.1. As stated in 37|, the transformation T'(v) = m allows us to write

log(c) — log(1 —¢) = v,
T'(v) = (1- o),
T//(U)

=1—-2c.
T'(v) ‘

4.1 One-dimensional scheme

We consider our problem in a one-dimensional domain @ = (0,L). Even though v is now a
scalar, we still denote it in bold font. As mentioned previously, we relax the Navier-Stokes part
of our system. Namely, we introduce a relaxation parameter n > 0 and U = (p, pv). We rewrite

Equation (1.4) as (up to rescaling v(c) as %V(C))

{@U+%V:GWL 43)

QY + AQU = —L(V — F(U)),

in which G(U) = (0,—kv), F(U) = (pv,pv? + p — v(c)0yv + }|0,c|?) and A = diag(as, a2)
satisfying Liu’s subcharacteristic condition

A>F(U), VU.

In what follows, and following [33], we use
2 2
a1 = ag = max {sup (v + \/8pp) , sup (v — 8pp> } .
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We discretize the domain using a set of IV, nodes located at the center of control volumes of
size Az such that Q@ =J,_, n, [z The time interval [0,T7] is also discretized using a
uniform time step At.

Our scheme follows the discrete set of equations

-1 %yl

U;‘ =U7, (4.4)
* n At * *
V=V SV - FW) (45)
grtt = g A <V* _yr ) +AtGUT (4.6)
J A:L‘ J"’z j_% J ’ ’
At
n+1 __ * * 7T
v A (U ). 4
Uﬂ“ —yh
VT (VO = (e ), (4.8)
1 1
n ,n+l n+l n n+1 n n+1
o), = e (7 (O, = (T, ) Rl
(4.9)
= e (AT AT, =T IR + (F2) L @)
J j
/ N (@) da = / " + AtF,.dz, (4.11)
Q Q
Al =\ T, (4.12)
1 n+1 n Tn—H -n+1 n+1 2
" n+1 n+1 -n+1
+ E( n+1) + COA'%.ZM F( 7Cj )7 (413)
n+1
ntl _ T 4.14
: E@ )+ Cy’ (4.14)
c?“ _ Vn+15?+17 with 2" =1 — (1 — ¢nt1)2) (4.15)
U;-H_l — Vn+1@?+l. (4.16)

Remark 4.2. We emphasize that the scheme f is linear. Indeed, Equations
to are obviously linear. Then, the coupling between Equation and Equation is
also linear (nonlinear terms are taken at the previous time step to linearize the equations). The
solution "1, ™1 of these equations together with the array A, is used in Equation (4.13) to
find r"*! and, then, in Equation (4.14)), £&**!. At this point, we solve Equation (4.15) and({4.16)

from the solution of the previous steps.

Remark 4.3. To obtain the interface values U ;.‘Jr 15 U;L . and V]*Jr 1, V; 1, we use the an upwind
2 2 2 2

method. We also mention that similarly to [33|, one can implement a MUSCL scheme (see

[41]) to obtain a higher order reconstruction. The upwind method permits to rewrite

Equations (4.6)—(4.7) as

At At
n+1l _ prx * 277% n+1
urtt =u; - QM( - Vi) + 2Ax‘/5(5xUj) + AtG(UFTY), (4.17)
n+1 * alt * * At 27/*
Vi = Vi - 72Ax( i~ Ui + E\/&@Vj ): (4.18)

where we used the notation 62u = u;41 — 2uj + u;_1. In Equations (4.17)-(¢.18)), we emphasize
that U* = U™ and V* = V" — &L (V* — F(U")).
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In the following, we use the notations,

(U, V)=Az> U;V;, and |[U|J* = (U,U).
J

We also use Ag U := f(UjH Uj-1).

Our numerical scheme possesses the following important properties:

Proposition 4.4 (Energy stability, bounds and mass preserving). Assuming the CFL-like con-
dition ﬁ—i,/al <1 and the condition

E(et) + Cy

At < ———F— 4.19
C Joli ] dr (419)

our numerical scheme satisfies the energy dissipation-like inequality
IWaU™ |+ [V 4+ < |[VaU™ || + (V]| + 0", (4.20)

where
1+ Wfﬂ Mn+1F( n+1 5n+1) dzx

L+ ey Jo bE@ Va1 da

Furthermore, the numerical scheme preserves the physically relevant bounds of the mass fraction,
ie.

Cn+1 _

0< ™t <1,

Finally, the scheme is mass preserving, i.e.
1
S =La
T

Remark 4.5. Note that the constant C"*! is smaller than 1 whenever the nonnegative part of
the dissipation of the energy is greater than the increase of energy induced by the source term Fv.
This of course satisfied when we have F, = 0 for instance. When the source term is dominant,
we only know that C"*! behaves like 1 + CAt.

Proof. We start with Equation (4.17)), and using the definition of the function G(U}‘H) as well
as assuming k(c) > 0 (for ¢ € R), after taking the square on both sides, multiplying by Az and
summing over the nodes j =0, ..., N, we have

. . At N AtaN?, ooy At R
0 < 1P+ () TaaV I+ (S ) Io207 e~ B o, 07)

At\/a n g2rrn \/aAtQ * 271
+ A U BT = X (B0l VL 80T,

Repeating the same computations for Equation (4.18]), we have

At Aty/a\? At
0 < 0+ (55 ) DanaU P+ (et ) 182V - St (aUm, v)

At\/a a3 At2
U*,62V*) — Ao U™, 82V7).
AL ( ) AL —— (Ao V)

At this point, the proof is similar to the proof of |33, Theorem 4.1] (these steps use the periodic
boundary conditions and the summation by parts formula to cancel some terms when summing
both of the previous equations together), to obtain for a constant C' > 0,

IVaU™ 1 + [V 12 < O (IlVaU™ || + [IV"]]?) -
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Then, for the Cahn-Hilliard part, we easily obtain from Equation (4.13)

n (1 LA fQ LR (L dx)

rn+1 _ E(Cn+l +C
1 + n+1)+c fQ ‘V,Lbn+1|2
So as long as
At
14— n+1F n+1’—n+1 dz > 0,

so does r™ 1. This implies that, assuming ||F.|[z~ < C,

E(@ ) + Cy

At < ———F——,
C [yl de

Under the previous condition, if 7™ > 0 so does 7"*1, and (4.20] follows. Then, from the definition

of €1 and Cp, we have
0

,
D<cetle T o9
‘ E@ ) +Cy

from the definition of the constant Cj. [l

Remark 4.6. We emphasize that analytically, we can not verify the condition as the
solution can tend to 0 or 1 and consequently the integral of |u| can blow up. However, we
observe during numerical simulations that the condition is obtained for reasonably small
At. We also note that if we do not consider any source term, i.e. F,, = 0, the scheme satisfies
the dissipation relation

IWaU™ M| + [V 4" < aU™ || + [VF] + o,

with the stability condition
At

Ax\/a_ 1

4.2 Two-dimensional scheme

We describe the two-dimensional scheme. This scheme possesses the same properties as the one-
dimensional scheme. The proof of this is easily obtained from a very simple adaptation of the
proof of Proposition

We write the velocity field v = (uy,uy). System f with the transformation proposed
at the beginning of this section, reads

Orp + Ox(puz) + Oy(puy) =0, (4.21)
- (pu2 +p Oy(puzuy)| |0z (v(c)Opus) Oy (v(c)(Oyug + Opuy))
O < [ ]) + [ dy(puz + p) ] [8y(pu$uz)} =2 {6@ (V(c)ayuy)} + {82 (v(e)(Byuy + (%ui))]
2 {896 )(Oztg + Oy uy))] el [895((85,;0)2 - (8y6)2):| y [8y(8xcayc)}
3 [0y (v(c)(Opus + Oyuy)) | 2 [0y((9ye)?* — (x¢)?) 0 (Bpcdyc)
k(p, ) [UJ ,
(4.22)
P (00 + Dot + 1y D) = Ttv) (D0 (b()Dupt) + B, (b()Dy)) + TEU)F (4.23)
pp = =T (0)(Dzzc + Oyyc) — YT (v) ((9xv)* + (8yv)?) + p 5?0 (4.24)
% - —E[g(i)%/gb(cwm? _uF. da. (4.25)
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We introduce the notations U = (p, pus, puy), G(U) = (0, —ku,, —kuy) and

F(U) = (puy, pu?D +p—2v(c)0yus + %V(C)(@xux + Oyuy) + %7 ((8,,0)2 - (8yc)2) ,
puzty — v(c) (Oyuy + Opuy) + y0zc0yc),
K(U) = (puy, puzty — v(c) (Oyus + Opty) + 70zcdyc,
puz +p —2v(c)Oyuy + %u(c)(@xuw + Oyuy) + %’y ((61«0)2 — (8yc)2)).
The stabilization (see |3339]) of the Navier-Stokes part of our system reads

U + 0,V + 9,W = G(U),
OV + A0 U = —(V — F(U))

, (4.26)
W + Bo,U = — (W — K(U)),

in which A = diag(ai, a2, as3) and B = diag(by, bz, b3). In the following, we choose

2 2

a1 = az = az = max{sup (um + \/8pp> ,sup u2, sup (um — 8pp> 1,
2 2

by = by = bs = max{sup (uy + \/Opp> , Sup ufj, sup (uy — 8pp> }.

We assume that our two-dimensional domain is a square [0, L] x [0, L]. We discretize the domain
using square control volumes of size Az x Ay. The cell centers are located at positions (z;,;),
and we approximate the value of a variable at the cell center by its mean, e.g.

1 / 1 /%5
Pii = A n p(x,t) dx.
P AxAy v 1

Ty
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Simply employing a first-order time discretization, the numerical scheme becomes

U* = anz’ (4.27)
‘/jvi = ‘/},i - 7 (‘/J,Z - F(U] z)) ) (428)
* n At * *
At At
-t 8 (i) - 2 ey i) e
(4.30)
At
n+l _ g+ _ /Y g7
Vi = Vi A (U~ Urss) (4.31)
At
n+1 _ * * *
Wj,i - VVjﬂ' A (UJ ’L+2 U],l*%) ) (432)
7T'L+1 n
AR LA
thm + VI (VO = g T " (4.33)
1
", ,n—i-l = = (VT (b Y. A 4.34
o€ 1" = s (V= (T, ) )
1

+ -
(W)l Ay

n 1 n 8¢0 "
T = e (AT ) AT, AT ) (To)f) + <8> - a)
3yt 3t
/)\T(U”'H)dx = / "+ AtF.dz, (4.36)
Q Q
7n+1 n+1
L = T (@), (4.37)
i (Tn+1 . 7’”) - _ Tn+1 / b(EnJrl)‘v'unJrlP dx+
At E@™) +Cy Jo
" n+1 n+1 —n+l1
— F d 4.38
T fo ) ax (1.39)
n+1l _ Tn+1 4
&= E@ D+ 0y’ (4.39)
At =yt with M =1 (1 - ¢, (4.40)
it = pr gl (4.41)

5 Numerical experiments

In the section, we begin using the one-dimensional scheme — with no source term and
friction, i.e. k(p,c) = 0 and F. = 0, and we verify that the scheme preserves all the properties
stated in Proposition [£.4] Furthermore, we verify the spatial and temporal convergence orders
for the scheme.

Remark 5.1 (Implementation details). All numerical schemes are implemented using Python 3
and the Numpy and Scipy modules. The linear systems present in the schemes are solved using
the Generalized Minimal RESidual iteration (GMRES) indirect solver (function available in the
scipy.sparse.linalg module).

23



5.1 One dimensional numerical test case 1: non-matching densities

We start with a one-dimensional test case to show the spatiotemporal evolution of the density,
mass fraction, and velocity. We also verify numerically the properties stated in Proposition [4.4
In this subsection, we use the double-well logarithmic potential

} (oa(1— ) log(p(1 — ) + anelog(pe)) — S(e— 1) + k.

2 2

with k = 100, a1 = 1.2, ap = 0.5, and 6 = 4. This allows us to model a fluid for which the phase
denoted by the index 1 is denser compared to the phase indicated by the index 2. Indeed, this
can been seen on the effect of the values a; and a on the potential. Taking as < «aq shifts the
well corresponding to phase 1 very close to 1 compared to the other phase. This models the fact
that the fluid 1 is in fact more compressible and thus aggregates of pure phase 1 appear denser.
We use the computational domain 2 = (0, 1) discretized in N, = 128 cells. We take T = 0.3 (this
has been chosen because the system reaches a meta-stable state by that time) and use the initial
time step At = 1 x 1070 (this time step size is adapted from the CFL-like condition stated in
Proposition however, the time step will never be larger than Atyax = 1 x 1075). We choose
the width of the diffuse interface to be v = 1/500, the viscosity to be constant v(c) = 1 x 1072,
the relaxation parameter to be 7 = 1 x 1073, and the exponent for the barotropic pressure equals
to a = 3. We choose constant initial conditions for the density and the pressure, i.e.

wmix -

P’ =09 v°=1.0.
The initial mass fraction is assumed to be a constant with a small random noise, i.e.
& =c¢—0.05r,

with ¢ = 0.5 and r is a vector of random values between 0 and 1 given by the uniform distribution.
Figure [I| shows snapshots of (p,c,v) at different times (starting from the initial condition
(i.e. Figure to the stable state depicted in Figure . We observe that the numerical scheme
catches well the spinodal decomposition of the binary fluid while it is transported to the right.
Indeed, after an initial regularization of the initial condition (Fig. , the separation of the two
phases of the fluid occurs and small aggregates appear (Fig. . Then, the coarsening of the
small aggregates into larger ones occurs. We arrive at the end of the simulation to the solution
depicted in Fig. During the last time steps, the evolution of the mass fraction was very slow.
This slow evolution is due to the degeneracy of the potential. The solution in the longtime is
expected to depict evenly spaced aggregates of equal size. We emphasize that even at the end
of the simulation, the fluid continues to move to the right since the velocity v is positive.

Due to the fact that oy > ag, fluid 1 is denser. This is observed in Fig. [Id] as the total fluid
density p and the pressure p are larger in the zones ¢ &~ 1 (corresponding to the pure phase of
fluid 1). We also observe that the pressure in pure aggregates of fluid 1 is larger compared to
the other zones.

Figures [2] show that our numerical scheme preserved the properties presented in Proposition [.4]
Indeed, denoting by

% = [VaU ™ Y| + V" + e = [[IVaU™ ||+ [[V" ]+ Cm e

we observe using Fig. that Inequality is satisfied by our numerical solution, i.e. the
derivative of the discrete energy remains negative indicating monotonic decay of the energy. The
total mass fQ p dz is conserved throughout the simulation as observed in Fig The scalar
variable ¢ remains very close to 1 as depicted in Fig[2d Finally, the bounds of the mass fraction
are ensured as seen in Fig. 2d]

24



2.00
—— mass fraction
~—- total density 25
1.75+ X J— i
— -+ velocity mass fractl|on
----- pressure — = total tden5|ty
— -+ velocity
1.50 204
- e pressure
1.25+
1.54
1,00 o e o s
0.75= 1.0 ot — — — — — — — — — — — — — — —
0508 A AAMAA AN AMNMANA NN N
0.54
0.254
0.00 v v v v
0.0 02 0.4 06 08 10 o%% 02 04 06 08 10
x X
(a)t=0 (b) t = 0.001
2.00 2.00
= mass fraction = mass fraction
175+ -~ total density 175 =+ total density
— -+ velocity — - velocity
..... pressure s+ee+ pressure
1.50= 1.504
nasd et T T e I

1.00+

0.75+

0.50

X X

(c) t =0.03 (d) t=0.3

Figure 1: Spatio-temporal evolution of density p, mass fraction ¢, velocity v and pressure p for
test case 1.

5.2 Convergence tests

We study the numerical convergence of our one dimensional scheme (@)f with k(p,c) =0
and F, = 0. The computational domain is 2 = (0,1). The final time is 7" = 0.1 and choose
a1 = ag = 1. The other parameters v, 3, n, v are chosen as for test case 1 (see Subsection .
The initial condition for the mass fraction is given by

® = 0.5+ 0.01 cos(67x).

The initial conditions for the velocity and the total density are chosen as in test case 1.

5.2.1 Convergence in space

We start by fixing the time step At = 1 x 107> and we vary the grid size. We vary the number
of points N, = {64,128,256,512,1024,2048}. For each Az, we compute the error at time
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Figure 2: Temporal evolution of the dissipation of the energy %, of the total mass fQ p dz, of

the scalar variable £, and of the minimum and maximal values of the mass fraction ¢ for test
case 1.

t =T = 0.1 (we chose this value since we observed that the solution reached a stable state at
that time) following

error = [|paz — paxs2ll + lleaz — cazp2ll + IVaz — vagy2ll; (5.1)

in which each of the norms is computed following

1/2
Ny /

2 2
||PA:1:—PA:C/2|| = Amz (PA:r(902(j—1)+1)) - PAz/2(ij)) + (PAw(($2(j—1)+2)) - PA:c/2($j))) )
=1

with N, the number of points on the Az /2 grid, hence, the solution on the coarse grid (i.e. Az/2)
is extended on the fine grid Azx.
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Figure 3: Convergence in space for the total density p, the mass fraction ¢ and the velocity v.
The orange dashed line represents the slope 1.
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Figure 4: Convergence in time for the total density p, the mass fraction ¢ and the velocity v.
The orange dashed line represents the slope 1.

We arrive at the results given in Figure [3] As expected by the upwind scheme, the spatial order
of convergence is a little less than 1 for the total density p (see Figure and the velocity v

(see Figure [3d)).

5.2.2 Convergence in time

We here fix the grid size and select N, = 128 points. We choose At = 1 x 1074, and vary
the time steps according to Atamay = {At, %, %, %, %, %} The other parameters and initial
conditions are chosen as in the spatial convergence test (see Subsection|5.2.1]). The error between
the reference solution and a computed solution at time t =T = 0.2 is given by

N, 1/2

lpae = paejell = | Az (par(z;) = paee(x;))?
j=1

We obtain the results depicted in Figure [d] We observe that the order of convergence in time for
our scheme is exactly 1 as expected.
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5.3 Conclusion and simulation of a growing tumor in a healthy tissue

To conclude this article, we would like to go back to our initial interest, i.e. the modeling of
tumor growth. We now present a simple numerical simulation for this application and introduce
a forthcoming work focusing only on the modelling of tumor.

Here, we assume that F, acts as a transfer of mass from the healthy tissue to the cancerous
population (this can be viewed as tumor cells using material from the environment such as
nutrients to divide and grow). Furthermore, we assume that the two cell populations adhere
with different strengths to the ECM. Altogether, we choose

F. =20pc(1 —¢/c),
c*=0.9,
1

K(p,€) = (kipe + rap(L = €))7 = 1550

with ¢* representing the maximum saturation (decided to be ¢* =1 in the following) and k1 = 0
and k9 = 20.
For this test case, we choose the initial conditions as follows:

co = 0.008 + 0.6 exp (—100(z — 0.5)* — 100(y — 0.5)?)
po=c+0.5(1—-c¢),
Vo = 07

We chose a square domain Q of length 1 and 64 x 64 cells for the spatial discretization. The
other parameters that we did not specify are chosen as in Subsection [5.1]

Figs [5| show the spatio-temporal evolution of the tumor with ay = as = 1. We observe that as
the tumor grows the shape remains radially symmetrical. We think that, due friction effects,
instabilities may appear. The reason we are not able to see them in that case is double. Firstly,
the scheme is less than first order in space and small structures may not be captured. Secondly,
the regularization given by the double Laplacian from the Cahn-Hilliard equation may be too
strong and the finger-like instabilities are not seen.

To verify the latter assertion, we propose another test case with the parameters

o] = 1.2, g = 08,

=100 = —
K2 ) v 15007
and

co = 0.01 + 0.9 exp (—100(z — 0.5)* — 100(y — 0.5)?) .

The other parameters and the initial conditions are chosen as the previous test case.

Figs [6] show our numerical results for this "tumor growth" test case. We observe that as the
tumor grows the shape does not remain perfectly symmetrical. This result emphasize that the
behavior of the solution depends strongly on the regularization provided by the bi-laplacian term
and the strength of the friction on the rigid fibers of the medium. Furthermore, one possible
other explanation of the instabilities could be the difference of densities of between the two
fluids. This is controlled by taking a; # s (see Figs|l| to better see one-dimensional numerical
results highlighting the effect of non-matching densities). Indeed, from Figs [I| we know that
taking as > as leads to a heterogeneous pressure field which leads to pressure gradients. Hence,
since the initial velocity field is zero in our case, the direction of the velocity is given by —Vp.
Consequently, v tends to transport the cell densities to regions of less pressure, i.e. away from
the tumor cell clusters. This movement in addition to heterogeneous friction effects is known
to produce complex patterns (see e.g. [47]). We argue that, from these numerical simulations,
our model seems capable to qualitatively represent patterns of invasive growth of tumors and
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could unravel the possible mechanical effects playing a role in the emergence of heterogeneous
structures observed in tumor invasion of healthy tissue.

However, we emphasize that to achieve these latter goals, we have to be able to capture accurately
the possible fine structures emerging during the numerical simulations. Thus, our numerical
scheme will be improved to increase the spatial and temporal orders of accuracy by taking
advantage of the flexibility of the SAV method. In a forthcoming work, we will develop a high-
order finite element scheme for the compressible SAV-NSCH system we proposed in the present
work. This numerical scheme will allow efficient simulations of compressible diphasic fluids and
will be used to simulate relevant test cases with applications in fluid mechanics such as rising
bubbles and Rayleigh-Taylor instabilities.

In the previously mentioned future work, we will study the possible mechanical effects at play
during invasive tumor growth. Our strategy will be relatively simple: As presented in Ap-
pendix [A] we will reduce the G-NSCH system to better represent tumor growth while removing
non-necessary effects such as inertia. Our goal will be to present numerical simulations capturing
Saffman-Taylor-like instabilities depicted by the protrusions of the tumor in the healthy tissue
and commonly observed in the context of, e.g. , skin cancer |18§].

On the basis of the present work, numerous other work directions can be envisioned. Indeed,
the analytical aspects of this work can be improved. This direction is challenging because as
pointed out in the present work, necessary assumptions on the potential and the mobility term
to perform the solutions’ existence proof do not allow to take physically or biologically relevant
forms. In fact, singular potentials, degenerate mobilities and viscosity functions are not allowed.
Working in this direction would require us to use recent results concerning the Cahn-Hilliard
equation as well as the compressible Navier-Stokes model and adapting them to the context of
the NSCH system. One possible solution that we will investigate is to derive a Bresch-Desjardins
entropy estimate [12,/13| for the compressible NSCH as it has been done recently by Vasseur
and Yu [60], and Bresch, Vasseur and Yu [14], for the compressible Navier-Stokes model with
degenerate viscosities.

We would like to conclude this research article by presenting a possible research perspective the
authors will investigate. We believe that the coupling proposed by the G-NSCH model between
fluid movement and tumor growth could have an original application to the mathematical repre-
sentation of tumor-on-chips [46]. Indeed, these microfluidic devices present a growing interest in
oncology since they can replicate in a very accurate manner the micro-environment of the tumor.
Therefore, they present a lot of advantages for experiments and the G-NSCH model could be
used to replicate such experiments in an in-silico manner. We believe this could be useful to
optimize the devices and also help to answer questions in oncology.
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A Derivation of the model

In this Appendix, we present the rigourous derivation of our G-NSCH model.

A.1 Notation and definitions

We formulate our problem in Eulerian coordinates and in a smooth bounded domain © C R¢
(where d = {1, 2,3} is the dimension). The balance laws derived in the following sections are in
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Figure 5: Temporal evolution of the tumor density in the case a; = g

local form.
We have two cell populations in the model where p1, p2 are the relative densities of respectively
populations 1 and 2. Thus, p; represents the mass of the population M; per volume occupied by

the i-th phase V;, i.e.

pl - ‘/1/ .
Then, we define the volume fractions 1, o which are defined by the volume occupied by the
i-th phase over the total volume of the mixture

Therefore, the mass density of population ¢ which is the mass of population i in volume V is
given by

bi = pipi-
We further assume that the fluid is saturated, i.e.

w1+ p2 =1

The total density of the mixture is then given by

p=¢1+ P2
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Figure 6: Temporal evolution of the tumor density in the case a; = 0.8 and as = 1.2.

We also introduce the mass fractions ¢; = M;/M and we have the relations
pci = ¢, and ¢ = (1 —ca). (A1)

We denote by p the pressure inside the mixture and vi, vy are the velocities of the different
phases. We use a mass-average mixture velocity

V= % (P1v1 + Ppava). (A.2)

We define the material derivative for a generic function g (scalar or vector-valued) by

Dg _ 99

= . A.

and indicate the definition of the differential operator

d ag
veVg=D Vig,
=1 /

In the following, we denote vectors with bold roman letters and we use bold Greek letters to
denote second-order tensors.
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A.2 Mass balance equations

We assume that each component has its own velocity and the component 1 is proliferating. The
fluid being saturated, i.e. ¢; + co = 1 Therefore, we have the mass balance equations for each
component

{8511 +div (p1v1) = Fi(p, c1, ¢2), (A4)

% +div (¢p2va) = Fa(p,c1,c2).

In the previous system, the functions F;(p,c1,c2) (i = 1,2) act as source terms of mass.
Summing the two equations, we obtain the continuity equation for the total density of the
mixture, and using the mass fractions (denoting ¢; = ¢) and the relations , we obtain the
balance equation for the density of the mixture

0
55 +div(pv) = F + Fy = F,. (A.5)
To obtain a system analogous to ({A.4)), we rewrite the first equation of (A.4)) using the definition
of the mass fraction (A.1]) to obtain

dpc .

o +div (pevy) = Fi(p,¢,1 —¢) =: F.. (A.6)
The mass of the component 1 is transported by the average velocity v and the remaining diffusive
flux J; = pe (v — vy). Therefore, we can replace the previous equation by

aaptc + div (pev) = div (J1) + F..

Then, using the definition of the material derivative (A.3) and the mass balance equation for the
total mixture (A.5)), the left-hand side of the previous equation reads

dpc ) Dc ap ) Dec
oy + div (pev) th+c[8t +d1V(pV):| th—i-c P

Altogether, we obtain the balance equation for the mass fraction of the component 1

De
Dt

Since co = 1 — ¢, solving the equations (A.5)) and (A.7) is equivalent to solving the system (A.4)).
In the following, we refer to ¢ as the order parameter (terminology often used in the framework
of the Cahn-Hilliard model [16,[17]).

=div (J1) + F. — cF,. (A7)

A.3 Balance of linear momentum

We write the balance of linear momentum [22], which describes the evolution of the velocity v
due to internal stresses. Indeed, we neglect the effect of any external forces, including gravity.
Following continuum mechanics, the Cauchy stress tensor gives the stresses acting inside the
mixture due to viscous and non-viscous effects. An additional stress must be taken into account
to represent the effect of concentration gradients [24]. Altogether, we assume that the stress
tensor is a function of the total density p, the order parameter ¢ (i.e. the mass fraction of
population 1), its gradient Ve, and the total velocity of the mixture v i.e.

o=o0(p,c,Ve,v).

The friction around the pores of the medium is modeled by a drag term in the balance equa-
tion [54] with a permeability coefficient k(p, c) = k1(p,c) + k2(p, ¢) (the sum of the two friction
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coefficients for each component of the mixture). The permeability coefficient relates the proper-
ties of the fluid and the porous medium.
For each dimension (for example if d = 3, then j = {z,y, z}), the balance of linear momentum
reads [22]

Opv;

ot

where Fy,(vj, p) represents the gain or loss of velocity in the j-th direction from different effects
such as external forces. Then, using the continuity equation , we can rearrange the left-hand
side to obtain

+div (pv;v) = div (0); — K(p, 0)vj + Fy,,

opv; Dv,

. Dv:
o +div (pv;v) = pD—tJ J

~ Dt

0 .
+v; ['0 + div (pv)] +viF, + Fy,.

ot

Therefore, we have
Dv; )
PDitj =div(a); — (k(p,c) + Fp) vj + Fy,.
Then, we can rewrite the balance of linear momentum in a more compact form
Dv

Por = div(e) — (k(p,c) + Fp) v+ F\, (A.8)

where Fy (v, p) is the vector of coordinates Fy;.

A.4 Energy balance

The total energy of the mixture is the sum of the kinetic energy p% |v|? and of the internal energy
pu, where u = u(p,c,Ve) is a specific internal energy. Compared to the classical conservation
law for the total energy, we have an additional energy flux T%. Indeed, due to the interface
region, surface effects must be taken into account. Following this direction, Gurtin |30] proposed
to include in the second law of thermodynamics, the effect of an additional force called the
microscopic-stress which is related to forces acting at the microscopic scale. We denote this
supplementary stress by T.

Since we assume that the system is maintained in an isothermal state, the balance equation for
the energy is given by [22]

8 1 2 . 1 2
5 <p2]v] + pu) + div (p <2M + u> v)

Dc

(A.9)
= div (G'TV) + div <'r> —div(q) + pg + ¢, F, + ccFe + v Fy,

Dt

where q is the heat flux and pg is the density of heat sources to maintain the temperature
constant. The last three terms in Equation account for the energy supply coming from the
mass and velocity sources (see e.g. |31,40]). The prefactors c,, c., ¢y will be determined later to
satisfy the free energy imbalance. Then, repeating the same calculations on the left-hand side to
use the balance of mass , we get

gt <p;v\2 4 pu> + div <p (;yvﬁ + u> v> — [I]DDt <;|v|2 + uﬂ + <;|v|2 + u) F,.
Applying the chain rule to the kinetic part, we get
D /1, Dv
PDr <2|V| ) =PV o
and using the balance of linear momentum , we obtain

D
PV - Di‘t/ =v-div(a) — (k(p,c) + F,) [V + Fy - v.
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Using these previous equations inside (A.9)), we obtain the balance equation for the internal
energy

D D
pD—? = div (O'TV) — v -div (o) + div (TD;‘:> + (k(p, €) + F,) [v]* = Fyv
1
—div(a) + pg — <2M2 + U) Fp+cpFp+ coFe + e Fy.

However, since

v (div(0)) — div (67v) = -0 : Vv,

where Vv = (Omjvi)l.jzl 4 is the Jacobi matrix and, we have A: B = Z” A;i;B;j, for two
matrices A, B. Altogether, we have the balance equation for the internal energy

D D
p—uzo‘IVV—i-diV ch +(H<P70)+Fp)‘v‘2_FvV

Dt Dt
(A.10)

1
—div (q) + pg — <2|v|2 + u) F,+ c,F, + c.F. + ¢ Fy.

A.5 Entropy balance and Clausius-Duhem inequality

We aim to apply the second law of thermodynamics. To do so, we define the entropy s =
s(p, ¢, Ve) and the Helmholtz free energy F = F(p, ¢, V), both related through the equation

F=u—Ts, (A.11)

where T' denotes the temperature.
From the mass balance equation ({A.5]), we have the entropy balance equation

0 D 0 D

g + div(spv) = 'OD7§ +s [af + div (pv)] = pD—i + sF),. (A.12)
Then, using the definition of the Helmholtz free energy ({A.11)) and the balance of energy (A.10)),

we obtain
Ds p DF  pDu

Dt~ "TDt " Tht
De

1
= sy T mlo Vv div <TDt> + (k(p,0) + Fp) [V[* = Fyv (A.13)

1
—div(aq) +pg — <2|V|2 + U> Fp+cpFp +ccFe+ ey By,

where we have replaced the material derivative of the internal energy using its balance equation
(A.10).

The constitutive relations for the functions constituting the Navier-Stokes-Cahn-Hilliard model
are often derived to satisfy the Clausius-Duhem inequality (Coleman-Noll Procedure) [22|. In-
deed, this inequality provides a set of restrictions for the dissipative mechanisms occurring in the
system. However, in our case, due to the presence of source terms, we can not ensure that this
inequality holds without some assumptions on the proliferation and friction of the fluid around
the pores. Therefore, we use here a different method: the Lagrange multipliers method. Indeed,
the Liu [45] and Miiller [53] method is based on using Lagrange multipliers to derive a set of
restrictions on the constitutive relations that can be applied even in the presence of source terms.
Following classical Thermodynamics [53|, we state the second law as an entropy inequality, i.e.,
the Clausius-Duhem inequality in the local form [22]

Ds . (9 Py .
— > div(=)+ 2+ .
PDi div ( ) div (7), (A.14)
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where J is the entropy flux. The inequality (A.14) results from the fact that the entropy of the
mixture can only increase. Using the equation (A.13)), we obtain

D
——— — —o:Vv+div (’rc) + (k(p, c) + Fp) [v|?
Dt
1 (A.15)
—Fyv— (QMQ + u> F,+cyF,+c.Fe+ cVFV] +div (J) <0.

Then, using the chain rule

DF _ DpdF  DcdF  DVe OF
Dt  Dtdp Dtoc Dt 0V

and

DVe Dc T Dp .
Dr = \Y [Dt] —(Vv)" Ve, D = pdiv(v) + F,

in the entropy inequality (A.15]), we obtain

_ OF DcoF Dc T oOF ) Dc .
p |:(—pd1V(V) + F,) En + Di 9 + <V {Dt} —(Vv) Vc) : OVC] —div <TDt> —0:Vv

1
— [(,«;(p, c)+ F)|v|* — Fyv — <2|v]2 + u> Fy+c,Fy+c.F.+ chv} +Tdiv(J) <0.

(A.16)
By the chain rule, we have
. Dc Dc Dec .
div (TDt) =7V [Dt] + ﬁdw (1).
Furthermore, we know that
—pAdiv (v) %Z = —pQ%Zl : Vv,
and OF OF
T or 97 ).
p ((Vv) Vc) ve p (Vc@ 3Vc> Vv.
Gathering the previous three relations and reorganizing the terms of (A.16)), we obtain
oOF oF oF Dc
—pP =1 — — — : — —di —
( P R pVe® Ve a) Vv + (p 5 iv(T) D
oOF Dec .

1 F
- [(/@(p, )+ Fp) [v[]* — Fyv — (2|v|2 +u— ) Fy+c,Fy+cke+cevFy| <0.

0
p ap
Then, we use Liu’s Lagrange multipliers method [45]. We denote by L. the Lagrange multi-
plier associated with the mass fraction equation . The method of Lagrange multipliers
consists in setting the following local dissipation inequality that has to hold for arbitrary values
of (p,c,Vp,Ve,v,p)

OF D OF D
n <pac - div(’r)) D—j + <pavc - 'r> v [Dﬂ + Tdiv ()

oF (A.18)
— [(/ﬁ:(p, c)+ F)) [v]> = Fyv — (]v]z +u— p> Fy+c,Fy+c.Fo + e Fy

D
— Le <,0D§ —div (J1) — F. — ch) <0.
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Since,

div (Led1) = Lediv (J1) + VLo - Iy,
we reorganize the terms of (A.18]) to obtain

oOF
(2 B OF
DISS < P 8p 1 pVC@ 8V 0') vv
oF . De OF De '
+ (p@c — div(r) — ch> Dt + <p8Vc —T> \% [Dt] +div(TT + LcJ1) R
—VL.-Jq (A.19)
1 oF
— [((p,c) + Fp) V| = Fyv — <QV\2 +u— P8p> Fp

+cpFp+ccFe+ ey Fy + Le(Fe + ch)] < 0.

A.6 Constitutive assumptions and model equations

First of all, we assume that the free energy density F is of Ginzburg-Landau type and has the
following form [164|17]

Flp.e,Ve) = o(p,c) + Z|Vel? (A.20)

where g is the homogeneous free energy accounting for the processes of phase separation and
the gradient term %|Vc\2 represents the surface tension between the two phases. This free energy
is the basis of the Cahn-Hilliard model which describes the phase separation occurring in binary
mixtures. Furthermore, as obtained in Wise et al. [|61], the adhesion energy between different
cell species is indeed well represented by such a choice of the free energy functional.

To satisfy the inequality (A.19)), we first choose

T = p—avc = ypVe.

Then, we define the chemical potential p(p, ¢, V) by

OF 1. .. 0F 1. af):%—ldiv(pvc),
¢ p

which in turn gives a condition for the Lagrange multiplier
L.=p. (A.21)

Using these previous constitutive relations, we have already canceled some terms in the entropy
inequality
0OF Dec OF Dc
— —di —pL. | — — — —| =0.
(” ac ~dv(m) —» ) Dt <p Ve T> v [Dt]

Then, using classical results on isothermal diffusion [22,50|, we have

J
= ML (A.22)
T
and using a generalized Fick’s law, we have
J1 = b(c)Vu, (A.23)

where b(c) is a nonnegative mobility function that we will specify in the following. The two

constitutive relations for the diffusive fluxes (A.22)) and (A.23) together with (A.21]), we obtain
div (TT + LeJ1) — VL - 31 = —b(c)|Vul* <0.
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Following [4,50], we define the pressure inside the mixture by
pi=p? o
: 9
From standard rheology, we assume that the fluid meets Newton’s rheological laws. The stress
tensor is composed of two parts for the viscous P and non-viscous P contributions of stress

oc:=P+P, (A.25)

(A.24)

and we have by standard continuum mechanics (see e.g. [44/10L22])

{P =—(p—3IVc?)1—~pVe® Ve,

P =v(c) (Vv + VvT) + A(e) (div (v)) 1. (A.26)

The second term in the non-viscous part of the stress (namely —v (pVe ® Ve)) is representing
capillary stresses that act at the interface of the two populations. Furthermore, we assume that
the bulk viscosity is zero and, consequently, we set A(c) = —2v(c). This form for the stress
tensor is also the same used for Navier-Stokes fluids [24].

Using , we can cancel a new term in (|A.19)

oVe

Therefore, the remaining terms of the entropy inequality are the ones associated with proliferation
and friction. The last step to satisfy the entropy inequality is to choose arbitrarily a value for
the Lagrange multiplier c,, such that

<—p2a}— —pVe® 8i —a) :Vv =0.
dp

1 0
~[(elpc)+ E) VP = v = (GVE +u— oS0 ) F,
+ ¢pF, + ccFo + v Fy 4+ Le(F, + ¢F,)] <0.

Reorganizing the terms we have

1 oF
K = By [ v = (G = o5 ) | = Fuley ¥ = Fulec 44 <0
The obvious choices are of course
¢ =~V + (BIv2 +u— 0% ) e
Cy =V,
Ce = — [

From the previous constitutive relations and choices of Lagrange multipliers, we have that the
dissipation inequality (A.19)) is satisfied.
A.7 Summary of the model’s equations

Using the previous constitutive relations our general model is the following compressible Navier-
Stokes-Cahn-Hilliard system

dp .
5= —div (pv) + F),
D
pD—i =div (b(c)Vp) + F. — cF),
pp = —~div (pVe) + p%, (A.27)
D
pD—: = — [Vp+~div (pVe ® Ve)] + div (v(c) (Vv + VvT))

2V () (div (V) ~ (5(p.) + ) v + Ry,
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with p defined in (A.24).

B Model reduction, general assumptions and biologically rele-
vant choices of the model’s functions

B.1 Specific choices of functionals and model reductions

Problem 1: General compressible NSCH with friction term and mass transfer. As-
suming no creation of mass nor transfer of mass from the exterior of the system we have

F.=-F_,, (B.1)

leading to mass conservation
F,=0. (B.2)

Furthermore, we assume no external source of velocity and energy, leading to
F, =0, and F,, = 0. (B.3)

Furthermore, using the same simplifying assumption as in Abels and Feireisl [4] to avoid vacuum
zones, our final reduced system of equations is

% +div (pv), (B.4)

dpc . .

n + div (pev) = div (b(c)Vu) + Fg, (B.5)
0o

= —~A s B.

pr=—yAc+pp=, (B.6)

opv . . 1 2 : T

W—}—le(pV@V) = — |Vp+vdiv VC®VC—§\VC| 1) | +div (v(c) (Vv+Vv'))

~ 2V () div (V) = Ko, v,
(B.7)

Remark B.1. In this article, we prove the existence of a weak solutions for Problem 1 and
propose an efficient structure and bounds-preserving scheme.

Problem 2: Biologically relevant variant of the system. For this variant of the system,
we assume the production of mass and neglect certain effects. Namely, we neglect inertia effects,
and the viscosity of the fluid, and assume no external source of velocity. This leads to the
momentum equation

1
Vp + k(p, c)v = —vydiv (Vc ® Ve — 2V0]21) — Fpv.

Then, we assume one cell population proliferates while the other does not, leading to
F.=F, = pcP.(p), and Fi_.=0,

with a pressure-dependent proliferation rate P.(p) > 0. The growth function P.(p) is used to
represent the capacity of cells to divide accordingly to the pressure exerted on them. It is well
known that cells are able to divide as long as the pressure is not too large. Once a certain
pressure pmax is reached cells enter a quiescent state. Therefore, we assume that

Pc/(p) <0, and Pc(p) =0 for p> pmax- (B8)
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Combining these changes, the model becomes

% 1 div (pv) = pcPe(p),

% + div (pev) = div (b(c)Vpr) + pePe(p), 59)
pp=—7Ac+ p%e,

Vp + k(p, c)v = —ydiv (Ve ® Ve — 1|Ve[*1) — pePe(p)v.

B.2 Biologically consistent choices of functions

As said in the derivation of the model, the free energy density F is the sum of two terms: %|Vc|2
taking into account the surface tension effects existing between the phases of the mixture and
the potential ¥ (p, c) representing the cell-cell interactions and pressure. Thus, we choose

Yo(p; ¢) = Ye(p) + Ymix(p, €), (B.10)
with ¥mix(p,c) = H(c)logp + Q(c). Then, using the constitutive relation for the pressure we
have -

0
p(p,c) = pz(Tp = pe(p) + pH(c). (B.11)

The function b(p) is the active mobility of the cells of the growing population.

Let us explain how the choices of functions for the free energy density and mobility are motivated
by biological observations.

To satisfy the conditions , we propose to choose

b(c) = Cpe(l — )%, a>1, (B.12)

where (Y is a positive constant.

Remark B.2. Note that we cannot prove the existence of solutions for this mobility because it is
degenerate. Instead, in the analysis part of this paper, we use an approximate mobility bounded
away from zero. The difficulty of the degenerate mobility comes when one tries to identify the
chemical potential 4 when the parameters in the approximating schemes are removed. Indeed
the estimate of the dissipation of the energy [ b(c)|Vpu|? dz does not provide estimates on Vpu
anymore.

We use for the pressure a power law such that

pe(p) = — """ (B.13)
For H(c) and G(c), two choices can be considered depending on the behavior of the cells we want
to represent. If the two cell populations exert attractive forces when they recognize cells of the
same type and repulsion with the other type, the potential has to take a form of a double-well
for which the two stable phases are located at the bottom of the two wells (see e.g. Figure .
This is a situation close to the phase separation in binary fluids. Thermodynamically consistent
potentials are of Ginzburg-Landau type with the presence of logarithmic terms. Even though
the double-well form of the potential is originally used for applications dealing with materials,
it can also be motivated for biological purposes. Indeed, considering an application where the
mixture is saturated with two cell types, a double-well potential is biologically relevant and
reflects correctly the expected behavior of cells: they are attracted to each other respectively
to their cell type at low densities and after a certain density they start to repel each other to
avoid the creation of overcrowded zones. A typical example of biologically relevant double-well
potential is given by

1 0 1

Ymix = 5 (01(1 = ) og(p(1 — ) + aaclog(pe) — S(c— )+, (B.14)
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Figure 7: For both figures p = 1. Double-well logarithmic potential (left) with a3 = 1.2 and
ag = 0.8 and single-well logarithmic potential (right)

thus giving

H(c) = % (a1(1 —c¢) +agc), Qc)= % (a1(1 —¢)log(1l — ¢) 4+ aaclog(c)) — g(c — 1)2 + k,

where 6 > 1 and k is an arbitrary constant.
To meet the phenomenological observations of the interaction between cells when the mixture is
composed of only one cell population (and the other component of the mixture is supposed to
be much more compressible), a single-well potential seems more appropriate [15}/19].
Indeed, when the distance between cells falls below a certain value (i.e. if the cell density is
large enough), cells are attracted to each other. Then, it exists a threshold value called the
mechanical equilibrium for which pH(c.) + Q(c.) = 0 i.e. there is an equilibrium between
attractive and repulsive forces. For larger cell densities, cells are packed too close to each other,
they thus experience a repulsive force. When cells are so packed that they fill the whole control
volume, then the repulsive force becomes infinite due to the pressure. The representation of such
functional is depicted in Figure A typical example of single-well potential which has been
used for the modeling of living tissue and cancer [7,/19] is
c3 c?
Ymix(p; ) = —(1 = ce) log(p(1l —¢)) — 3 (1- Ce)? — (1 —ce)e+k, (B.15)
thus giving
3 c?
H(c)=—(1—¢e), Qc)=—(1—-ce)log(l—c)— 3 (1-— CE)E —(1=c)e+k, (B.16)

where k is an arbitrary constant.
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