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# DYNAMICS OF QUINTIC NONLINEAR SCHRÖDINGER EQUATIONS IN $H^{2 / 5^{+}}(\mathbb{T})$ 

JOACKIM BERNIER, BENOÎT GRÉBERT, AND TRISTAN ROBERT


#### Abstract

In this paper, we succeed in integrating Strichartz estimates (encoding the dispersive effects of the equations) in Birkhoff normal form techniques. As a consequence, we deduce a result on the long time behavior of quintic NLS solutions on the circle for small but very irregular initial data (in $H^{s}(\mathbb{T})$ for $s>2 / 5$ ). Note that since $2 / 5<1$ we cannot claim conservation of energy and, more importantly, since $2 / 5<1 / 2$, we must dispense with the algebra property of $H^{s}$. This is the first dynamical result where we use the dispersive properties of NLS in a context of Birkhoff normal form.
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## 1. Introduction

Schematically, the Birkhoff normal form method consists of a first algebraic step where we transform the Hamiltonian of the PDE on a space of functions depending only on the space variable, and then of a second dynamic step where we deduce a long time behavior of the solutions of this PDE. In most of the results using this approach, the first step essentially involves multilinear estimates based on algebraic properties of the function space used, here the Sobolev space on the d-dimensional torus $H^{s}\left(\mathbb{T}^{d}\right)$, and in this case a minimal regularity is required, here $s>d / 2$. In this paper, we develop a new approach: we use dispersion properties already in the first step. The time oscillatory nature of the solutions, encoded in the Strichartz estimates, allows us to improve the multilinear estimates (essentially by lowering the regularity) and to propagate them.
As a result, combining normal form techniques and dispersive techniques, we are able to specify the dynamics of the quintic nonlinear Schrödinger equation (NLS) in $H^{s}(\mathbb{T})$ with $s<1 / 2$, i.e. we can get rid of the algebra property so useful for non-linear equations. The proof is based on

[^0]a normal form result without regularity, i.e. in $L^{2}$, inspired by [Bou04b] appendix 7 (see also [CKO12] and section 1.2).
1.1. Main results and comments. To clarify our point we will focus on an example, the quintic NLS on the circle, but with two different linear perturbations:

- quintic NLS on the circle with a multiplicative potential

$$
\begin{equation*}
i \partial_{t} u=-\partial_{x}^{2} u+W u+\sigma|u|^{4} u, \quad x \in \mathbb{T}:=\mathbb{R} / 2 \pi \mathbb{Z}, t \in \mathbb{R}, \tag{NLS}
\end{equation*}
$$

- quintic NLS on the circle with a convolution potential

$$
\begin{equation*}
i \partial_{t} u=-\partial_{x}^{2} u+V * u+\sigma|u|^{4} u, \quad x \in \mathbb{T}:=\mathbb{R} / 2 \pi \mathbb{Z}, t \in \mathbb{R} \tag{NLS*}
\end{equation*}
$$

where, in both cases, $\sigma= \pm 1$ allows considering both the focusing and the defocusing cases and the potentials $W, V \in H^{\theta}(\mathbb{T})(\theta \geq 0$ will be specified later $)$ will be chosen to avoid resonances issues.

Before considering the long time behavior of the solutions, we recall that according to Bourgain [Bou93], (NLS), with $W=0$, is locally well posed in $H^{s}(\mathbb{T})$ for $s>0$ and according to Li-WuXu (see [LWX11]) it is globally well posed in $H^{s}(\mathbb{T})$ for $s>2 / 5$. In section 6 we extend these results for both (NLS) and (NLS*) to obtain the following (the Bourgain spaces $X^{s, b}$ are defined in section 6 below).
Proposition 1.1. Let $s>\frac{2}{5}$. We assume that $V \in L^{2}(\mathbb{T} ; \mathbb{R})$, $W \in H^{4}(\mathbb{T} ; \mathbb{R})$. Then there exists $\beta_{s} \geq 1$ such that the following holds. For any initial datum $u_{0} \in H^{s}(\mathbb{T})$ with ${ }^{1}\left\|u_{0}\right\|_{H^{s}} \leq 1$ there exists a unique global mild solution $u \in X_{-\partial_{x}^{2}+V *, \text { loc }}^{s, \frac{1}{2}+}$ (resp. $u \in X_{-\partial_{x}^{2}+W, \text { loc }}^{s, \frac{1}{2}+}$ ) with initial data $u(0)=u_{0}$ to (NLS*) (resp. to (NLS)) provided that $\left\|u_{0}\right\|_{H^{s}} \ll 1$ in the focusing case $\sigma<0$. Moreover, we have the growth estimate

$$
\begin{equation*}
\left.\|u(t)\|_{H^{s}} \lesssim s^{\langle t}\right\rangle^{\beta_{s}}\left\|u_{0}\right\|_{H^{s}}, \quad t \in \mathbb{R} . \tag{1}
\end{equation*}
$$

We stress out that although this result is not surprising for specialists, it requires many generalizations of multilinear estimates in the I-method of the first and second generation. Moreover, due to homogeneity problems, the convolutional and multiplicative cases must be considered differently. We refer the reader to the introduction of section 6 for a general presentation of the method, and to appendices A and B for the technical details.

To state our dynamical results, which are the core of this work, we need to define the concept of strongly-non-resonant frequencies:
Definition 1.2. Being given $\alpha>0$ and $\mathcal{I} \subset \mathbb{Z}$, we say that a family of frequencies $\omega \in \mathbb{R}^{\mathcal{I}}$ is strongly-non-resonant if there exist $\alpha, \rho>0$ such that for all $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}$ satisfying $\boldsymbol{m}_{1}+\cdots+\boldsymbol{m}_{q}=0, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathcal{I}$ all distinct, it satisfies

$$
\left|\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}\right| \geq \rho\left(2 \min _{1 \leq j \leq q}\left\langle\boldsymbol{h}_{j}\right\rangle\right)^{-\exp \left(\alpha|\boldsymbol{m}|_{1}\right)}
$$

where $|\boldsymbol{m}|_{1}:=\left|\boldsymbol{m}_{1}\right|+\cdots+\left|\boldsymbol{m}_{q}\right|$.

[^1]The reader used to the non-resonance conditions for PDEs may be surprised by our definition: the estimate seems quite weak since, in the right-hand side, the exponent decreases exponentially with the length of the linear combination of frequencies considered. We are more used to a polynomial decay. However, one must keep in mind that here the control is done with respect to the smallest index of the frequencies involved whereas, more classically, it is done with respect to the largest index (weak non-resonance) or with respect to the third largest (condition used in [BG06]). This type of condition was already used in [BG21] but quantified in a less precise way. It is this additional precision in the exponent that will allow us to optimize the procedure and reach exponential times.

### 1.1.1. Results with a convolution potential.

Theorem 1.3. Let $V \in L^{\infty}(\mathbb{T} ; \mathbb{C})$ be a potential whose Fourier coefficients ${ }^{2}, V_{j}, j \in \mathbb{Z}$, are real. If the frequencies $\omega_{j}=j^{2}+(2 \pi)^{-1 / 2} V_{j}$ are strongly-non-resonant according to Definition 1.2, then the solutions of (NLS*) enjoy the following property.
For all $s>2 / 5$ and $\nu>0$, there exists $\varepsilon_{0} \in(0 ; 1]$ and $\mu>0$ such that, if $u^{(0)} \in H^{s}(\mathbb{T})$ is a function satisfying

$$
\varepsilon:=\left\|u^{(0)}\right\|_{H^{s}} \leq \varepsilon_{0}
$$

then the global solution $u \in C^{0}\left(\mathbb{R} ; H^{s}(\mathbb{T})\right.$ ) of (NLS*) with initial condition $u(0)=u^{(0)}$ provided by Proposition 6.1 satisfies, for all $k \in \mathbb{Z}$ and all $t \in \mathbb{R}$,

$$
\left.|t|<\left.\varepsilon^{-\mu \log \frac{\log \varepsilon^{-1}}{\log (2\langle k\rangle)}} \quad \Longrightarrow| | u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \right\rvert\, \leq \varepsilon^{6-\nu}
$$

where $u_{k}=(2 \pi)^{-1 / 2} \int_{\mathbb{T}} u(x) e^{-i k x} \mathrm{~d} x$.
The next proposition states that, by randomizing the Fourier coefficient of $V$, with a reasonable law (we choose Gaussian law, but other choices are possible), the strong non-resonance condition is almost surely satisfied.
Proposition 1.4. Let $s_{*}>0$ and $V^{\left(\mathrm{NLS}^{*}\right)} \in \mathcal{D}^{\prime}(\mathbb{T} ; \mathbb{C})$ be the random potential defined by

$$
\begin{equation*}
V^{\left(\mathrm{NLS}^{*}\right)}(x)=\sum_{k \in \mathbb{Z}} X_{k}\langle k\rangle^{-s_{*}} e^{i k x} \tag{2}
\end{equation*}
$$

where $X_{k} \sim \mathcal{N}(0,1)$ are normalized independent real Gaussian random variables. For $k \in \mathbb{Z}$, let $\omega_{k}^{\left(\mathrm{NLS}^{*}\right)}:=k^{2}+(2 \pi)^{-1 / 2} V_{k}^{\left(\mathrm{NLS}^{*}\right)}$ be the frequencies of ( $\mathrm{NLS}^{*}$ ).
Then, almost surely, the frequencies $\omega^{\left(\mathrm{NLS}^{*}\right)}$ of (NLS*) are strongly-non-resonant.
Remark 1.5. The constant $\mu$ in Theorem 1.3 depends only on the potential $V$ through the parameter $\alpha$ (the exponent in Definition 1.2). Moreover, in Proposition 1.4, the parameter $\alpha$ depends only on the potential $V$ though its regularity $s_{*}$.

We postpone to section 1.1.3 the comments about Theorem 1.3.
1.1.2. Results with a multiplicative potential. Our result concerning (NLS) is a bit more complicated to state, essentially due to spectral complications: $-\partial_{x}^{2}+V *$ diagonalizes in the Fourier basis but $-\partial_{x}^{2}+W$ diagonalizes in its own Hilbert basis. To simplify the presentation, we will focus on the Dirichlet problem, and refer to [BG21] to explain why the result is more complicated (but reachable) in the periodic case. We assume $W$ to be even, so that we can identify the Dirichlet condition with a symmetry condition on the solution of the periodic problem: we are

[^2]interested in solutions of (NLS) that satisfy $u(x)=-u(-x)$ for almost any $x \in \mathbb{T}$. This definition of the Dirichlet problem still makes sense in low regularity, $u \in H^{s}$ with $s<1 / 2$. First, we need some results about the Dirichlet spectrum of the Sturm-Liouville operator. Given a potential $W \in L^{2}(\mathbb{T})$, we still denote by $W$ its restriction on $[0, \pi]$.
Proposition 1.6 (Thm 7 page 43 of [PT87]). For all $W \in L^{2}(0, \pi ; \mathbb{R})$, there exist an increasing sequence of real numbers $\left(\lambda_{n}\right)_{n \geq 1}$ and a Hilbertian basis $\left(f_{n}\right)_{n \geq 1}$ of $L^{2}(0, \pi ; \mathbb{R})$, composed of functions $f_{n} \in H^{2} \cap H_{0}^{1}$, such that for all $n \geq 1$ we have $f_{n}(0)=f_{n}(\pi)=0$ and
\[

$$
\begin{equation*}
-\partial_{x}^{2} f_{n}(x)+W(x) f_{n}(x)=\lambda_{n} f_{n}(x), \quad \forall x \in(0, \pi) \tag{3}
\end{equation*}
$$

\]

Now we can state our result for (NLS):
Theorem 1.7. Let $W \in H^{4}(\mathbb{T} ; \mathbb{R})$ be a real valued even potential, $\left(\lambda_{n}\right)_{n \geq 1}$ be the increasing sequence of eigenvalues of the Sturm-Liouville operator $-\partial_{x}^{2}+W_{[0, \pi]}$ with homogeneous Dirichlet boundary conditions and $\left(f_{n}\right)_{n \geq 1}$ be the associated eigenfunctions (see Prop 1.6). If the frequencies $\omega=\left(\lambda_{n}\right)_{n \geq 1}$ are strongly-non-resonant according to Definition 1.2, then the solutions of (NLS) enjoy the following property.
For all $s>2 / 5$ and $\nu>0$, there exists $\varepsilon_{0} \in(0 ; 1]$ and $\mu>0$ such that, if $u^{(0)} \in H^{s}(\mathbb{T})$ is an odd function satisfying

$$
\varepsilon:=\left\|u^{(0)}\right\|_{H^{s}} \leq \varepsilon_{0},
$$

then the global solution $u \in C^{0}\left(\mathbb{R} ; H^{s}(\mathbb{T})\right)$ of (NLS) with initial condition $u(0)=u^{(0)}$ provided by Proposition 6.3 satisfies, for all $k \geq 1$ and all $t \in \mathbb{R}$,

$$
\left.|t|<\left.\varepsilon^{-\mu \log \frac{\log \varepsilon^{-1}}{\log (\langle k\rangle)}} \Longrightarrow| | u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \right\rvert\, \leq \varepsilon^{6-\nu}
$$

where $u_{k}=\int_{0}^{\pi} u(x) f_{k}(x) \mathrm{d} x$.
Proposition 1.8. Let $s_{*}>3 / 2$ and $V^{(\mathrm{NLS})} \in L^{2}(\mathbb{T} ; \mathbb{R})$ be the even random potential defined by

$$
\begin{equation*}
V^{(\mathrm{NLS})}(x)=\sum_{k \geq 1} X_{k}\langle k\rangle^{-s_{*}} \cos (k x) \tag{4}
\end{equation*}
$$

where $X_{k} \sim \mathcal{N}(0,1)$ are normalized independent real Gaussian random variables. For $k \geq 1$, let $\omega_{k}^{(\mathrm{NLS})}:=\lambda_{k}$ be the $k$-th smallest eigenvalue of the Sturm-Liouville operator $-\partial_{x}^{2}+V^{(\mathrm{NLS})}$ with homogeneous Dirichlet boundary conditions on $[0, \pi]$ (see Proposition 1.6).
Then there exists a constant $\eta>0$ such that, almost surely, provided that $\left\|V^{(\mathrm{NLS})}\right\|_{H_{1}} \leq \eta$, the frequencies $\omega^{(\mathrm{NLS})}$ are strongly-non-resonant.
Remark 1.9. - Remark 1.5 also holds in the case of Theorem 1.7 and Proposition 1.8.

- The constant $\eta$ is universal: it does not depend on $s_{*}$.
- In Proposition 1.8, the average of the potential is equal to 0 (i.e. $V_{0}^{(\mathrm{NLS})}=0$ ). Nevertheless, this assumption is not restrictive. Indeed, due to the condition $\boldsymbol{m}_{1}+\cdots+\boldsymbol{m}_{q}=0$ in Definition 1.2, if the frequencies associated with an even potential $V \in L^{\infty}(\mathbb{T} ; \mathbb{R})$ are strongly-non-resonant then the frequencies associated with $V+v$ are also strongly-nonresonant for all $v \in \mathbb{R}$.
1.1.3. Comments on both results.
- Theorem 1.3 and Theorem 1.7 give a control on all the Fourier modes, but the time during which we have this control depends on the index of the considered mode: the higher this index is (high mode) the less the time is. The result is mostly interesting for the low modes: in that case we have a control during exponentially long time in the spirit of some

Nekhoroshev results recently obtained (see [BG22, BMP20, FG13]). In fact, for the very high modes, the time becoming very short, the result is rather the consequence of the well-posed character of the equation in $H^{s}$ (see section 3.1).

- In fact, if we would focus only on the low modes (concretely $2|k| \leq \varepsilon^{-v_{\alpha, s, \nu}}$; see section 3.2), we would not have to assume $u(0)$ to be small in $H^{s}$ norm but only in $L^{2}$ norm (i.e. $u(0) \in H^{s}$ with $\left.\|u(0)\|_{L^{2}} \ll 1\right)$. The reason being that we develop the normal form in $L^{2}$.
- The Strichartz estimate ([Bou93])

$$
\begin{equation*}
\left(\int_{\mathbb{T}^{2}}\left|e^{i t \Delta} \varphi\right|^{6} d x d t\right)^{1 / 6} \leq\left(\exp C \frac{\log N}{\log \log N}\right)\|\varphi\|_{L^{2}} \tag{5}
\end{equation*}
$$

assuming $\operatorname{supp} \hat{\varphi} \subset[-N, \cdots, N]$, is used to initiate the Birkhoff normal form procedure (see the sketch of proof below). This is actually one of the reasons why we have to truncate to a finite number of modes from the very beginning.

- As said above, the results are consequences of Birkhoff normal forms in $H^{0^{+}}$(or more precisely in $L^{2}$ with a logarithmic loss in terms of the order of the Fourier truncation). The assumption on the regularity of the initial datum, $u(0) \in H^{s}$, is used to have a control on the remainder term generated by the truncation to a finite number of modes of the nonlinear term. Unfortunately, we are not able to control such remainder for solutions that belong only in $L^{2}$.
- Once we assume $u(0) \in H^{s}$, we need to control $u(t) \in H^{s}$. This a priori control of $u(t)$ for $t$ large is a by-product of the argument used to globalize solutions in Li-Wu-Xu [LWX11]: using the $I$-method, their argument implies, in the case $V=W=0$, that $\|u(t)\|$ growths at most polynomially in time. In section 6 we extend this result to $V \neq 0$ in (NLS*) and to $W \neq 0$ in (NLS).
- It is very likely that we could prove the same result for the cubic NLS

$$
i \partial_{t} u=-\partial_{x}^{2} u+V u+|u|^{2} u, \quad x \in \mathbb{T}
$$

which is globally well-posed in $L^{2}$ [Bou93]. Nevertheless, our method would require to deal with solutions at least in $H^{1 / 6}$ (to ensure the Sobolev embedding $H^{s} \subset L^{3}$ used to control the error term coming from the Fourier truncation). To get a dynamic result even in $L^{2}$ more work is needed, but it seems conceivable...

- In this paper, we really use the regularizing effect of the integration in time, since we crucially use the Strichartz estimate (5). But we transform this effect in a structural property on $P_{6}(u)=\frac{1}{6} \int_{\mathbb{T}}|u|^{6} d x$ (see (6)). So we do not work in space-time (FourierLebesgue spaces) but only in space. It is likely that by working on our normal forms directly in Bourgain spaces, and thus in space-time, the results would improve and in any case be more intrinsic. Nevertheless, the normal forms as we know them at the moment do not take into account the time variable, so it would be a non-trivial conceptual jump.
1.1.4. Related literature. Initiated by Bourgain [Bou96], and refined by Bambusi [Bam03] and Bambusi-Grébert [BG06], the Birkhoff normal form method has been widely used in the last decades to show, in its non-resonant version, stability over long times [Bou96, BG06, BDGS07, GIP09, Del12, BD17, BFG20, BMP20, FI21, BFM22, BMM22]. However, all these results have a major flaw, they only concern very regular solutions (in $H^{s}$ for $s \gg 1$ ). The numerical simulations of Cohen-Hairer-Lubich ([CHL08a, CHL08b]) rather suggest that stability over long times is not related to the regularity of solutions. On the other hand, and at the same time, the dispersive PDE community has developed a lot of ingeniousness, based on linear (Strichartz) and multilinear estimates, to demonstrate the local well-posedness for less and less regular initial data. By working
in space-time spaces to use the regularizing effect of the integration in time and by working in a neighborhood of the linear solutions (Bourgain space), one finally succeeds in showing the wellposedness in Sobolev spaces $H^{s}$ with $s$ very small, even $s=0$ [Bou93], for the cubic 1d-NLS; in any case below $s=d / 2$ ( $d$ being the spatial dimension, which in this paper will always be $d=1$ ). In this kind of space the nonlinear analysis becomes very delicate since the multiplication of two functions is not a stable operation anymore. Dispersive properties have been first used in the context of the whole space $\mathbb{R}^{d}$ (see [Klai84, Sha85]) but then extended in the periodic case by Bourgain [Bou93] and more generally in a compact manifold [BGT04]. For a general overview, one could consult the book by Tao [Tao06] or the book by Erdoğan-Tzirakis [ET16].
Recently (in [BG21, BGR21, Abou22]) we proved Birkhoff normal form results in the energy space ( $H^{1}$ for NLS) leading to a control of the low actions of the equation. In [BG22] we succeeded to control also the $H^{s}$ norm but only for NLS (in any dimension, $s>d / 2$ ) with specific convolutional potentials.


### 1.2. Sketch of proof.

1.2.1. General strategy. Let us first briefly recall the general strategy of the Birkhoff normal form (see [Bam07] or [Gré07] for a more detailed introduction to Birkhoff normal forms for Hamiltonian PDEs). We begin with the Hamiltonian formulation of (NLS*) (in this section we focus on the convolution version of NLS which is a bit simpler). Identifying a function with the sequence of its Fourier coefficients $L^{2}(\mathbb{T}) \ni u \equiv\left(u_{n}\right)_{n \in \mathbb{Z}}$ where $u_{n}:=(2 \pi)^{-1 / 2} \int_{\mathbb{T}} u(x) e^{i n x} d x$, (NLS*) reads

$$
i \partial_{t} u_{k}=\nabla H(u)_{k}
$$

where the Hamiltonian function of $\left(\mathrm{NLS}^{*}\right)$ is given by

$$
\begin{gathered}
H(u)=Z_{2}(u)+P_{6}(u) \\
Z_{2}(u)=\sum_{k \in \mathbb{Z}} \omega_{k}\left|u_{k}\right|^{2}
\end{gathered}
$$

and

$$
P_{6}(u)=\frac{1}{6} \int_{\mathbb{T}}|u|^{6} d x=\frac{1}{6} \sum_{\boldsymbol{k}_{1}+\boldsymbol{k}_{2}+\boldsymbol{k}_{3}=\ell_{1}+\ell_{2}+\ell_{3}} u_{\boldsymbol{k}_{1}} u_{\boldsymbol{k}_{2}} u_{\boldsymbol{k}_{3}} \overline{u_{\ell_{1}} u_{\ell_{2}} u_{\ell_{3}}}
$$

To a monomial $u_{\boldsymbol{k}_{1}} \cdots u_{\boldsymbol{k}_{q}} \overline{u_{\boldsymbol{\ell}_{1}}} \cdots \overline{u_{\boldsymbol{\ell}_{q}}}(q \geq 3)$ we associate the small divisor

$$
\Omega(\boldsymbol{k}, \ell):=\omega_{\boldsymbol{k}_{1}}+\cdots+\omega_{\boldsymbol{k}_{q}}-\omega_{\ell_{1}}-\cdots-\omega_{\ell_{q}} \neq 0
$$

Given $\gamma>0$, by solving a so-called cohomological equation, we can remove any monomials with $|\Omega(k, \ell)|>\gamma$ replacing it by a higher order term. So, for a given $r \geq 3$, we formally construct a change a variable $\tau$ such that

$$
H \circ \tau=Z_{r}+R_{r}
$$

where $Z_{r}$ contains only monomials for which $|\Omega(k, \ell)| \leq \gamma$ (i.e. $\gamma$-resonant monomials in the sense of (15)) and $R_{r}$ is of order $r$ : $R_{r}(u)=O\left(u^{r}\right)$. We prove in section 3 that such $\gamma$-resonant polynomial $Z_{r}$ will not modify ${ }^{3}$ the dynamics of the low actions (the precise meaning of "low" depending on the value of $\gamma$ ). On the other hand, $R_{r}$ is small in the sense that it has a high order, but the precise meaning of this smallness will depend a lot on the topology in which we perform the normal form.

[^3]1.2.2. BNF in Euclidean topology. Here the idea is to perform the normal form step without any regularity, i.e. in $L^{2}$. For that purpose, we use a strategy inspired by [Bou04b] appendix 7. As explained above, we will need to truncate the nonlinear term to a finite number of modes. So we shall consider polynomials depending only on a finite number of complex variables $u_{n}$, $n \in \mathcal{M}:=\llbracket-M, M \rrbracket$ (i.e. polynomials defined on the space of the trigonometric polynomials of degree smaller than or equal to $M \gg 1$ ). The principal difficulty lies in the choice of the norm (let us call it $\|\cdot\|_{\mathscr{C}}$ ) that we can put on polynomials $P$ homogeneous of degree $2 q$ in order to have an estimate on its gradient of the form
$$
\|\nabla P(u)\| \leq C\|P\|_{\mathscr{C}}\|u\|^{2 q-1},
$$
with $C$ independent of $M$ or at most with a logarithmic dependency and $\|\cdot\|$ denotes the canonical Euclidean norm on $\mathbb{C}^{\mathcal{M}}$ (i.e. the $L^{2}$ norm of the associated trigonometric polynomial up to the usual Fourier identification). Because we work in Euclidean topology, we have that
$$
\|\nabla P(u)\| \leq 2 q\|\tilde{P}\|_{\mathscr{L}_{2 q}}\|u\|^{2 q-1}
$$
where $\tilde{P} \in \mathscr{L}_{2 q}$ is the $2 q$-linear map that we can naturally associate with the homogeneous polynomials of degree $2 q$. Furthermore, a standard result (due to S. Banach (1937)) says that
$$
\|\tilde{P}\|_{\mathscr{L}_{2 q}}:=\sup _{\|u\|_{L^{2}}=1}|P(u)|=\|P\|_{\infty} .
$$

So the good norm could be $\|\cdot\|_{\infty}$. But this norm is not controlled from the beginning (for $P_{6}$ ), and furthermore we cannot propagate such a control by Poisson brackets (which is necessary to implement a Birkhoff normal form). The idea, inspired by Bourgain, consists in considering the level sets of $P$ according to $\Omega^{(i)}(\boldsymbol{k}, \boldsymbol{\ell})=\boldsymbol{k}_{1}^{2}+\cdots+\boldsymbol{k}_{q}^{2}-\ell_{1}^{2}-\cdots-\boldsymbol{\ell}_{q}^{2}$, the small divisor associated to the integer part of $\omega_{k}=k^{2}+\hat{V}_{k}$. We define (see section 2.1 for a more intrinsic definition)

$$
\|P\|_{\mathscr{H}}:=\sup _{a \in \mathbb{Z}}\left\|\Pi_{a}\lfloor P\rceil(u)\right\|_{\infty}, \text { and }\|P\|_{\mathscr{C}}=: \sup _{a \in \mathbb{Z}}\langle a\rangle\left\|\Pi_{a}\lfloor P\rceil(u)\right\|_{\infty}
$$

where, given a polynomial

$$
P(u)=\sum_{\boldsymbol{k}_{1}+\cdots+\boldsymbol{k}_{q}=\ell_{1}+\cdots+\ell_{q}} P_{\boldsymbol{k}, \ell} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\ell_{1}}} \ldots \overline{u_{\boldsymbol{\ell}_{q}}}
$$

we define

$$
\lfloor P\rceil(u)=\sum_{\boldsymbol{k}_{1}+\cdots+\boldsymbol{k}_{q}=\ell_{1}+\cdots+\ell_{q}}\left|P_{\boldsymbol{k}_{\boldsymbol{k}}, \ell}\right| u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\bar{\ell}_{1}} \ldots \overline{u_{\ell_{q}}}
$$

(the so-called modulus of $P$ ) and $^{4}$

$$
\Pi_{a} P(u):=\sum_{\substack{\boldsymbol{k}_{1}+\cdots+\boldsymbol{k}_{q}=\ell_{1}+\cdots+\ell_{q} \\ k_{1}^{2}+\cdots+\boldsymbol{k}_{q}^{2}-\ell_{1}^{2}-\cdots-\ell_{q}^{2}=a}} P_{\boldsymbol{k}, \ell^{2}} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{{\overline{\ell_{1}}}_{1}} \ldots \overline{u_{\ell_{q}}} .
$$

It is important to notice that, solving the cohomological equation, we transform a polynomial controlled by $\|\cdot\|_{\mathscr{H}}$ to polynomials controlled by $\|\cdot\|_{\mathscr{C}}$ (this is a consequence of Lemma 2.7). With these two topologies on homogeneous polynomials we prove in Lemma 2.9 that $\|P\|_{\infty} \leq$ $5 \log \left(2 q M^{2}\right)\|P\|_{\mathscr{C}}$, which implies the desired estimate on $\|\nabla P(u)\|$, and in Proposition 2.11 that

$$
\|\{P, Q\}\|_{\mathscr{H}} \leq 40 q q^{\prime} \log \left(2 q^{\prime} M^{2}\right)\|P\|_{\mathscr{H}}\|Q\|_{\mathscr{C}},
$$

[^4]which is perfect to implement the Birkhoff normal form procedure (up to an unessential $\log M$ loss).

Remark 1.10. The use of restrictions to level sets of the resonance function in multilinear estimates is also reminiscent of the estimates used in performing Poincaré-Dulac normal forms; see e.g. [BIT11, KO12, GKO13] and the abstract framework highlighted in [Ki19]. These estimates are essentially just another facet of the multilinear estimates in Bourgain spaces, as was recently pointed out in [COS23] (in the case of $\mathbb{R}^{d}$ instead of $\mathbb{T}^{d}$ ).
1.2.3. End of the proof. For the first step of normal form, we have to prove that $P_{6}$ can be controlled by $\|\cdot\|_{\mathscr{H}}$ and this is a simple consequence of the Strichartz estimate (5) which leads to (see section 3.3)

$$
\begin{equation*}
\left\|P_{6}^{(M)}\right\|_{\mathscr{H}} \leq\left(\exp C \frac{\log M}{\log \log M}\right) \tag{6}
\end{equation*}
$$

where $P_{6}^{(M)}$ is the restriction of $P_{6}$ to the modes whose indices are in $\llbracket-M, M \rrbracket$. At some point we have to take into account this truncation, i.e. we have to control the remainder term

$$
\left\|\Pi_{M}\left(\nabla P_{6}(u)-\nabla P_{6}^{(M)}(u)\right)\right\|_{L^{2}}
$$

where $\Pi_{M}$ denotes the projection on the modes whose indices are in $\llbracket-M, M \rrbracket$ (note that $P_{6}^{(M)}:=$ $\left.P_{6} \circ \Pi_{M}\right)$. Unfortunately, we were not able to estimate such quantity for solutions that only belong to $L^{2}$. For solutions in $H^{s}, s>2 / 5$, this follows by using the Sobolev embedding $H^{s} \subset L^{10}$, which leads to (see section 3.4)

$$
\left\|\Pi_{M}\left(\nabla P_{6}(u)-\nabla P_{6}^{(M)}(u)\right)\right\|_{L^{2}} \leq M^{-\alpha(s)}\|u\|_{H^{s}}^{5},
$$

with $\alpha(s)>0$ for $s>2 / 5$. Then it suffices to control the growth of the $H^{s}$ norm of the solution, $\|u(t)\|_{H^{s}}$, and this follows from the argument in [LWX11] for $s>2 / 5$ when $V=0$, a result that we extend to non-vanishing $V$ in section 6. The last, but not least, step is to optimize the set of parameters as a function of $\varepsilon$ as it is usual to obtain an exponential time (see section 3.5).
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## 2. A Birkhoff normal form theorem in Euclidean spaces

2.1. Functional setting. Let $\mathcal{M}$ be a finite set. We endow $\mathbb{C}^{\mathcal{M}}$ with its canonical Euclidean structure

$$
\forall u, v \in \mathbb{C}^{\mathcal{M}}, \quad\langle u, v\rangle=\Re \sum_{k \in \mathcal{M}} u_{k} \overline{v_{k}}, \quad\|u\|^{2}=\langle u, u\rangle,
$$

and with its canonical symplectic form $\langle i \cdot, \cdot\rangle$.
Being given two smooth real valued functions $P, Q: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{R}$, their Poisson bracket is defined by

$$
\{P, Q\}(u)=\langle i \nabla P(u), \nabla Q(u)\rangle .
$$

In order to compute the gradients, it is useful to recall the usual formula

$$
\forall k \in \mathcal{M}, \quad(\nabla P(u))_{k}=2 \partial_{\overline{u_{k}}} P(u):=2\left(\partial_{\Re u_{k}} P(u)+i \partial_{\Im u_{k}} P(u)\right)
$$

of which we deduce, as usual, the formula

$$
\begin{equation*}
\{P, Q\}(u)=2 i \sum_{k \in \mathcal{M}} \partial_{\overline{u_{k}}} P(u) \partial_{u_{k}} Q(u)-\partial_{u_{k}} P(u) \partial_{\overline{u_{k}}} Q(u) . \tag{7}
\end{equation*}
$$

Note that this formula also makes sense if $P, Q$ are complex-valued.
2.1.1. Polynomials. Being given two real vector spaces, a map $P: E \rightarrow F$ is called homogeneous polynomial of degree $d$ if there exists a $d$ - $\mathbb{R}$-linear symmetric map $L:(E)^{d} \rightarrow F$ such that $P(u)=L(u, \cdots, u)$. Note that $L$ is unique. In order to estimate these polynomials, we recall the following useful proposition:
Proposition 2.1 (Prop 1 page 61 of [BS71]). Let E be a real Hilbert space, $F$ be a real Banach space, $P: E \rightarrow F$ be a homogeneous polynomial of degree $d$ and $L$ be the associated d-linear symmetric map. Then we have

$$
\|P\|_{\infty}:=\sup _{\|u\|_{E} \leq 1}\|P(u)\|_{F}=\sup _{\left\|u^{(1)}\right\|_{E} \leq 1, \cdots,\left\|u^{(d)}\right\|_{E} \leq 1}\left\|L\left(u^{(1)}, \cdots, u^{(d)}\right)\right\|_{F} .
$$

Corollary 2.2. As a consequence, if $P$ is real valued (i.e. $F=\mathbb{R}$ ) we deduce that for all $u, v \in E$,

$$
\|\nabla P(u)\|_{E} \leq d\|P\|_{\infty}\|u\|_{E}^{d-1} \quad \text { and } \quad\|\mathrm{d} \nabla P(u)(v)\|_{E} \leq d(d-1)\|P\|_{\infty}\|u\|_{E}^{d-2}\|v\|_{E} .
$$

Being given $q \geq 1$, we denote by $\mathcal{P}_{\mathbb{K}, 2 q}^{\mathcal{M}}$ the set of the $\mathbb{K}$ valued homogeneous polynomial of degree $2 q$ which commute with the Euclidean norm, i.e.
$\mathcal{P}_{\mathbb{K}, 2 q}^{\mathcal{M}}:=\left\{P: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{K} \mid P\right.$ is a $\mathbb{R}$-homogeneous polynomial of degree $2 q$ and $\left.\left\{P,\|\cdot\|^{2}\right\}=0\right\}$.
Note that the polynomials $P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ are exactly those admitting a decomposition of the form

$$
P(u)=\sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}} P_{\boldsymbol{k}, \ell} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\overline{\ell_{1}}} \ldots \overline{u_{\ell_{q}}}
$$

with $P_{\boldsymbol{k}, \ell} \in \mathbb{C}$ satisfying the symmetry condition

$$
\forall \phi, \sigma \in \mathfrak{S}_{q}, \quad P_{\phi \boldsymbol{k}, \sigma \ell}=P_{\boldsymbol{k}, \ell}
$$

Moreover thanks to the symmetry condition, this decomposition is unique. Furthermore, if $P \in$ $\mathcal{P}_{\mathbb{R}, 2 q}^{\mathcal{M}}$ is real-valued, its coefficients satisfy the reality condition

$$
P_{\ell, k}=\overline{P_{k, \ell}} .
$$

Of course, as stated in the following lemma, thanks to the Jacobi identity, this class of Hamiltonian is stable by Poisson bracket.
Lemma 2.3. Let $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$, $q, q^{\prime} \geq 1, P \in \mathcal{P}_{\mathbb{K}, 2 q}^{\mathcal{M}}$ and $Q \in \mathcal{P}_{\mathbb{K}, 2 q^{\prime}}^{\mathcal{M}}$ be two $\mathbb{R}$-homogeneous polynomials commuting with the Euclidean norm, then $\{P, Q\} \in \mathcal{P}_{\mathbb{K}, 2\left(q+q^{\prime}-1\right)}^{\mathcal{P}}$ is also a homogeneous polynomial commuting with the Euclidean norm.
2.1.2. Hamiltonian flows. We recall that a smooth map $\Psi: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{C}^{\mathcal{M}}$ is symplectic if its derivative preserves the canonical symplectic form, i.e.

$$
\forall u, v, w \in \mathbb{C}^{\mathcal{M}}, \quad\langle i \mathrm{~d} \Psi(u)(v), \mathrm{d} \Psi(u)(w)\rangle=\langle i v, w\rangle .
$$

In the following proposition, we give some of the properties enjoyed by Hamiltonian flows generated by real valued homogeneous polynomials commuting with the Euclidean norm.

Proposition 2.4. Let $q \geq 2$ and $\chi \in \mathcal{P}_{\mathbb{R}, 2 q}^{\mathcal{M}}$. Then the flow $\Phi_{\chi}^{t}$ of the equation

$$
\begin{equation*}
i \partial_{t} u=\nabla \chi(u) \tag{8}
\end{equation*}
$$

is smooth and global. Moreover, it enjoys the following properties:

- preservation of the Euclidean norm:

$$
\forall t \in \mathbb{R}, \forall u \in \mathbb{C}^{\mathcal{M}}, \quad\left\|\Phi_{\chi}^{t}(u)\right\|=\|u\|
$$

- it is close to the identity:

$$
\forall t \in \mathbb{R}, \forall u \in \mathbb{C}^{\mathcal{M}}, \quad\left\|\Phi_{\chi}^{t}(u)-u\right\| \leq 2 q|t|\|\chi\|_{\infty}\|u\|^{2 q-1}
$$

- it is symplectic: for all $t \in \mathbb{R}, \Phi_{\chi}^{t}$ is symplectic.
- its differential is under control:

$$
\begin{equation*}
\forall t \in \mathbb{R}, \forall u, v \in \mathbb{C}^{\mathcal{M}}, \quad\left\|\mathrm{d} \Phi_{\chi}^{t}(u)(v)\right\| \leq \exp \left(4 q^{2} t\|\chi\|_{\infty}\|u\|^{2 q-2}\right)\|v\| \tag{9}
\end{equation*}
$$

Proof. The local well-posedness of the equation (8) follows directly from the Cauchy-Lipschitz theorem. The preservation of the Euclidean norm comes directly from the commutation between $\chi$ and $\|\cdot\|^{2}$. This conserved quantity provides directly the global well-posedness of (8). Since (8) is Hamiltonian, it is well-known that its flow is symplectic.

Integrating (8), thanks to Corollary 2.2, we get

$$
\left\|\Phi_{\chi}^{t}(u)-u\right\|=\left\|\int_{0}^{t} \nabla \chi\left(\Phi_{\chi}^{\tau}(u)\right) \mathrm{d} \tau\right\| \leq 2 q\|\chi\|_{\infty} \int_{[0 ; t]}\left\|\Phi_{\chi}^{\tau}(u)\right\|^{2 q-1} \mathrm{~d} \tau=2 q|t|\|\chi\|_{\infty}\|u\|^{2 q-1} .
$$

Differentiating (8), we have

$$
-i \partial_{t} \mathrm{~d} \Phi_{\chi}^{t}(u)(v)=\mathrm{d} \nabla \chi\left(\Phi_{\chi}^{t}(u)\right)\left(\mathrm{d} \Phi_{\chi}^{t}(u)(v)\right) .
$$

Moreover, thanks to Corollary 2.2, we have

$$
\left\|\mathrm{d} \nabla \chi\left(\Phi_{\chi}^{t}(u)\right)\left(\mathrm{d} \Phi_{\chi}^{t}(u)(v)\right)\right\| \leq 4 q^{2}\|\chi\|_{\infty}\|u\|^{2 q-2}\left\|\left(\mathrm{~d} \Phi_{\chi}^{t}(u)\right)^{*}(v)\right\|
$$

and so, by Grönwall's lemma, we get (9).
2.1.3. Modulus. Following [Nik86, BG06], being given $P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$, we define its modulus $\lfloor P\rceil \in$ $\mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ by

$$
\lfloor P\rceil(u)=\sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}}\left|P_{\boldsymbol{k}, \ell}\right| u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\overline{\ell_{1}}} \ldots \overline{u_{\ell_{q}}} .
$$

Of course, thanks to the triangle inequality, it is clear that $\|P\|_{\infty} \leq\|\lfloor P\rceil\|_{\infty}$. Furthermore, we have the following useful lemma.
Lemma 2.5. Let $q \geq 1$ and $c_{\boldsymbol{k}, \ell} \in \mathbb{C}$ be some coefficients, with $\boldsymbol{k}, \ell \in \mathcal{M}^{q}$. If $P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ is the polynomial defined by

$$
P(u)=\sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}} c_{\boldsymbol{k}, \ell} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\overline{u_{1}}} \ldots \overline{u_{\ell_{q}}}
$$

then, for all $u \in \mathbb{C}^{\mathcal{M}}$, we have

$$
|\mid P\rceil(u)\left|\leq \sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}}\right| c_{\boldsymbol{k}, \ell} \| u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\overline{u_{\boldsymbol{\ell}}}} \ldots \overline{u_{\boldsymbol{\ell}}} \mid
$$

Proof. Indeed, since the coefficients of $P$ are given by

$$
P_{\boldsymbol{k}, \ell}=(q!)^{-2} \sum_{\phi, \sigma \in \mathfrak{S}_{q}} c_{\phi \boldsymbol{k}, \sigma \ell}
$$

then, by the triangle inequality, we have

$$
\begin{aligned}
\| P\rceil(u) \mid & =\left|\sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}}\right|(q!)^{-2} \sum_{\phi, \sigma \in \mathfrak{S}_{q}} c_{\phi \boldsymbol{k}, \sigma \boldsymbol{\ell}}\left|u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\boldsymbol{\ell}_{1}}} \ldots \overline{u_{\ell_{q}}}\right| \\
& \leq(q!)^{-2} \sum_{\phi, \sigma \in \mathfrak{S}_{q}} \sum_{\boldsymbol{k}, \ell \in \mathcal{M}^{q}}\left|c_{\phi \boldsymbol{k}, \sigma \boldsymbol{\ell}} \| u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\ell_{1}}} \ldots \overline{u_{\ell_{q}}}\right| \\
& =\sum_{\boldsymbol{k}, \boldsymbol{\ell} \in \mathcal{M}^{q}}\left|c_{\boldsymbol{k}, \boldsymbol{\ell}}\right|(q!)^{-2} \sum_{\phi, \sigma \in \mathfrak{S}_{q}}\left|u_{\boldsymbol{k}_{\phi_{1}^{-1}}} \ldots u_{\boldsymbol{k}_{\phi_{q}-1}} \overline{u_{\boldsymbol{\ell}_{\sigma_{1}^{-1}}}} \ldots \overline{u_{\ell_{\sigma_{q}^{-1}}}}\right| \\
& =\sum_{\boldsymbol{k}, \boldsymbol{\ell} \in \mathcal{M}^{q}}\left|c_{\boldsymbol{k}, \boldsymbol{\ell}}\right|\left|u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\boldsymbol{\ell}_{1}}} \ldots \overline{u_{\boldsymbol{\ell}_{q}}}\right| .
\end{aligned}
$$

Moreover, we also have the following useful bilinear estimate.
Lemma 2.6. Let $q, q^{\prime} \geq 1, P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ and $Q \in \mathcal{P}_{\mathbb{C}, 2 q^{\prime}}^{\mathcal{M}}$ be two $\mathbb{R}$-homogeneous polynomials commuting with the Euclidean norm, then $\{P, Q\}$ enjoys the following estimate:

$$
\|\lfloor\{P, Q\}\rceil\|_{\infty} \leq 8 q q^{\prime}\|\lfloor P\rceil\|_{\infty}\|\lfloor Q\rceil\|_{\infty}
$$

Proof. Thanks to the formula (7), setting $q^{\prime \prime}=q+q^{\prime}-1$, the polynomial $\{P, Q\}$, writes

$$
\{P, Q\}(u)=\sum_{\boldsymbol{k}, \boldsymbol{\ell} \in \mathcal{M}^{q^{\prime \prime}}} c_{\boldsymbol{k}, \boldsymbol{\ell}} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q^{\prime \prime}}} \overline{u_{\ell_{1}}} \ldots \overline{u_{\ell_{q^{\prime \prime}}}}
$$

with

$$
c_{\boldsymbol{k}, \boldsymbol{\ell}}=2 i q \sum_{j \in \mathcal{M}} P_{\boldsymbol{k}_{1}, \cdots, \boldsymbol{k}_{q}, \ell_{1}, \cdots, \ell_{q-1}, j} Q_{\boldsymbol{k}_{1}, \cdots, \boldsymbol{k}_{q-1}, j, \ell_{1}, \cdots, \ell_{q}}-P_{\boldsymbol{k}_{1}, \cdots, \boldsymbol{k}_{q-1}, j, \ell_{1}, \cdots, \ell_{q}} Q_{\boldsymbol{k}_{1}, \cdots, \boldsymbol{k}_{q}, \ell_{1}, \cdots, \ell_{q-1}, j}
$$

Therefore, thanks to Lemma 2.5, we have

$$
|\lfloor\{P, Q\}\rceil(u)| \leq \sum_{\boldsymbol{k}, \boldsymbol{\ell} \in \mathcal{M}^{q^{\prime \prime}}}\left|c_{\boldsymbol{k}, \boldsymbol{\ell}} \| u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q^{\prime \prime}}} \overline{u_{\ell_{1}}} \ldots \overline{u_{\boldsymbol{\ell}_{q^{\prime \prime}}}}\right|
$$

From now on, without loss of generality, we only consider vectors $u \in\left(\mathbb{R}_{+}\right)^{\mathcal{M}}$ with real nonnegative components. Then applying the triangle inequality on the expansion of $c_{\boldsymbol{k}, \ell}$, we get (on $\left.\left(\mathbb{R}_{+}\right)^{\mathcal{M}}\right)$

$$
\lfloor\{P, Q\}\rceil \leq 2 \sum_{j \in \mathcal{M}} \partial_{\overline{u_{j}}}\lfloor P\rceil \partial_{u_{j}}\lfloor Q\rceil+\partial_{u_{j}}\lfloor P\rceil \partial_{\overline{u_{j}}}\lfloor Q\rceil
$$

Since all these partial derivatives are non-negative, applying the Cauchy-Schwarz inequality, we $\operatorname{get}\left(\right.$ on $\left.\left(\mathbb{R}_{+}\right)^{\mathcal{M}}\right)$

$$
\begin{aligned}
\lfloor\{P, Q\}\rceil & \leq 2 \sum_{j \in \mathcal{M}}\left(\partial_{u_{j}}\lfloor P\rceil+\partial_{\overline{u_{j}}}\lfloor P\rceil\right)\left(\partial_{u_{j}}\lfloor Q\rceil+\partial_{\overline{u_{j}}}\lfloor Q\rceil\right) \\
& =2\left\|\left(\partial_{u_{j}}\lfloor P\rceil+\partial_{\overline{u_{j}}}\lfloor P\rceil\right)_{j}\right\|\left\|\left(\partial_{u_{j}}\lfloor Q\rceil+\partial_{\overline{u_{j}}}\lfloor Q\rceil\right)_{j}\right\| .
\end{aligned}
$$

Finally, noticing that

$$
\left(\nabla\left(\lfloor P\rceil_{\mid \mathbb{R}^{\mathcal{M}}}\right)\right)_{j}=\partial_{u_{j}}\lfloor P\rceil+\partial_{\overline{u_{j}}}\lfloor P\rceil
$$

and applying Corollary 2.2 , we get that, for all $u \in\left(\mathbb{R}_{+}\right)^{\mathcal{M}}$,

$$
\lfloor\{P, Q\}\rceil(u) \leq 2\left\|\nabla\left(\lfloor P\rceil_{\mid \mathbb{R} \mathcal{M}}\right)(u)\right\|\left\|\nabla\left(\lfloor Q\rceil_{\mid \mathbb{R} \mathcal{M}}\right)(u)\right\| \leq 8 q q^{\prime}\|u\|^{2 q^{\prime \prime}}\|\lfloor P\rceil\|_{\infty}\|\lfloor Q\rceil\|_{\infty}
$$

2.1.4. Frequencies and spectral projectors. Being given a vector of frequencies with real coefficients $\omega \in \mathbb{R}^{\mathcal{M}}$, we define the quadratic Hamiltonian

$$
\begin{equation*}
Z_{2, \omega}=\frac{1}{2} \sum_{k \in \mathcal{M}} \omega_{k}\left|u_{k}\right|^{2} \tag{10}
\end{equation*}
$$

The following lemma describes the action of $\operatorname{ad}_{Z_{2, \omega}}:=\left\{Z_{2, \omega}, \cdot\right\}$ on $\mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ (it follows from a straightforward calculation).

Lemma 2.7. For all $q \geq 1, \operatorname{ad}_{Z_{2, \omega}}$ is an endomorphism on $\mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ which is diagonal is the basis of the monomials, i.e.

$$
\left\{Z_{2, \omega}, u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\ell_{1}}} \ldots \overline{u_{\ell_{q}}}\right\}=i\left(\omega_{\boldsymbol{k}_{1}}+\cdots+\omega_{\boldsymbol{k}_{q}}-\omega_{\ell_{1}}-\cdots-\omega_{\ell_{q}}\right) u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{u_{\boldsymbol{\ell}_{1}}} \ldots \overline{u_{\ell_{q}}}
$$

with $u \in \mathbb{C}^{\mathcal{M}}$ and $\boldsymbol{k}, \ell \in \mathcal{M}^{q}$.
For all $a \in \mathbb{R}$ and $q \geq 1$, we define

$$
\begin{equation*}
\Pi_{\omega, a}: \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}} \rightarrow \operatorname{Ker}\left(\operatorname{ad}_{Z_{2, \omega}}-i a \mathrm{Id}\right) \tag{11}
\end{equation*}
$$

as the spectral projector on the eigenspace of $\operatorname{ad}_{Z_{2, \omega}}$ associated with the eigenvalue $i a$. More concretely, $\Pi_{\omega, a}$ is also defined through the formula

$$
\Pi_{\omega, a} P(u):=\sum_{\omega_{k_{1}}+\cdots+\omega_{k_{q}}-\omega_{\ell_{1}} \cdots-\omega_{\ell_{q}}=a} P_{\boldsymbol{k}, \ell} u_{\boldsymbol{k}_{1}} \ldots u_{\boldsymbol{k}_{q}} \overline{\overline{\ell_{1}}} \ldots \overline{u_{\ell_{q}}} .
$$

Thanks to these projectors, as stated in the following, the Poisson bracket can be seen as a kind of convolution.
Lemma 2.8. Let $q, q^{\prime} \geq 1, P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ and $\chi \in \mathcal{P}_{\mathbb{C}, 2 q^{\prime}}^{\mathcal{M}}$ then for all $a \in \mathbb{R}$, we have

$$
\Pi_{\omega, a}\{P, \chi\}=\sum_{b+c=a}\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\} .
$$

Proof. Decomposing $P$ and $\chi$ as a sum of eigenvectors of $\operatorname{ad}_{Z_{2, \omega}}$ and then expanding the Poisson bracket, we get

$$
\{P, \chi\}=\sum_{b, c \in \mathbb{R}}\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\} .
$$

As a consequence, it is enough to see that $\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\}$ is an eigenvector of $\operatorname{ad}_{Z_{2, \omega}}$ associated with the eigenvalue $i(b+c)$. Applying the Jacobi identity, we have

$$
\begin{aligned}
\left\{Z_{2, \omega},\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\}\right\} & =-\left\{\Pi_{\omega, c} \chi,\left\{Z_{2, \omega}, \Pi_{\omega, b} P\right\}\right\}-\left\{\Pi_{\omega, b} P,\left\{\Pi_{\omega, c} \chi, Z_{2, \omega}\right\}\right\} \\
& =-i b\left\{\Pi_{\omega, c} \chi, \Pi_{\omega, b} P\right\}+i c\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\}=i(b+c)\left\{\Pi_{\omega, b} P, \Pi_{\omega, c} \chi\right\} .
\end{aligned}
$$

2.1.5. Spectral norms. Being given a vector of frequencies with integer coefficients $\omega^{(i)} \in \mathbb{Z}^{\mathcal{M}}$, we define the two following norms

$$
\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}:=\sup _{a \in \mathbb{Z}}\left\|\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil\right\|_{\infty} \quad \text { and } \quad\|P\|_{\mathscr{C}\left(\omega^{(i)}\right)}:=\sup _{a \in \mathbb{Z}}\langle a\rangle\left\|\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil\right\|_{\infty}
$$

for all $P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$. First, we note, in the following lemma, that the norm $\|\cdot\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ is weaker than the norm $\|L \cdot \cdot\|_{\infty}$ and that the norm $\|\cdot\|_{\mathscr{C}\left(\omega^{(i)}\right)}$ controls the norm $\left.\| L \cdot\right\rceil \|_{\infty}$ up to a logarithmic loss

Lemma 2.9. Let $P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}, q \geq 1$, and $\omega^{(i)} \in \mathbb{Z}^{\mathcal{M}} \backslash\{0\}$ be a vector of frequencies with integer coefficients. Then we have

$$
\left.\left.\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \| L P\right\rceil\left\|_{\infty} \leq 5 q\left|\omega^{(i)}\right|_{\infty}\right\| P \|_{\mathscr{H}\left(\omega^{(i)}\right)} \quad \text { and } \quad \| L P\right\rceil\left\|_{\infty} \leq 5 \log \left(2 q\left|\omega^{(i)}\right|_{\infty}\right)\right\| P \|_{\mathscr{C}\left(\omega^{(i)}\right)} .
$$

where $\left|\omega^{(i)}\right|_{\infty}=\max _{j \in \mathcal{M}}\left|\omega_{j}^{(i)}\right|$.
Proof. First, we note that the projectors $\Pi_{\omega^{(i)}, a}$ commute with the modulus $\lfloor\cdot\rceil$. Therefore, we have

$$
\lfloor P\rceil=\sum_{a \in \mathbb{Z}} \Pi_{\omega^{(i)}, a}\lfloor P\rceil .
$$

As a consequence, since, if $u \in\left(\mathbb{R}_{+}\right)^{\mathcal{M}}$, we have $\Pi_{\omega^{(i)}, a}\lfloor P\rceil(u) \geq 0$, for all $a \in \mathbb{Z}$, we get directly that $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq\|\lfloor P\rceil\|_{\infty}$.

Then, we note that if $|a|>2 q\left|\omega^{(i)}\right|_{\infty}$, then $\Pi_{\omega^{(i)}, a}\lfloor P\rceil=0$. As a consequence, we get directly that $\|\lfloor P\rceil\|_{\infty} \leq 5 q\left|\omega^{(i)}\right|_{\infty}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$. Moreover, in the same way, we have

$$
\|[P\rceil\|_{\infty} \leq\|P\|_{\mathscr{C}\left(\omega^{(i)}\right)} \sum_{|a| \leq 2 q\left|\omega^{(i)}\right|_{\infty}}\langle a\rangle^{-1} \leq\|P\|_{\mathscr{C}\left(\omega^{(i)}\right)}\left(3+2 \log \left(2 q\left|\omega^{(i)}\right|_{\infty}\right)\right) .
$$

Finally, since $\left|\omega^{(i)}\right|_{\infty} \geq 1$ and $2 \log 2 \geq 1$, we get the second estimate.
Remark 2.10. The logarithmic loss coming from the control of the $\|\cdot\|_{\infty}$ norm by the $\|\cdot\|_{\mathscr{C}\left(\omega^{(i)}\right)}$ norm is different from that coming from the Strichartz estimate (5), and is rather comparable to the logarithmic difference between $X^{s, \frac{1}{2}}$ and $C\left(\mathbb{R} ; H^{s}\right)$. This loss should be avoided by refining the choice of topology on $\mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$, in particular the norm controlling the dependence in a for $\Pi_{\omega^{(i)}, a} P$.

The following proposition provides a very useful refinement of the bilinear estimate given by Lemma 2.6.

Proposition 2.11. Let $\omega^{(i)} \in \mathbb{Z}^{\mathcal{M}} \backslash\{0\}$ be a vector of frequencies with integer coefficients, $q, q^{\prime} \geq$ $1, P \in \mathcal{P}_{\mathbb{C}, 2 q}^{\mathcal{M}}$ and $\chi \in \mathcal{P}_{\mathbb{C}, 2 q^{\prime}}^{\mathcal{M}}$, then $\{P, \chi\}$ enjoys the following bilinear estimate :

$$
\begin{equation*}
\|\{P, \chi\}\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq 40 q q^{\prime} \log \left(2 q^{\prime}\left|\omega^{(i)}\right|_{\infty}\right)\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\|\chi\|_{\mathscr{C}\left(\omega^{(i)}\right)} . \tag{12}
\end{equation*}
$$

Proof. First, applying Lemma 2.8, we have

$$
\Pi_{\omega^{(i)}, a}\{P, \chi\}=\sum_{\substack{b+c=a \\|c| \leq 2 q^{\prime}\left|\omega^{(i)}\right| \infty}}\left\{\Pi_{\omega^{(i)}, b} P, \Pi_{\omega^{(i)}, c} \chi\right\},
$$

the second condition coming from the fact that if $|c|>2 q^{\prime}\left|\omega^{(i)}\right|_{\infty}$ then $\Pi_{\omega^{(i)}, c} \chi=0$. Then applying the triangle inequality and the bilinear estimate of Lemma (2.6), it comes

$$
\begin{aligned}
\left\|\left\lfloor\Pi_{\omega^{(i)}, a}\{P, \chi\}\right\rceil\right\|_{\infty} & \left.\leq \sum_{\substack{b+c=a \\
|c| \leq 2 q^{\prime}\left|\omega^{(i)}\right| \infty}} \| L\left\{\Pi_{\omega^{(i)}, b} P, \Pi_{\omega^{(i)}, c} \chi\right\}\right\rceil \|_{\infty} \\
& \leq 8 q q^{\prime} \sum_{\substack{b+c=a \\
|c| \leq 2 q^{\prime}\left|\omega^{(i)}\right|_{\infty}}}\left\|\left[\Pi_{\omega^{(i)}, b} P\right\rceil\right\|_{\infty}\left\|\left[\Pi_{\omega^{(i)}, c} Q\right\rceil\right\|_{\infty} \\
& \leq 8 q q^{\prime}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\|\chi\|_{\mathscr{C}\left(\omega^{(i)}\right)} \sum_{|c| \leq 2 q^{\prime}\left|\omega^{(i)}\right|_{\infty}}\langle c\rangle^{-1} .
\end{aligned}
$$

Estimating this last sum as in Lemma 2.9, we get the estimate we aimed at proving (12).

### 2.2. Birkhoff normal form.

Theorem 2.12. Let $H: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{R}$ be a polynomial of the form

$$
H=Z_{2, \omega}+P,
$$

where $\omega \in \mathbb{R}^{\mathcal{M}}$ is a vector of frequencies with real coefficients, $Z_{2, \omega} \in \mathcal{P}_{\mathbb{R}, 2}^{\mathcal{M}}$ is the quadratic diagonal polynomial given by (10), and $P \in \mathcal{P}_{\mathbb{R}, 2 p}^{\mathcal{M}}$ is a real valued homogeneous polynomial of degree $2 p \geq 4$ commuting with the Euclidean norm.

Let $\omega^{(i)} \in \mathbb{Z}^{\mathcal{M}} \backslash\{0\}$ be a vector of frequencies with integer coefficients and $\omega^{(f)} \in \mathbb{R}^{\mathcal{M}}$ be the vector of frequencies with real coefficients such that

$$
\omega=\omega^{(i)}+\omega^{(f)} .
$$

For all $r \geq p-1$ and all $\gamma \in(0,1)$, setting

$$
\begin{equation*}
\varepsilon_{r}:=\left(\frac{\gamma}{\left.\left.\left.A B_{p} r^{5}\langle | \omega^{(f)}\right|_{\infty}\right\rangle\left.\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \log \langle | \omega^{(i)}\right|_{\infty}\right\rangle}\right)^{\frac{1}{2 p-2}}, \tag{13}
\end{equation*}
$$

where $A>1$ is a universal constant and $B_{p}>1$ depends only on $p$, there exists a symplectomorphism $\tau: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{C}^{\mathcal{M}}$ such that $H \circ \tau^{-1}$ is analytic on the ball $B\left(0, \varepsilon_{r}\right)$ with an analytic expansion of the form

$$
\begin{equation*}
H \circ \tau^{-1}=Z_{2, \omega}+\sum_{j \geq p} Q^{(2 j)} \tag{14}
\end{equation*}
$$

where $Q^{(2 j)} \in \mathcal{P}_{\mathbb{R}, 2 j}^{\mathcal{M}}$ is a real-valued homogeneous polynomial of degree $2 j$ commuting with the Euclidean norm such that:

- for $j \leq r, Q^{(2 j)}$ is $\gamma$-resonant, i.e.

$$
\begin{equation*}
\left|\omega_{\boldsymbol{k}_{1}}+\cdots+\omega_{\boldsymbol{k}_{j}}-\omega_{\ell_{1}}-\cdots-\omega_{\ell_{j}}\right| \geq \gamma \quad \Rightarrow \quad Q_{\boldsymbol{k}, \ell}^{(2 j)}=0 \tag{15}
\end{equation*}
$$

- for all $j \geq p, Q^{(2 j)}$ enjoys the estimate

$$
\begin{equation*}
\left\|Q^{(2 j)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \varepsilon_{r}^{-2(j-p)}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} . \tag{16}
\end{equation*}
$$

Moreover, the symplectomorphism $\tau$ enjoys the three following properties:

- it preserves the Euclidean norm, i.e. $\|\tau(u)\|=\|u\|$ for all $u \in \mathbb{C}^{\mathcal{M}}$;
- it is close to the identity, i.e.

$$
\begin{equation*}
\|u\| \leq \varepsilon_{r} \quad \Rightarrow \quad\|\tau(u)-u\| \leq\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 p-2}\|u\| ; \tag{17}
\end{equation*}
$$

- its differential enjoys the following estimate

$$
\begin{equation*}
\|u\| \leq \varepsilon_{r} \quad \Rightarrow \quad \forall v \in \mathbb{C}^{\mathcal{M}}, \quad\|\mathrm{d} \tau(u)(v)\| \leq \exp \left(\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 p-2}\right)\|v\| . \tag{18}
\end{equation*}
$$

Remark 2.13. Note that the convergence of the entire series (14) on $B\left(0, \varepsilon_{r}\right)$ is ensured by estimate (16) and Lemma 2.9.

Proof of Theorem 2.12. We proceed by induction on $r \geq p-1$. First, we note that the initialization is trivial. It is enough to choose $\tau=\mathrm{Id}$. Now, we assume that the theorem holds at the step $r$ and we aim at proving it at the step $r+1$. The object we are going to design at the step $r+1$ will be identified by a subscript $\sharp$ (e.g. $\tau^{\sharp}$ will be the change of variable at the step $r+1$ while $\tau$ denotes the change of variables at the step $r$ ).
$\triangleright$ Step 1 : the new variables. Let $\chi \in \mathcal{P}_{\mathbb{R}, 2 r+2}^{\mathcal{M}}$ be the polynomial defined by

$$
\chi_{\boldsymbol{k}, \ell}=\frac{Q_{\boldsymbol{k}, \ell}^{(2 r+2)}}{i \Omega_{\omega}(\boldsymbol{k}, \ell)} \quad \text { if } \quad\left|\Omega_{\omega}(\boldsymbol{k}, \ell)\right| \geq \gamma \quad \text { and } \quad \chi_{\boldsymbol{k}, \ell}=0 \quad \text { else },
$$

where

$$
\Omega_{\omega}(\boldsymbol{k}, \ell):=\omega_{\boldsymbol{k}_{1}}+\cdots+\omega_{\boldsymbol{k}_{r+1}}-\omega_{\ell_{1}}-\cdots-\omega_{\ell_{r+1}} .
$$

Thanks to Lemma 2.7, it is clear that

$$
\begin{equation*}
Q^{(2 r+2), \sharp}:=Q^{(2 r+2)}+\left\{\chi, Z_{2, \omega}\right\} \quad \text { is } \quad \gamma-\text { resonant }(\text { see }(15)), \tag{19}
\end{equation*}
$$

because it satisfies

$$
\begin{equation*}
Q_{\boldsymbol{k}, \ell}^{(2 r+2), \sharp}=0 \quad \text { if } \quad\left|\Omega_{\omega}(\boldsymbol{k}, \ell)\right| \geq \gamma \quad \text { and } \quad Q_{\boldsymbol{k}, \ell}^{(2 r+2), \sharp}=Q_{\boldsymbol{k}, \ell}^{(2 r+2)} \quad \text { else. } \tag{20}
\end{equation*}
$$

According to Proposition 2.4, let $\Phi_{\chi}^{t}$ the Hamiltonian flow generated by $\chi$. We define the new change of variable by

$$
\tau^{\sharp}:=\Phi_{\chi}^{1} \circ \tau .
$$

Its properties will be studied in the last step of the proof. In order to have Poisson bracket estimates, for the moment, let us estimate $\|\chi\|_{\mathscr{C}\left(\omega^{(i)}\right)}$. First, we note that if $\left|\Omega_{\omega}(\boldsymbol{k}, \ell)\right| \geq \gamma$ then

$$
\begin{equation*}
\left|\Omega_{\omega}(\boldsymbol{k}, \ell)\right| \geq \frac{\gamma}{\left.\left.8(r+1)\langle | \omega^{(f)}\right|_{\infty}\right\rangle}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle . \tag{21}
\end{equation*}
$$

Indeed,

- either $\left.\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle \leq\left. 8(r+1)\langle | \omega^{(f)}\right|_{\infty}\right\rangle$ and so (21) is trivial
- or $\left.\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle>\left.8(r+1)\langle | \omega^{(f)}\right|_{\infty}\right\rangle$ and $\mathrm{so}^{5}$

$$
\begin{aligned}
\left|\Omega_{\omega}(\boldsymbol{k}, \ell)\right| & \geq\left|\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right|-\left|\Omega_{\omega^{(f)}}(\boldsymbol{k}, \ell)\right| \geq \frac{1}{2}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle-\left|\Omega_{\omega^{(f)}}(\boldsymbol{k}, \ell)\right| \\
& \left.\geq \frac{1}{4}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle+\frac{1}{4}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle-\left.2(r+1)\langle | \omega^{(f)}\right|_{\infty}\right\rangle \\
& \geq \frac{1}{4}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle \geq \frac{\gamma}{\left.\left.8(r+1)\langle | \omega^{(f)}\right|_{\infty}\right\rangle}\left\langle\Omega_{\omega^{(i)}}(\boldsymbol{k}, \ell)\right\rangle .
\end{aligned}
$$

[^5]Finally, as a consequence of (21) and the induction hypothesis (16), $\chi$ enjoys the estimate

$$
\begin{align*}
\|\chi\|_{\mathscr{C}\left(\omega^{(i)}\right)} & \leq 8(r+1) \gamma^{-1}\langle | \omega^{(f)}|\infty\rangle\left\|Q^{(2 r+2)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}  \tag{22}\\
& \left.\leq\left. 8(r+1) \gamma^{-1}\langle | \omega^{(f)}\right|_{\infty}\right\rangle\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \varepsilon_{r}^{-2(r+1-p)} .
\end{align*}
$$

Therefore, defining

$$
\begin{equation*}
\eta_{r+1}=\left(\left[\frac{8(r+1)\langle | \omega^{(f)}|\infty\rangle}{\gamma}\right]\left[40(r+1) \log \left(2(r+1)\left|\omega^{(i)}\right|_{\infty}\right)\right]\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\right)^{-\frac{1}{2 p-2}}, \tag{23}
\end{equation*}
$$

as a consequence of Proposition 2.11, we get that for all $q \geq 1$ and all $Q \in \mathcal{P}_{\mathbb{R}, 2 q}^{\mathcal{M}}$,

$$
\|\{\chi, Q\}\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq q \varepsilon_{r}^{-2(r+1-p)} \eta_{r+1}^{-(2 p-2)}\|Q\|_{\mathscr{H}\left(\omega^{(i)}\right)} .
$$

Therefore, noticing that (provided that $A$ is chosen large enough)

$$
\begin{equation*}
\eta_{r+1}^{-(2 p-2)} \leq B_{p}^{-1} r^{-2} \varepsilon_{r}^{-(2 p-2)}, \tag{24}
\end{equation*}
$$

we get

$$
\begin{equation*}
\|\{\chi, Q\}\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \frac{q}{B_{p} r^{2}} \varepsilon_{r}^{-2(r+1-p)} \varepsilon_{r}^{-(2 p-2)}\|Q\|_{\mathscr{H}\left(\omega^{(i)}\right)}=\frac{q}{B_{p} r^{2}} \varepsilon_{r}^{-2 r}\|Q\|_{\mathscr{H}\left(\omega^{(i)}\right)} . \tag{25}
\end{equation*}
$$

$\triangleright$ Step 2 : the new expansion (algebra). We recall that by definition of $\Phi_{\chi}^{-t}$, if $K: \mathbb{C}^{\mathcal{M}} \rightarrow \mathbb{R}$ is a smooth function then for all $t \in \mathbb{R}$ and $u \in \mathbb{C}^{\mathcal{M}}$, we have

$$
\partial_{t} K\left(\Phi_{\chi}^{-t}(u)\right)=\{\chi, K\}\left(\Phi_{\chi}^{-t}(u)\right) .
$$

Therefore, doing a Taylor expansion ${ }^{6}$, we get

$$
H \circ\left(\tau^{\sharp}\right)^{-1}(u)=\sum_{n=0}^{N} \frac{\operatorname{ad}_{\chi}^{n}}{n!}\left(H \circ \tau^{-1}\right)(u)+\frac{\operatorname{ad}_{\chi}^{N+1}}{(N+1)!} Z_{2, \omega}(u)+R^{(N)}(u)
$$

with

$$
\begin{aligned}
R^{(N)}(u):= & \int_{0}^{1} \frac{(1-t)^{N}}{N!} \operatorname{ad}_{\chi}^{N+1}\left(H \circ \tau^{-1}-Z_{2, \omega}\right)\left(\Phi_{\chi}^{-t}(u)\right) \mathrm{d} t \\
& +\int_{0}^{1} \frac{(1-t)^{N+1}}{(N+1)!} \operatorname{ad}_{\chi}^{N+2} Z_{2, \omega}\left(\Phi_{\chi}^{-t}(u)\right) \mathrm{d} t .
\end{aligned}
$$

Recalling that the analytic expansion of $H \circ \tau^{-1}$ is given by (14), if $\|u\|<\varepsilon_{r}$, we have ${ }^{7}$

$$
H \circ\left(\tau^{\sharp}\right)^{-1}(u)=\sum_{n=0}^{N+1} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Z_{2, \omega}(u)+\sum_{j \geq p} \sum_{n=0}^{N} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 j)}(u)+R^{(N)}(u) .
$$

Recalling that, by definition, $\chi$ solves the cohomological equation (19), we have

$$
\begin{aligned}
H \circ\left(\tau^{\sharp}\right)^{-1}(u) & =Z_{2, \omega}(u)+\sum_{n=1}^{N+1} \frac{\operatorname{ad}_{\chi}^{n-1}}{n!}\left(Q^{(2 r+2), \sharp}-Q^{(2 r+2)}\right)(u)+\sum_{j \geq p} \sum_{n=0}^{N} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 j)}(u)+R^{(N)}(u) \\
& =Z_{2, \omega}(u)+\sum_{j \geq p} \sum_{n=0}^{N} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 j, n)}(u)+R^{(N)}(u)
\end{aligned}
$$

[^6]where $Q^{(2 j, n)} \in \mathcal{P}_{\mathbb{R}, 2 r+2}^{\mathcal{M}}$ is defined by
$$
Q^{(2 j, n)}=Q^{(2 j)} \quad \text { if } \quad j \neq r+1 \quad \text { and } \quad Q^{(2 r+2, n)}=\left(1-\frac{1}{n+1}\right) Q^{(2 r+2)}+\frac{1}{n+1} Q^{(2 r+2), \sharp}
$$

Note that, by definition of $Q^{(2 r+2), \sharp}$ (see (20)), it is clear that

$$
\forall j \geq p, \forall n \geq 0, \quad\left\|Q^{(2 j, n)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq\left\|Q^{(2 j)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}
$$

Then, ordering the terms by degrees, we get

$$
H \circ\left(\tau^{\sharp}\right)^{-1}(u)=Z_{2, \omega}(u)+\sum_{j \geq p} K^{(2 j, N)}(u)+R^{(N)}(u)
$$

where $K^{(2 j, N)} \in \mathcal{P}_{\mathbb{R}, 2 j}^{\mathcal{M}}$ is given by

$$
\begin{equation*}
K^{(2 j, N)}=\sum_{\substack{j=n r+k \\ n \leq N}} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 k, n)} \tag{26}
\end{equation*}
$$

Then, as usual, we also define its limit as

$$
\begin{equation*}
Q^{(2 j), \sharp}:=K^{(2 j, \infty)}=\sum_{j=n r+k} \frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 k, n)} \tag{27}
\end{equation*}
$$

Of course, it can be easily checked that this definition is consistent with (19) if $j=r+1$ and that

$$
\begin{equation*}
Q^{(2 j), \sharp}=Q^{(2 j)} \quad \text { if } \quad j \leq r . \tag{28}
\end{equation*}
$$

As a consequence, $Q^{(2 j), \sharp}$ is $\gamma$-resonant for $j \leq r+1$ (see (15)).
Then, assuming for one instant that the series $\sum Q^{(2 j), \sharp}(u)$ converges if $\|u\|<\varepsilon_{r+1}$, we have proven that

$$
H \circ\left(\tau^{\sharp}\right)^{-1}(u)=Z_{2, \omega}(u)+\sum_{j \geq p} Q^{(2 j), \sharp}(u)+\sum_{j \geq p}\left(K^{(2 j, N)}-Q^{(2 j), \sharp}\right)(u)+R^{(N)}(u) .
$$

Therefore, it remains to prove that $\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \varepsilon_{r+1}^{-2(j-p)}$ (which will imply the convergence of the series) and that the last two go to zero as $N$ goes to $+\infty$.
$\triangleright$ Step 3 : control of $\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}$. First, we note that thanks to the relations (20) and (28), since $\varepsilon_{r}>\varepsilon_{r+1}$, it is enough to estimate $\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ when $j \geq r+2$.

Recalling that $Q^{(2 j), \sharp}$ is given by (27), by the triangle inequality, we have

$$
\begin{equation*}
\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \sum_{j=n r+k}\left\|\frac{\mathrm{ad}_{\chi}^{n}}{n!} Q^{(2 k, n)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \tag{29}
\end{equation*}
$$

Applying then the estimate (25) and the induction hypothesis (16), we get

$$
\begin{aligned}
\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} & \leq \sum_{j=n r+k} \frac{k(k+r) \cdots(j-r)}{n!}\left(B_{p} r^{2}\right)^{-n} \varepsilon_{r}^{-2 j}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \\
& \leq \sum_{j=n r+k} \frac{j^{n}}{n!}\left(B_{p} r\right)^{-n}\left(\frac{r}{r+1}\right)^{2 j \frac{5}{2 p-2}} \varepsilon_{r+1}^{-2 j}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}
\end{aligned}
$$

Then, using the estimate $C^{-j} j^{n} \leq e^{-n} n^{n}(\log (C))^{-n}, C>1$, we get

$$
\frac{\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}}{\varepsilon_{r+1}^{-2 j}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}} \leq\left(\frac{r}{r+1}\right)^{\frac{5 j}{p-1}}+\sum_{n \geq 1} \frac{n^{n}\left(e B_{p} r\right)^{-n}}{n!}\left(\log \left(1+\frac{1}{r}\right)\right)^{-n}\left(\frac{p-1}{5}\right)^{n} .
$$

Since $r \geq p \geq 1, j \geq r+2$ and $n \geq 1$, we use the three following useful estimates:

$$
\left(\frac{r}{r+1}\right)^{j} \leq\left(\frac{r}{r+1}\right)^{r+1} \leq e^{-1}, \quad n^{n} e^{-n} \leq n!, \quad \log \left(1+\frac{1}{r}\right) \geq \frac{\log (2)}{r}
$$

to get

$$
\frac{\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}}{\varepsilon_{r+1}^{-2 j}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}} \leq e^{-\frac{5}{p-1}}+\sum_{n \geq 1} B_{p}^{-n}(\log (2))^{-n}\left(\frac{p-1}{5}\right)^{n} \underset{B_{p} \rightarrow+\infty}{\longrightarrow} e^{-\frac{5}{p-1}}<1,
$$

and so $\left\|Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \varepsilon_{r+1}^{-2 j}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ provided that $B_{p}$ is chosen large enough.
$\triangle$ Step 4 : limit $N \rightarrow+\infty$. First, we note that by definition of $K^{(2 j, N)}$ (see (26)) if $j \leq N r$ then $K^{(2 j, N)}=Q^{(2 j), \sharp}$. As a consequence, by Lemma 2.9, if $\|u\|<\varepsilon_{r+1}$, we have

$$
\mid \sum_{j \geq p}\left(K^{(2 j, N)}-\left.Q^{(2 j), \sharp)}(u)|\leq 5| \omega^{(i)}\right|_{\infty} \sum_{j \geq r N} j\left\|K^{(2 j, N)}-Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}\|u\|^{2 j} .\right.
$$

But applying the triangle inequality, we have

$$
\left\|K^{(2 j, N)}-Q^{(2 j), \sharp}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq \sum_{j=n r+k}\left\|\frac{\operatorname{ad}_{\chi}^{n}}{n!} Q^{(2 k, n)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}
$$

and so thanks to the estimate proved at the previous step (see (29)), we get

$$
\left|\sum_{j \geq p}\left(K^{(2 j, N)}-Q^{(2 j), \sharp}\right)(u)\right| \leq 5\left|\omega^{(i)}\right|_{\infty}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \sum_{j \geq r N} j \varepsilon_{r+1}^{-2(j-p)}\|u\|^{2 j} \underset{N \rightarrow+\infty}{\longrightarrow} 0 .
$$

Now, it only remains to prove that $R^{(N)}(u)$ goes to 0 as $N$ goes to $+\infty$. First, we note that using as previously the cohomological equation, the remainder term rewrites

$$
R^{(N)}(u)=\int_{0}^{1} \frac{(1-t)^{N}}{N!} \sum_{j \geq p} \operatorname{ad}_{\chi}^{N+1} Q_{t}^{(2 j, N+1)}\left(\Phi_{\chi}^{-t}(u)\right) \mathrm{d} t,
$$

where $Q_{t}^{(2 j, n)} \in \mathcal{P}_{\mathbb{R}, 2 r+2}^{\mathcal{M}}$ is defined by

$$
Q_{t}^{(2 j, n)}=Q^{(2 j)} \quad \text { if } \quad j \neq r+1, \quad \text { and } \quad Q_{t}^{(2 r+2, n)}=\left(1-\frac{1-t}{n}\right) Q^{(2 r+2)}+\frac{1-t}{n} Q^{(2 r+2), \sharp}
$$

Note that as previously, we have $\left\|Q_{t}^{(2 j, n)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)} \leq\left\|Q^{(2 j)}\right\|_{\mathscr{H}\left(\omega^{(i)}\right)}$. Then, since $\Phi_{\chi}^{-t}$ preserves the Euclidean norm, we have

$$
\begin{aligned}
\left|R^{(N)}(u)\right| & \leq \sum_{k \geq p} \sup _{0 \leq t \leq 1}\left\|\frac{\operatorname{ad}_{\chi}^{N+1}}{(N+1)!} Q_{t}^{(2 k, N+1)}\right\|_{\infty}\|u\|^{2(k+(N+1) r)} \\
& =\sum_{j \geq(N+1) r+p} \sup _{0 \leq t \leq 1}\left\|\frac{\operatorname{ad}_{\chi}^{N+1}}{(N+1)!} Q_{t}^{(2(j-(N+1) r), N+1)}\right\|_{\infty}\|u\|^{2 j} \\
& \leq \sum_{j \geq(N+1) r+p} \sum_{j=n r+k} \sup _{0 \leq t \leq 1}\left\|\frac{\operatorname{ad}_{\chi}^{n}}{n!} Q_{t}^{(2 k, n)}\right\|_{\infty}\|u\|^{2 j} .
\end{aligned}
$$

Then applying Lemma 2.9 to control the $\|\cdot\|_{\infty}$ norm and proceeding as we did for the other remainder term ${ }^{8}$, we deduce that $R^{(N)}(u)$ goes to 0 as $N$ goes to $+\infty$.
$\triangleright$ Step 5 : properties of $\tau^{\sharp}$. First, we note that, by composition, it is clear that $\tau^{\sharp}$ is a symplectomorphism which preserves the Euclidean norm.

Now, recalling the estimate (22) of $\|\chi\|_{\mathscr{C}\left(\omega^{(i)}\right)}$ and the definition (23) of $\eta_{r+1}$ and applying the last estimate of Lemma 2.9, we get

$$
2(r+1)\|\chi\|_{\infty} \leq \eta_{r+1}^{-(2 p-2)} \varepsilon_{r}^{-2(r+1-p)} .
$$

Therefore, as previously, provided that $A>1$ is large enough (see (24)), we have

$$
\begin{equation*}
2(r+1)\|\chi\|_{\infty} \leq B_{p}^{-1} r^{-2} \varepsilon_{r}^{-2 r} . \tag{30}
\end{equation*}
$$

As a consequence, by Proposition 2.4, we have

$$
\left\|\Phi_{\chi}^{-1}(u)-u\right\| \leq B_{p}^{-1} r^{-2}\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 r}\|u\| .
$$

Since $\Phi_{\chi}^{-1}$ preserves the Euclidean norm, applying the triangle inequality and the induction hypothesis (17), provided that $\|u\| \leq \varepsilon_{r}$, we get

$$
\begin{aligned}
\left\|\tau^{\sharp}(u)-u\right\| & \leq\left\|\tau\left(\Phi_{\chi}^{-1}(u)\right)-\Phi_{\chi}^{-1}(u)\right\|+\left\|\Phi_{\chi}^{-1}(u)-u\right\| \\
& \leq\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 p-2}\|u\|+B_{p}^{-1} r^{-2}\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 r}\|u\| \\
& \leq\left(\frac{r}{r+1}\right)^{5}\left(1+B_{p}^{-1} r^{-2}\right)\left(\frac{\|u\|}{\varepsilon_{r+1}}\right)^{2 p-2}\|u\| .
\end{aligned}
$$

Since, provided that $B_{p}>1$ is large enough, we have $\left(\frac{r}{r+1}\right)^{5}\left(1+B_{p}^{-1} r^{-2}\right) \leq 1$, we deduce that $\left\|\tau^{\sharp}(u)-u\right\|$ is close to the identity.

Finally, it only remains to control $\mathrm{d} \tau(u)$. Applying the estimate (9) of Proposition 2.4, for all $v \in \mathbb{C}^{\mathcal{M}}$, we have

$$
\left\|\mathrm{d} \Phi_{\chi}^{-1}(u)(v)\right\| \leq \exp \left(4 r^{2}\|\chi\|_{\infty}\|u\|^{2 r}\right)\|v\| \stackrel{(30)}{\leq} \exp \left(\frac{2}{B_{p} r}\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 r}\right)\|v\| .
$$

Therefore, thanks to the induction hypothesis (18), if $\|u\| \leq \varepsilon_{r}$, we get

$$
\begin{aligned}
\left\|\mathrm{d} \tau^{-1}(u)(v)\right\| & \leq \exp \left(\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 p-2}+\frac{2}{B_{p} r}\left(\frac{\|u\|}{\varepsilon_{r}}\right)^{2 r}\right)\|v\| \\
& \leq \exp \left(\left(\frac{r}{r+1}\right)^{5}\left(1+2 B_{p}^{-1} r^{-1}\right)\left(\frac{\|u\|}{\varepsilon_{r+1}}\right)^{2 p-2}\right)\|v\| .
\end{aligned}
$$

Again, provided that $B_{p}>1$ is large enough, we have $\left(\frac{r}{r+1}\right)^{5}\left(1+2 B_{p}^{-1} r^{-1}\right) \leq 1$ for all $r \geq p$, so we get the expected estimate on $\left\|\mathrm{d} \tau^{-1}(u)(v)\right\|$.

### 2.3. Dynamical corollary.

Definition $2.14((k, r, \gamma)$ non-resonance). Being given $k \in \mathcal{M}, r \geq 1$ and $\gamma>0$, a vector of frequencies $\omega \in \mathbb{R}^{\mathcal{M}}$ is $(k, r, \gamma)$ non-resonant if for all $q \leq r$ and all $Q \in \mathcal{P}_{\mathbb{R}, 2 q}^{\mathcal{M}}$,

$$
\left.Q \text { is } \gamma \text {-resonant (see (15)) } \Rightarrow \quad Q \text { commutes with }\left|u_{k}\right|^{2} \text { (i.e. }\left\{Q,\left|u_{k}\right|^{2}\right\}=0\right) .
$$

[^7]Corollary 2.15. In the setting of the result of Theorem 2.12, if $k \in \mathcal{M}$ is an index such that the frequencies $\omega$ are $(k, r, \gamma)$ non-resonant and $u \in C^{1}\left([0, T] ; \mathbb{C}^{\mathcal{M}}\right)$ is the solution of an equation of the form

$$
\begin{equation*}
i \partial_{t} u(t)=\nabla H(u(t))+g(t) \tag{31}
\end{equation*}
$$

with $g \in C^{0}\left([0, T] ; \mathbb{C}^{\mathcal{M}}\right)$, and if it satisfies the bound

$$
\delta:=\|u\|_{L^{\infty}(0, T)}:=\sup _{0 \leq t \leq T}\|u(t)\|<\frac{\varepsilon_{r}}{2},
$$

then we have

$$
\left\|\left.u_{k}(T)\right|^{2}-\left|u_{k}(0)\right|^{2}\left|\lesssim \varepsilon_{r}^{-(2 p-2)} \delta^{2 p}+\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\right| \omega^{(i)} \mid \infty \delta^{2 r+2} \varepsilon_{r}^{-2 r} T+\delta\right\| g \|_{L^{\infty}(0, T)} T .
$$

Remark 2.16. The first error term, $\varepsilon_{r}^{-(2 p-2)} \delta^{2 p}$, is due to the difference between the change of variable and the identity. The second error term, $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\left|\omega^{(i)}\right|_{\infty} \delta^{2 r+2} \varepsilon_{r}^{-2 r}$, controls the growth of the remainder term in the new variables (that is why it is of high order $\delta^{2 r+2}$ ). Finally, the third error term $\delta\|g\|_{L^{\infty}(0, T)} T$ is just due to the presence of the source term $g$.
Proof of Corollary 2.15. Let $v=\tau(u)$. By composition, since $\tau$ is a symplectomorphism, we have

$$
i \partial_{t} v=i \mathrm{~d} \tau(u)(-i \nabla H(u)-i g(t))=\nabla\left(H \circ \tau^{-1}\right)(v)-i \mathrm{~d} \tau(u)(i g)
$$

and thus

$$
\partial_{t}\left|v_{k}\right|^{2}=\left\{H \circ \tau^{-1},\left|v_{k}\right|^{2}\right\}-2 \Re\left(\overline{v_{k}}[i \mathrm{~d} \tau(u)(i g(t))]_{k}\right) .
$$

Now, note that since $\tau$ preserves the Euclidean norm, we also have

$$
\|v\|_{L^{\infty}(0, T)}=\delta<\frac{\varepsilon_{r}}{2} .
$$

Therefore, on the one hand, thanks to the estimate (18) on $\mathrm{d} \tau(u)$, we have

$$
\left|\Re\left(\overline{v_{k}}[i \mathrm{~d} \tau(u)(i g)]_{k}\right)\right| \leq\|v\|\|\mathrm{d} \tau(u)(i g)\| \leq \delta e\|g\| .
$$

On the other hand, since the frequencies $\omega$ are $(k, r, \gamma)$ non-resonant and $Q^{(2 j)}$ is $\gamma$-resonant for $j \leq r$ (see (15)), we have

$$
\left|\left\{H \circ \tau^{-1},\left|v_{k}\right|^{2}\right\}\right|=\left|\sum_{j>r}\left\{Q^{(2 j)},\left|v_{k}\right|^{2}\right\}\right| \leq 2\|v\| \sum_{j>r}\left\|\nabla Q^{(2 j)}(v)\right\| .
$$

Applying then Corollary 2.2 and Lemma 2.9, we get

$$
\begin{aligned}
\left|\left\{H \circ \tau^{-1},\left|v_{k}\right|^{2}\right\}\right| & \leq 2 \sum_{j>r} 2 j\|v\|^{2 j}\left\|Q^{(2 j)}\right\|_{\infty} \leq \sum_{j>r} 2 j\|v\|^{2 j}\left\|Q^{(2 j)}\right\|_{\infty} \\
& \leq 2 \sum_{j>r} 2 j\|v\|^{2 j} 5 j\left|\omega^{(i)}\right|_{\infty}\|Q\|_{\mathscr{H}\left(\omega^{(i)}\right)}
\end{aligned}
$$

Next, using (16), we can continue with

$$
\begin{aligned}
& \leq 20\left|\omega^{(i)}\right|_{\infty}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \sum_{j>r} j^{2} \delta^{2 j} \varepsilon_{r}^{-2(j-p)} \\
& \leq 20\left|\omega^{(i)}\right|_{\infty}\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \delta^{2 r+2} \varepsilon_{r}^{2(r+1-p)} \sum_{j=r+1}^{\infty} j^{2} 2^{-j} .
\end{aligned}
$$

At the end, we have proven that

$$
\left\|\left.v_{k}(T)\right|^{2}-\left.\left|v_{k}(0)\right|^{2}\left|\lesssim\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\right| \omega^{(i)}\right|_{\infty} \delta^{2 r+2} \varepsilon_{r}^{-2 r} T+\delta\right\| g \|_{L^{1}(0, T)} .
$$

Finally, to conclude, it is enough to note that, since $\tau$ is close to the identity (see (17)), we have

$$
\left\|\left.u_{k}\right|^{2}-\left|v_{k}\right|^{2} \mid \leq\right\| u-v\|(\|u\|+\|v\|)=2\| \tau(u)-u \| \delta \leq 2\left(\frac{\delta}{\varepsilon_{r}}\right)^{2 p-2} \delta^{2} .
$$

## 3. Proof of Theorem 1.3

The proof of Theorem 1.3 relies on Corollary 2.15 of our Birkhoff normal form (Theorem 2.12). Therefore, we are going to provide a decomposition of (NLS*) of the form (31) and to estimate carefully each of its terms. Finally, Theorem 1.3 will follow from a careful optimization of all the parameters involved.

In all the proof we consider a potential $V \in L^{2}(\mathbb{T} ; \mathbb{C})$, whose Fourier coefficients are real numbers such that the frequencies

$$
\omega_{j}=j^{2}+(2 \pi)^{-1 / 2} V_{j}
$$

are strongly-non-resonant according to Definition 1.2 (and so we get an exponent $\alpha>0$ ).
Now, thanks to Proposition 1.1, we consider a global solution $u \in C^{0}\left(\mathbb{R} ; H^{s}(\mathbb{T})\right), s>2 / 5$, of (NLS*) such that

$$
\|u(0)\|_{H^{s}}=: \varepsilon \leq \frac{1}{100} .
$$

Since the $L^{2}$ norm is a constant of the motion for (NLS*), we have

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\|u(t)\|_{L^{2}}=\|u(0)\|_{L^{2}} \leq\|u(0)\|_{H^{s}}=\varepsilon \tag{32}
\end{equation*}
$$

Moreover thanks to Proposition 1.1, we know that there exists $\beta_{s} \geq 1$ such that

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\|u(t)\|_{H^{s}} \lesssim_{s} \varepsilon\langle t\rangle^{\beta_{s}} . \tag{33}
\end{equation*}
$$

3.1. Control of the high actions. When $k$ is large enough, the normal form theorem is not well suited to prove Theorem 1.3. Nevertheless, in this case the time of stability is not too long and Theorem 1.3 is just a consequence of the local well-posedness of (NLS*). For simplicity (to avoid the use of Bourgain spaces), here we propose a simple proof of this point, relying only on the estimate (33).

Let $k \in \mathbb{Z}$ be such that

$$
2\langle k\rangle \geq \varepsilon^{-v_{\alpha, s, \nu}}
$$

where $v_{\alpha, s, \nu} \in(0,1)$ is a positive constant depending only on $\alpha, \nu$ and $s$ that will be optimized later. Therefore, by assumption, we have

$$
\frac{\log \varepsilon^{-1}}{\log (2\langle k\rangle)} \leq v_{\alpha, s, \nu}^{-1} .
$$

Consequently, it is enough to prove that there exists a constant $\mu$ depending on $s, \nu$ and $\alpha$ such that, provided that $\varepsilon$ is smaller than a constant $\varepsilon_{0}$ depending only on $V, s, \nu$, we have

$$
\begin{equation*}
|t| \leq\left.\varepsilon^{\mu \log \left(v_{\alpha, s, \nu}^{-1}\right)} \quad \Rightarrow \quad| | u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \mid \leq \varepsilon^{6-\nu} . \tag{34}
\end{equation*}
$$

To prove such a property, setting $\mathcal{L} u:=-\partial_{x}^{2} u+V * u$, we control the variation of the actions uniformly with respect to $k$ as follows:

$$
\begin{aligned}
\|\left. u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \mid & =\|\left. u_{k}(t)\right|^{2}-\left|e^{-i t \omega_{k}} u_{k}(0)\right|^{2}\left|=\left|\left|u_{k}(t)\right|^{2}-\left|\left(e^{-i t \mathcal{L}} u^{(0)}\right)_{k}\right|^{2}\right|\right. \\
& =\left(\left|u_{k}(t)\right|+\left|u_{k}(0)\right|\right)| | u_{k}(t)\left|-\left|\left(e^{-i t \mathcal{L}} u^{(0)}\right)_{k}\right|\right| \\
& \leq\left(\|u(t)\|_{L^{2}}+\|u(0)\|_{L^{2}}\right)\left|\left(u(t)-e^{-i t \mathcal{L}} u^{(0)}\right)_{k}\right| \\
& \leq 2\|u\|_{L_{t}^{\infty} L_{x}^{2}}\left\|u(t)-e^{-i t \mathcal{L}} u^{(0)}\right\|_{L^{2}}
\end{aligned}
$$

On the one hand, using the preservation of the $L^{2}$ norm (see (32)), we have $\|u\|_{L_{t}^{\infty} L_{x}^{2}}=\varepsilon$. On the other hand, using the Duhamel formula, we have

$$
\begin{aligned}
\left\|u(t)-e^{-i t \mathcal{L}} u^{(0)}\right\|_{L^{2}} & =\left\|\int_{0}^{t} e^{-i(t-\tau) \mathcal{L}}|u(\tau)|^{4} u(\tau) \mathrm{d} \tau\right\|_{L^{2}} \\
& \leq \int_{[0 ; t]}\left\||u(\tau)|^{4} u(\tau)\right\|_{L^{2}} \mathrm{~d} \tau \leq|t|\|u\|_{L^{\infty}\left([0 ; t] ; L_{x}^{10}\right)}^{5}
\end{aligned}
$$

Then, since $s>2 / 5$, using the Sobolev embedding $H^{2 / 5} \subset L^{10}$ and the a priori estimate (33) on the growth of the $H^{s}$ norm, we get

$$
\left\|u(t)-e^{-i t \mathcal{L}} u^{(0)}\right\|_{L^{2}} \lesssim_{s} \varepsilon^{5}\langle t\rangle^{1+5 \beta_{s}}
$$

Finally, plugging these estimates together, we have proven that

$$
\|\left. u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \mid \lesssim_{s} \varepsilon^{6}\langle t\rangle^{1+5 \beta_{s}}
$$

which implies, as we wanted, the estimate (34), provided that

$$
\left(1+5 \beta_{s}\right) \mu \log \left(v_{\alpha, s, \nu}^{-1}\right) \leq \frac{\nu}{2}
$$

(i.e. that $\mu$ is small enough) and $\varepsilon$ is smaller than a constant depending only on $s$ and $\nu$.
3.2. Setting for the low actions. Now, and until the end of this proof, we aim at controlling the variations of $\left|u_{k}(t)\right|^{2}$ when $2\langle k\rangle<\varepsilon^{-v_{\alpha, s, \nu}}$. We consider a large parameter $M \geq \varepsilon^{-v_{\alpha, s, \nu}}$ that will be optimized later, and we define

$$
\mathcal{E}_{M}:=\operatorname{Span}_{\mathbb{C}}\left\{e^{i j x}| | j \mid \leq M\right\}
$$

As usual, we identify $\mathcal{E}_{M}$ with $\mathbb{C}^{\mathcal{M}}$ (through the Fourier transform) where

$$
\mathcal{M}=\llbracket-M, M \rrbracket .
$$

We denote by $\Pi^{(M)}$ the $L^{2}$-orthogonal projection on $\mathcal{E}_{M}$ and we set

$$
u^{(\leq M)}:=\Pi^{(M)}(u(t)) .
$$

Note that, $L^{2}$ norm being a constant of the motion and $\Pi^{(M)}$ being an orthogonal projection, we have

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\left\|u^{(\leq M)}(t)\right\| \leq\|u(t)\|_{L^{2}}=\|u(0)\|_{L^{2}} \leq\|u(0)\|_{H^{s}}=\varepsilon \tag{35}
\end{equation*}
$$

Moreover, $u^{(\leq M)}$ solves the equation

$$
\begin{equation*}
i \partial_{t} u^{(\leq M)}=\nabla H\left(u^{(\leq M)}\right)+g(t) \quad \text { with } \quad g(t):=\sigma \Pi^{(M)}\left[|u(t)|^{4} u(t)-\left|\Pi^{(M)} u(t)\right|^{4} \Pi^{(M)} u(t)\right] \tag{36}
\end{equation*}
$$

where

$$
H=Z_{2, \omega}+P \quad \text { with } \quad P=\frac{1}{12}\left(\|\cdot\|_{L^{6}}^{6}\right)_{\mid \mathcal{E}_{M}} \quad \text { and } \quad Z_{2, \omega} \text { is given by }(10)
$$

3.3. Strichartz estimates. Now we aim at estimating $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ where $\omega_{j}^{(i)}:=j^{2}$. Let $a \in \mathbb{Z}$, by definition, we have

$$
\forall u \in \mathcal{E}_{M}, \quad\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)=\frac{1}{12} \sum_{\substack{\boldsymbol{k}_{1}+\boldsymbol{k}_{2}+\boldsymbol{k}_{3}-\ell_{1}-\ell_{2}-\ell_{3}=0 \\ \boldsymbol{k}_{1}^{2}+\boldsymbol{k}_{2}^{2}+\boldsymbol{k}_{3}^{2}-\ell_{1}^{2}-\ell_{2}^{2}-\ell_{3}^{2}=a}} u_{\boldsymbol{k}_{1}} u_{\boldsymbol{k}_{2}} u_{\boldsymbol{k}_{3}} \overline{u_{\ell_{1}} u_{\ell_{2}} u_{\ell_{3}}} .
$$

As a consequence, following a remark of Bourgain [Bou04b, eq. (7.20)], we have

$$
\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)=\frac{1}{24 \pi} \int_{\mathbb{T}} e^{i t a}\left\|e^{i t \partial_{x}^{2}} u\right\|_{L^{6}}^{6} \mathrm{~d} t
$$

and so, we have

$$
\left|\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)\right| \leq \frac{1}{24 \pi}\left\|e^{i t \partial_{x}^{2}} u\right\|_{L^{6}\left(\mathbb{T}_{x} \times \mathbb{T}_{t}\right)}^{6} .
$$

Then, applying the Strichartz estimate (5) to control this $L^{6}$ space-time norm, we get

$$
\begin{equation*}
\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}=\sup _{a \in \mathbb{Z}\|u\|_{\substack{ \\L^{2} \leq 1 \\ u \in \mathcal{E}_{M}}} \sup \left|\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)\right| \lesssim e^{c \frac{\log M}{\log \log M}},} \tag{37}
\end{equation*}
$$

where $c>0$ is a universal constant.
3.4. Estimate of the remainder term. By definition of the remainder term $g(t)$ (see(36)) and the mean value inequality, we have

$$
|g| \leq 5\left(|u|^{4}+\left|\Pi^{(M)} u\right|^{4}\right)\left|u-\Pi^{(M)} u\right|,
$$

and so, by Hölder, we have

$$
\|g\|_{L^{2}} \lesssim\left(\|u\|_{L^{10}}^{4}+\left\|\Pi^{(M)} u\right\|_{L^{10}}^{4}\right)\left\|u-\Pi^{(M)} u\right\|_{L^{10}} .
$$

Since by assumption $s>2 / 5$ and since the Sobolev embedding $H^{2 / 5} \subset L^{10}$ holds, we have

$$
\begin{equation*}
\|g\|_{L^{2}} \lesssim\|u\|_{H^{s}}^{4}\left\|u-\Pi^{(M)} u\right\|_{H^{2 / 5}} . \tag{38}
\end{equation*}
$$

Therefore, by definition of $\Pi^{(M)}$, we deduce that

$$
\|g\|_{L^{2}} \lesssim\|u\|_{H^{s}}^{5} M^{-\left(s-\frac{2}{5}\right)} .
$$

Finally, using the a priori bound we proved on $\|u\|_{H^{s}}$, we get

$$
\begin{equation*}
\|g\|_{L^{2}} \lesssim \varepsilon^{5}\langle t\rangle^{5 \beta_{s}} M^{-\left(s-\frac{2}{5}\right)} . \tag{39}
\end{equation*}
$$

### 3.5. Optimization of the parameters.

$\triangleright$ Step 1: Setting. Now we aim at controlling the variations of $\left|u_{k}\right|$ where $k \in \mathbb{Z}$ satisfies

$$
2\langle k\rangle<\varepsilon^{-v_{\alpha, s, \nu}} .
$$

We recall that we dealt with the case $2\langle k\rangle \geq \varepsilon^{-v_{\alpha, s, \nu}}$ at the beginning of the proof. Note that since $M$ has to satisfy $M \geq \varepsilon^{-v_{\alpha, s, \nu}}$, this implies that $|k| \leq M$ (i.e. $k \in \mathcal{M}$ ).

We introduce an integer $r \geq p=3$ that will be optimized later, and we set

$$
\gamma:=\rho(2\langle k\rangle)^{-e^{\alpha r}}
$$

in such a way that, since, by assumption, the frequencies $\omega$ are strongly-non-resonant according to Definition 1.2, $\omega$ is $(k, r, \gamma)$-non-resonant according to Definition 2.14.

Therefore, applying Corollary 2.15 and using the preservation of the $L^{2}$ norm (see (32)), we know that if $\varepsilon \leq \frac{\varepsilon_{r}}{2}$ then for all $t \in \mathbb{R}$, we have

$$
\left\|\left.u_{k}(t)\right|^{2}-\left.\left|u_{k}(0)\right|^{2}\left|\lesssim \varepsilon_{r}^{-4} \varepsilon^{6}+\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\right| \omega^{(i)}\right|_{\infty} \varepsilon^{2 r+2} \varepsilon_{r}^{-2 r}|t|+\varepsilon\right\| g \|_{L^{\infty}(0 ; t)}|t| .
$$

First, we aim at establishing a simple lower bound on $\varepsilon_{r}$. Indeed, using the bound (37) on $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ (with $\left|\omega^{(i)}\right|_{\infty} \lesssim M^{2}$ and $\left|\omega^{(f)}\right|_{\infty} \lesssim 1$ ), we have

$$
\varepsilon_{r}=\left(\frac{\gamma}{\left.\left.A B_{3} r^{5}\langle | \omega^{(f)}\right|_{\infty}\right\rangle\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \log \langle | \omega^{(i)}|\infty\rangle}\right)^{\frac{1}{4}} \gtrsim\left(\frac{e^{-c \frac{\log M}{\log \log M}}}{r^{5} \log M}(2\langle k\rangle)^{-e^{\alpha r}}\right)^{\frac{1}{4}}
$$

Therefore, there exists a constant $\kappa \in(0,1)$, depending only on $V$, such that we have

$$
2 \varepsilon_{r} \geq \kappa e^{-\frac{c}{2} \frac{\log M}{\log \log M}}(2\langle k\rangle)^{-\frac{1}{2} e^{\alpha r}}=: \eta_{r} .
$$

As a consequence, provided that $\varepsilon \leq \eta_{r}$, we have

$$
\left\|\left.u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2}\left|\lesssim \varepsilon_{r}^{-4} \varepsilon^{6}+\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\right| \omega^{(i)}\left|\infty \varepsilon^{2 r+2} \eta_{r}^{-2 r}\right| t\left|+\varepsilon\|g\|_{L^{\infty}(0 ; t)}\right| t \mid .\right.
$$

Hence, to prove that if $|t| \leq T_{\varepsilon}$ (which will be optimized later), we have $\left|\left|u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2}\right| \leq \varepsilon^{6-\nu}$, it is enough to prove that the following estimates holds

$$
\begin{align*}
& \varepsilon \leq \eta_{r},  \tag{I}\\
& \eta_{r}^{-4} \varepsilon^{6} \lesssim_{\nu, s} \varepsilon^{6-\nu / 2},  \tag{II}\\
&\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}\left|\omega^{(i)}\right|_{\infty} \varepsilon^{2 r+2} \eta_{r}^{-2 r} T_{\varepsilon} \lesssim \nu, s  \tag{III}\\
& \varepsilon\|g\|_{L^{\infty}\left(-T_{\varepsilon} ; T_{\varepsilon}\right)} T_{\varepsilon} \lesssim  \tag{IV}\\
& s, \nu
\end{align*},
$$

$\triangleright$ Step 2 : Simplification of the estimates. Now we aim at simplifying these constraints.
First, we note that since, by assumption, without loss of generality, we can assume that $\nu \leq 2$, we see that provided that $\varepsilon$ is small enough, the first estimate (I) is a consequence of the second one (II). Therefore, these estimate reduces to the second one (II) :

$$
\begin{equation*}
\varepsilon^{\nu / 8} \lesssim_{\nu, s} \eta_{r} . \tag{IIb}
\end{equation*}
$$

Then plugging this estimate (IIb) in the third one (III) and using the estimate we proved on $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ (and using that, since $r \geq 3$ and $\nu \leq 2$, we have $2 r-4-r \nu / 4 \geq r / 3$ ), the constraint (III) can be replaced by

$$
\begin{equation*}
M^{3} \varepsilon^{r / 3} T_{\varepsilon} \lesssim \nu, s 1 . \tag{IIIb}
\end{equation*}
$$

Finally, using the estimates we proved on $\|g\|_{L^{\infty}\left(-T_{\varepsilon} ; T_{\varepsilon}\right)}$, the last constraint (IV) can be replaced by

$$
\begin{equation*}
T_{\varepsilon}^{5 \beta_{s}} M^{-1} \lesssim \nu, s \tag{IVb}
\end{equation*}
$$

$\triangleright$ Step 3 : Choice of the parameters. In order to satisfy the estimates (IIIb) and (IVb), it is enough to set

$$
T_{\varepsilon}=\varepsilon^{-\left(30 \beta_{s}\right)^{-1} r} \quad \text { and } \quad M=\varepsilon^{-r / 12} .
$$

Now the only remaining constraint is (IIb), i.e.

$$
\varepsilon^{\nu / 8} \lesssim \nu, s e^{-\frac{c}{\log M}} \log \log M(2\langle k\rangle)^{-\frac{1}{2} e^{\alpha r}} .
$$

Then, noticing that (since $M=\varepsilon^{-r / 12}$ ) provided that $\varepsilon$ is smaller than a constant depending only on $\nu$ and $\alpha$ (i.e. uniform with respect to $r \geq 3$ ), we have

$$
e^{-\frac{c}{2} \frac{\log M}{\log \log M}} \geq \varepsilon^{\nu / 16} 2^{-\frac{1}{2} e^{\alpha r}}
$$

the constraint (IIb) can be replaced by

$$
\varepsilon^{\nu / 16} \lesssim_{\nu, s}(2\langle k\rangle)^{-e^{\alpha r}}
$$

and so by

$$
\begin{equation*}
\varepsilon \lesssim \lesssim_{\nu, s}(2\langle k\rangle)^{-e^{\alpha_{\nu} r}} \quad \text { where } \quad \alpha_{\nu}:=\alpha+\frac{1}{3} \log \left(16 \nu^{-1}\right) \tag{IIt}
\end{equation*}
$$

Now, we set

$$
r_{*}:=\frac{1}{2 \alpha_{\nu}} \log \frac{\log \left(\varepsilon^{-1}\right)}{\log (2\langle k\rangle)}
$$

in such a way that

$$
(2\langle k\rangle)^{-e^{\alpha_{\nu} 2 r_{*}}}=\varepsilon
$$

and so that if $r \geq 3$ is an integer in the interval $\left[r_{*}, 2 r_{*}\right]$ then the constraint (IIt) holds. To be able to choose such a $r$, it is enough to prove that $r_{*} \geq 3 / 2$. Fortunately, we recall that we are dealing with the case $2\langle k\rangle<\varepsilon^{-v_{\alpha, s, \nu}}$ where $v_{\alpha, s, \nu} \in(0,1)$ is a constant we have to optimize. Therefore, we know that

$$
r_{*} \geq \frac{1}{2 \alpha_{\nu}} \log v_{\alpha, s, \nu}^{-1}
$$

and so it is enough to require that $v_{\alpha, s, \nu}$ is small enough to have

$$
\frac{1}{2 \alpha_{\nu}} \log v_{\alpha, s, \nu}^{-1} \geq \frac{3}{2}
$$

That is why we set

$$
\begin{equation*}
v_{\alpha, s, \nu}:=\frac{\nu}{16} e^{-3 \alpha} \tag{40}
\end{equation*}
$$

Note that therefore, since $\nu \leq 2$, we have $v_{\alpha, s, \nu} \leq 1 / 8$. Moreover, since $r / 12 \geq 1 / 4$, the assumption $|k| \leq M$ is satisfied :

$$
|k| \leq \varepsilon^{-v_{\alpha, s, \nu}} \leq \varepsilon^{-1 / 8} \leq \varepsilon^{-1 / 4} \leq \varepsilon^{-r / 12}=M
$$

To conclude this proof, it is enough to note that by construction, we have proven that

$$
\left|\left|u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2}\right| \leq \varepsilon^{6-\nu}
$$

while

$$
|t| \leq T_{\varepsilon}=\varepsilon^{-\left(30 \beta_{s}\right)^{-1} r} \quad \text { where } \quad T_{\varepsilon} \geq \varepsilon^{-\left(30 \beta_{s}\right)^{-1} r_{*}}=\varepsilon^{-\frac{1}{60 \beta_{s} \alpha_{\nu}} \log \frac{\log \left(\varepsilon^{-1}\right)}{\log (2\langle k\rangle)}}
$$

## 4. Proof of Theorem 1.7

The proof of Theorem 1.7 is very similar to the one of Theorem 1.3. It has the same structure, but some estimates are more involved.

In all the proof we consider a real valued even potential $W \in H^{4}(\mathbb{T} ; \mathbb{R})$ (i.e. $W(x) \in \mathbb{R}$ and $W(-x)=W(x))$ such that the frequencies $\omega=\left(\lambda_{k}\right)_{k \geq 1}$ are strongly-non-resonant according to Definition 1.2, where $\left(\lambda_{k}\right)_{k \geq 1}$ is the increasing sequence of eigenvalues of the Sturm-Liouville operator $-\partial_{x}^{2}+W_{\mid[0, \pi]}$ with homogeneous Dirichlet boundary conditions. We denote by $\left(f_{k}\right)_{k \geq 1}$ the associated eigenfunctions (see Prop 1.6).

Now, thanks to Proposition 6.3, we consider a global odd solution $u \in C^{0}\left(\mathbb{R} ; H^{s}(\mathbb{T})\right), s>2 / 5$, of (NLS) such that

$$
\|u(0)\|_{H^{s}}=: \varepsilon \leq \frac{1}{100} .
$$

Note that the existence of odd solutions is ensured by the assumption that the potential $V$ is even. Without loss of generality, we assume that $s \leq 1$. Since the $L^{2}$ norm is a constant of the motion for (NLS), we have

$$
\forall t \in \mathbb{R}, \quad\|u(t)\|_{L^{2}}=\|u(0)\|_{L^{2}} \leq\|u(0)\|_{H^{s}}=\varepsilon
$$

Moreover thanks to Proposition 1.1, we know that there exists $\beta_{s} \geq 1$ such that

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\|u(t)\|_{H^{s}} \lesssim_{s} \varepsilon\langle t\rangle^{\beta_{s}} . \tag{41}
\end{equation*}
$$

In this proof, being given an odd function $v \in L^{2}(\mathbb{T})$, we denote

$$
v_{k}=\int_{0}^{\pi} v(x) f_{k}(x) \mathrm{d} x .
$$

Moreover, since $\left(f_{k}\right)_{k \geq 1}$ is a Hilbertian basis of $L^{2}(0, \pi)$ (see Proposition 1.6), we know that

$$
v(x)=\sum_{k \geq 1} v_{k} f_{k}(x)
$$

where $f_{k}$ is extended as an odd function on $\mathbb{T}$.
4.1. Control of the high actions. Proceeding exactly as in the proof of Theorem 1.3 (see subsection 3.1), it can be proven that if $\langle k\rangle \geq \varepsilon^{-v_{\alpha, s, \nu}}$ (where $v_{\alpha, s, \nu}$ is also given by (40)) then there exists $\mu$ such that

$$
\begin{equation*}
\left.|t| \leq\left.\varepsilon^{-\mu \log \frac{\log \varepsilon^{-1}}{\log (\langle k\rangle)}} \Rightarrow| | u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2} \right\rvert\, \leq \varepsilon^{6-\nu} \tag{42}
\end{equation*}
$$

4.2. Setting for the low actions. Now, and until the end of this proof, we aim at controlling the variations of $\left|u_{k}(t)\right|^{2}$ when $\langle k\rangle<\varepsilon^{-v_{\alpha, s, \nu}}$. We consider a large parameter $M \geq \varepsilon^{-v_{\alpha, s, \nu}}$ that will be optimized later, and we define

$$
\mathcal{E}_{M}:=\operatorname{Span}_{\mathbb{C}}\left\{f_{k} \mid k \leq M\right\} .
$$

As usual, we identify $\mathcal{E}_{M}$ with $\mathbb{C}^{\mathcal{M}}$ (through the Fourier transform) where

$$
\mathcal{M}=\llbracket 1, M \rrbracket
$$

We denote by $\Pi^{(M)}$ the $L^{2}$-orthogonal projection on $\mathcal{E}_{M}$ and we set

$$
u^{(\leq M)}:=\Pi^{(M)}(u(t)) .
$$

Note that, the $L^{2}$ norm being a constant of the motion and $\Pi^{(M)}$ being an orthogonal projection, we have

$$
\begin{equation*}
\forall t \in \mathbb{R}, \quad\left\|u u^{(\leq M)}(t)\right\| \leq\|u(t)\|_{L^{2}}=\|u(0)\|_{L^{2}} \leq\|u(0)\|_{H^{s}}=\varepsilon \tag{43}
\end{equation*}
$$

Moreover, $u^{(\leq M)}$ solves the equation

$$
\begin{equation*}
i \partial_{t} u^{(\leq M)}=\nabla H\left(u^{(\leq M)}\right)+g(t) \quad \text { with } \quad g(t):=\sigma \Pi^{(M)}\left[|u(t)|^{4} u(t)-\left|\Pi^{(M)} u(t)\right|^{4} \Pi^{(M)} u(t)\right] \tag{44}
\end{equation*}
$$

and

$$
H=Z_{2, \omega}+P \quad \text { with } \quad P=\frac{1}{12}\left(\left.\|\cdot\|_{L^{6}}^{6}\right|_{\mathcal{E}_{M}} \quad \text { and } \quad Z_{2, \omega}\right. \text { given by (10). }
$$

4.3. Strichartz estimates. Now we aim at proving the same estimate on $\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)}$ (where $\left.\omega_{k}^{(i)}:=k^{2}\right)$ as in the case of (NLS*). In the paragraph Identification of the Hamiltonian structure page 737 of [BG21], it is proven that (provided that $\sum_{k \geq 1}\langle k\rangle^{2}\left|u_{k}\right|^{2}<\infty$ )

$$
\left\|\sum_{k \geq 1} u_{k} f_{k}\right\|_{L^{6}}^{6}=\sum_{\boldsymbol{k}, \boldsymbol{\ell} \in\left(\mathbb{N}^{*}\right)^{3}} Q_{\boldsymbol{k}, \ell} u_{\boldsymbol{k}_{1}} u_{\boldsymbol{k}_{2}} u_{\boldsymbol{k}_{3}} \overline{u_{\boldsymbol{\ell}_{1}} u_{\ell_{2}} u_{\ell_{3}}}
$$

where the coefficients $Q_{\boldsymbol{k}, \ell}$ are symmetric and satisfy

$$
\left|Q_{\boldsymbol{k}, \ell}\right| \lesssim\|W\|_{L^{2}} \sum_{\nu, \mu \in\{-1,1\}^{3}}\left\langle\nu_{1} \boldsymbol{k}_{1}+\nu_{2} \boldsymbol{k}_{2}+\nu_{3} \boldsymbol{k}_{3}+\mu_{1} \boldsymbol{\ell}_{1}+\mu_{2} \boldsymbol{\ell}_{2}+\mu_{3} \boldsymbol{\ell}_{3}\right\rangle^{-2}
$$

Therefore, for all $a \in \mathbb{Z}$, we have

$$
\forall u \in \mathcal{E}_{M}, \quad\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)=\frac{1}{12} \sum_{\substack{\boldsymbol{k}, \boldsymbol{\ell} \in \llbracket 1, M \rrbracket^{3} \\ \boldsymbol{k}_{1}^{2}+\boldsymbol{k}_{2}^{2}+\boldsymbol{k}_{3}^{2}-\ell_{1}^{2}-\ell_{2}^{2}-\ell_{3}^{2}=a}}\left|Q_{\boldsymbol{k}, \boldsymbol{\ell}}\right| u_{\boldsymbol{k}_{1}} u_{\boldsymbol{k}_{2}} u_{\boldsymbol{k}_{3}} \overline{u_{\boldsymbol{\ell}_{1}} u_{\boldsymbol{\ell}_{2}} u_{\boldsymbol{\ell}_{3}}}
$$

and so

$$
\begin{align*}
&\left|\left\lfloor\Pi_{\omega^{(i)}, a} P\right\rceil(u)\right| \sum_{\|W\|_{L^{2}}} \sum_{\nu, \mu \in\{-1,1\}^{3}} \frac{\left|u_{\boldsymbol{k}_{1}} u_{\boldsymbol{k}_{2}} u_{\boldsymbol{k}_{3}} \overline{u_{\boldsymbol{\ell}_{1}} u_{\boldsymbol{\ell}_{2}} u_{\boldsymbol{\ell}_{3}}}\right|}{\langle j\rangle^{2}} \\
& \sum_{\begin{array}{c}
\boldsymbol{k}, \boldsymbol{\ell} \in \llbracket 1, M \rrbracket^{3} \\
\boldsymbol{k}_{1}^{2}+\boldsymbol{k}_{2}^{2}+\boldsymbol{k}_{3}^{2}-\boldsymbol{\ell}_{1}^{2}-\boldsymbol{\ell}_{2}^{2}-\boldsymbol{\ell}_{3}^{2}=a
\end{array}}^{\nu_{1} \boldsymbol{k}_{1}+\nu_{2} \boldsymbol{k}_{2}+\nu_{3} \boldsymbol{k}_{3}+\mu_{1} \boldsymbol{\ell}_{1}+\mu_{2} \boldsymbol{\ell}_{2}+\mu_{3} \boldsymbol{\ell}_{3}=j} \tag{45}
\end{align*} \sum_{\nu, \mu \in\{-1,1\}^{3}} \int_{\mathbb{T}} \int_{\mathbb{T}} w(x) e^{-i t a} \prod_{n=1}^{3} e^{-i t \partial_{x}^{2} v^{\left(\nu_{n}\right)}(x) e^{i t \partial_{x}^{2}} v^{\left(\mu_{n}\right)}(x) \mathrm{d} x \mathrm{~d} t,}
$$

where $v^{( \pm 1)}(x):=\sum_{1 \leq k \leq M}\left|u_{k}\right| e^{ \pm i k x}$ and $w(x)=\sum_{k \in \mathbb{Z}}\langle k\rangle^{-2} e^{i k x} \in H^{1}(\mathbb{T}) \subset L^{\infty}(\mathbb{T})$. As a consequence, applying H$\not{\text { Hold }}$ der's inequality, we get

Finally, noticing that $\left\|v^{( \pm 1)}\right\|_{L^{2}}=\|u\|_{L^{2}}$ and applying the Strichartz estimate (5), we get

$$
\|P\|_{\mathscr{H}\left(\omega^{(i)}\right)} \lesssim\|W\|_{L^{2}} e^{c \frac{\log M}{\log \log M}}
$$

where $c>0$ is a universal constant.
4.4. Estimate of the remainder term. As in subsection 3.4 (i.e. for (NLS*)), we aim at proving that, provided that $s \leq 1$, we have

$$
\begin{equation*}
\|g\|_{L^{2}} \lesssim\|u\|_{H^{s}}^{5} M^{-\left(s-\frac{2}{5}\right)} \tag{46}
\end{equation*}
$$

which, using the a priori bound (41) on the growth of the $H^{s}$ norm, provides

$$
\begin{equation*}
\|g\|_{L^{2}} \lesssim \varepsilon^{5}\langle t\rangle^{5 \beta_{s}} M^{-\left(s-\frac{2}{5}\right)} \tag{47}
\end{equation*}
$$

First, we note that for the same reasons as in subsection 3.4, the remainder term enjoys the estimate

$$
\begin{equation*}
\|g\|_{L^{2}} \lesssim\|u\|_{H^{s}}^{4}\left\|u-\Pi^{(M)} u\right\|_{H^{2 / 5}} \simeq\|u\|_{H^{s}}^{4}\left\|\sum_{k>M} u_{k} f_{k}\right\|_{H^{2 / 5}} \tag{48}
\end{equation*}
$$

Then we note that

$$
\begin{equation*}
\forall s^{\prime} \in[0,1], \forall v \in \ell^{2}\left(\mathbb{N}^{*} ; \mathbb{C}\right), \quad\left\|\sum_{k \geq 1} v_{k} f_{k}\right\|_{H^{s^{\prime}}}^{2} \simeq \sum_{k \geq 1}\langle k\rangle^{2 s^{\prime}}\left|v_{k}\right|^{2} . \tag{49}
\end{equation*}
$$

Indeed, the case $s^{\prime}=1$ is proven in Proposition 6.2 page 733 of [BG21] while the case $s^{\prime}=0$ is just a consequence of the fact that $\left(f_{j}\right)_{j \geq 1}$ is a Hilbertian basis. Therefore, the case $0<s^{\prime}<1$ follows directly by interpolation ${ }^{9}$.

Finally, plugging (49) into (48), it comes (as expected)

$$
\begin{aligned}
\|g\|_{L^{2}} & \lesssim\|u\|_{H^{s}}^{4}\left\|\sum_{k>M} u_{k} f_{k}\right\|_{H^{2 / 5}} \simeq\|u\|_{H^{s}}^{4}\left(\sum_{k>M}\langle k\rangle^{4 / 5}\left|u_{k}\right|^{2}\right)^{1 / 2} \\
& \lesssim\|u\|_{H^{s}}^{4} M^{-\left(s-\frac{2}{5}\right)}\left(\sum_{k>M}\langle k\rangle^{2 s}\left|u_{k}\right|^{2}\right)^{1 / 2} \simeq\|u\|_{H^{s}}^{5} M^{-\left(s-\frac{2}{5}\right)} .
\end{aligned}
$$

4.5. Optimization of the parameters. Since the estimates on $g$ and $P$ are the same as for (NLS*), the rest of the proof is exactly the same as in subsection 3.5. For completeness, it may be just relevant to mention that the estimates

$$
\left|\omega^{(i)}\right|_{\infty} \lesssim M^{2} \quad \text { and } \quad\left|\omega^{(f)}\right|_{\infty} \lesssim 1
$$

follow directly from [PT87, Theorem 4 p .35$]$. We also mention that since $|k| \geq 1$ then $\langle k\rangle \geq \sqrt{2}>1$ and so the quantity $2\langle k\rangle$ of subsection 3.5 can always be replaced by $\langle k\rangle$ here.

## 5. Small divisor estimates

This section is devoted to the proof of Proposition 1.4 and Proposition 1.8.
5.1. Proof of Proposition 1.4. First, we recall the classical proof stating that, almost surely, the frequencies of (NLS*) for the random convolution potential $V$ as in (2) enjoy a weak nonresonance condition.

Lemma 5.1. Almost surely, there exists $\gamma>0$ such that, for all $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathbb{Z}$ all distinct, we have

$$
\begin{equation*}
\forall a \in \mathbb{Z}, \quad\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \geq \gamma\left(\min _{j}\left\langle\boldsymbol{h}_{j}\right\rangle\right)^{-s_{*}} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} . \tag{50}
\end{equation*}
$$

Proof. Being given $a, q, \boldsymbol{m}, \boldsymbol{h}$ satisfying the assumptions of the lemma, we recall that

$$
\forall \gamma>0, \quad \mathbb{P}\left(\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right|<\gamma\right) \lesssim \gamma \min _{j}\left\langle\boldsymbol{h}_{j}\right\rangle^{s_{*}} .
$$

[^8]Therefore, for all $\gamma>0$, we have

$$
\begin{aligned}
& \mathbb{P}\left(\exists(a, q, \boldsymbol{m}, \boldsymbol{h}), \quad\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS} S^{*}\right)}\right|<\gamma\langle a\rangle^{-2}\left(\min _{j}\left\langle\boldsymbol{h}_{j}\right\rangle\right)^{-s_{*}} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-2}\left\langle\boldsymbol{h}_{j}\right\rangle^{-2}\right) \\
& \lesssim \gamma \sum_{a \in \mathbb{Z}} \sum_{q \geq 1} \sum_{\boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}} \sum_{\substack{\boldsymbol{h} \in \mathbb{Z}^{q} \\
\boldsymbol{h}_{1}<\cdots<\boldsymbol{h}_{q}}}\langle a\rangle^{-2} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-2}\left\langle\boldsymbol{h}_{j}\right\rangle^{-2} \\
& \lesssim \gamma \sum_{q \geq 1} \sum_{\boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}} \sum_{\boldsymbol{h} \in \mathbb{Z}^{q}}(q!)^{-1} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-2}\left\langle\boldsymbol{h}_{j}\right\rangle^{-2} \lesssim \gamma \underset{\gamma \rightarrow 0}{\longrightarrow} 0,
\end{aligned}
$$

where at the first line $(a, q, \boldsymbol{m}, \boldsymbol{h})$ have implicitly to satisfy the assumptions of the lemma. It means that, almost surely, there exists $\gamma>0$ such that, for all $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathbb{Z}$ all distinct, we have

$$
\begin{equation*}
\forall a \in \mathbb{Z}, \quad\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \geq \gamma\langle a\rangle^{-2}\left(\min _{j}\left\langle\boldsymbol{h}_{j}\right\rangle\right)^{-s_{*}} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-2}\left\langle\boldsymbol{h}_{j}\right\rangle^{-2} . \tag{51}
\end{equation*}
$$

Then, we note that either

$$
|a| \geq 1+\sum_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|\left|\omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right|,
$$

and so the small divisor is larger than or equal to 1 (and so the estimate (50) is satisfied with $\gamma=1$ ) or (using that $\left|\omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \lesssim_{\|V\|_{L^{2}}}\left\langle\boldsymbol{h}_{j}\right\rangle^{2}$ )

$$
|a| \leq 1+\sum_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|\left|\omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \lesssim \sum_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{2} \lesssim\|V\|_{L^{2}} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{2}\left\langle\boldsymbol{h}_{j}\right\rangle^{2}
$$

and so, plugging this estimate in (51) we get (50).
Now, we aim at improving the small divisor estimate (50) in order to prove that almost surely the frequencies of ( $\mathrm{NLS}^{*}$ ) enjoy a strong non-resonance condition.
Step 1 : Setting. Let $B>0$ be a constant such that

$$
\forall k \in \mathbb{Z}, \quad\left|\omega_{k}^{\left(\mathrm{NLS}^{*}\right)}-k^{2}\right| \leq B\langle k\rangle^{-s_{*}}
$$

We fix $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathbb{Z}$ all distinct such that $\left|\boldsymbol{h}_{1}\right| \leq \cdots \leq\left|\boldsymbol{h}_{q}\right|$. We define $q_{\star} \in \llbracket 1, q \rrbracket$ as the maximal index such that

$$
\forall p \in \llbracket 2, q_{\star} \rrbracket, \quad B \sum_{j=p}^{q}\left|\boldsymbol{m}_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{-s_{*}} \geq \frac{\gamma}{2}\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}} \prod_{j=1}^{p-1}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} .
$$

Therefore it is enough to estimate $\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\text {NLS })}\right|$ where $a \in \mathbb{Z}$. Indeed, if $q_{\star}<q$, by maximality of $q_{\star}$ we have

$$
B \sum_{j=q_{\star}+1}^{q}\left|m_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{-s_{*}}<\frac{\gamma}{2}\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}} \prod_{j=1}^{q_{\star}}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4},
$$

and so applying the triangle inequality and the non-resonance estimate, we have

$$
\begin{align*}
& \left|\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \\
& \geq\left|\sum_{j=q_{\star}+1}^{q} \boldsymbol{m}_{j} \boldsymbol{h}_{j}^{2}+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right|-\sum_{j=q_{\star}+1}^{q}\left|\boldsymbol{m}_{j}\right|\left|\omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}-\boldsymbol{h}_{j}^{2}\right|  \tag{52}\\
& \geq \frac{1}{2}\left|\sum_{j=q_{\star}+1}^{q} \boldsymbol{m}_{j} \boldsymbol{h}_{j}^{2}+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right|+\frac{\gamma}{2}\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}} \prod_{j=1}^{q_{\star}}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4}-B \sum_{j=q_{\star}+1}^{q}\left|\boldsymbol{m}_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{-s_{*}} \\
& \geq \frac{1}{2}\left|\sum_{j=q_{\star}+1}^{q} \boldsymbol{m}_{j} \boldsymbol{h}_{j}^{2}+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| .
\end{align*}
$$

Now, to estimate $\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right|$ uniformly with respect to $a \in \mathbb{Z}$, we are just going to use the lower bound given by Lemma 5.1, but in order to have a bound depending only on $\boldsymbol{h}_{1}$, we have to estimate $\left\langle\boldsymbol{h}_{p}\right\rangle$ for all $p \in \llbracket 2, q_{*} \rrbracket$.

Step 2 : Estimation of $\left\langle\boldsymbol{h}_{p}\right\rangle$ with respect to $\left\langle\boldsymbol{h}_{1}\right\rangle$. By definition of $q_{\star}$, we deduce that if $p \in \llbracket 2, q_{\star} \rrbracket$ then

$$
B|\boldsymbol{m}|_{1}\left\langle\boldsymbol{h}_{p}\right\rangle^{-s_{*}} \geq \frac{\gamma}{2}\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}}|\boldsymbol{m}|_{1}^{-4(p-1)} \prod_{j=1}^{p-1}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} .
$$

Applying the log function to this estimate, we get

$$
\begin{equation*}
y_{p} \leq \log (C)+4 s_{*}^{-1} q_{\star} \log \left(|\boldsymbol{m}|_{1}\right)+y_{1}+4 s_{*}^{-1} \sum_{j=1}^{p-1} y_{j}, \tag{53}
\end{equation*}
$$

where $\boldsymbol{y}_{j}=\log \left\langle\boldsymbol{h}_{j}\right\rangle$ and $C:=\left(2 B \gamma^{-1}\right)^{s_{*}^{-1}}$. Here, we note that this last relation is also valid for $p=1$. Therefore, as a consequence of the discrete Grönwall inequality, we have

$$
y_{p} \leq\left(\log (C)+4 s_{*}^{-1} q_{\star} \log \left(|\boldsymbol{m}|_{1}\right)+y_{1}\right) e^{\frac{4(p-1)}{s_{*}}},
$$

and so

$$
\left\langle\boldsymbol{h}_{p}\right\rangle \leq\left(C|\boldsymbol{m}|_{1}^{4 s_{*}^{-1} q_{\star}}\left\langle\boldsymbol{h}_{1}\right\rangle\right)^{\exp \left(\frac{4 q_{\star}}{s_{*}}\right)}
$$

Step 3 : Conclusion. Plugging this last estimate in the classical non-resonance condition (50) yield

$$
\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \geq \gamma\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}}|\boldsymbol{m}|_{1}^{-4 q_{\star}}\left(C|\boldsymbol{m}|_{1}^{4 s_{*}^{-1} q_{\star}}\left\langle\boldsymbol{h}_{1}\right\rangle\right)^{-4 q_{\star} \exp \left(\frac{4 q_{\star}}{s_{*}}\right)}
$$

Then, using the rough estimate $q_{\star} \leq q \leq|\boldsymbol{m}|_{1}=: r$, it comes

$$
\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS} S^{*}\right)}\right| \geq \gamma C^{-4 r \exp \left(\frac{4 r}{s_{*}}\right)} r^{-4 r-16 r^{2} s_{*}^{-1} \exp \left(\frac{4 r}{s_{*}}\right)}\left\langle\boldsymbol{h}_{1}\right\rangle^{-s_{*}-4 r \exp \left(\frac{4 r}{s_{*}}\right)} .
$$

As a consequence, a standard asymptotic analysis proves that there exists a constant $\rho>0$ and a constant $\alpha$ depending only on $s_{*}$ such that we have

$$
\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{\left(\mathrm{NLS}^{*}\right)}\right| \geq 2 \rho\left(2\left\langle\boldsymbol{h}_{1}\right\rangle\right)^{-e^{-\alpha r}}
$$

which plugged in (52) concludes this proof.
5.2. Proof of Proposition 1.8. The scheme of this proof is very similar to the previous one. First, we recall the classical proof stating that, almost surely, provided that the potential is small enough, the frequencies of (NLS) for the random multiplicative potential (4) enjoy a weak nonresonance condition.

Lemma 5.2. There exists $\eta>0$ such that, almost surely, provided that $\left\|W^{(\mathrm{NLS})}\right\|_{H^{1}}<\eta$, there exists $\gamma>0$ such that, for all $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathbb{N}^{*}$ all distinct, we have

$$
\begin{equation*}
\forall a \in \mathbb{Z}, \quad\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right| \geq \gamma\left(\max _{j}\left\langle\boldsymbol{h}_{j}\right\rangle\right)^{-s_{*}} \prod_{j=1}^{q}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} . \tag{54}
\end{equation*}
$$

Proof. Actually, we just have to prove that there exists $\eta>0$ such that, being given $a, q, \boldsymbol{m}, \boldsymbol{h}$ satisfying the assumptions of the lemma, we have

$$
\begin{equation*}
\forall \gamma>0, \quad \mathbb{P}\left(\left|a+\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right|<\gamma \mid\left\|W^{(\mathrm{NLS})}\right\|_{H^{1}}<\eta\right) \lesssim \gamma \max _{j}\left\langle\boldsymbol{h}_{j}\right\rangle^{s_{*}} \tag{55}
\end{equation*}
$$

Indeed, the rest of the proof is the same as the one of Lemma 5.1 (the estimate $\left|\omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right| \lesssim\left\langle\boldsymbol{h}_{j}\right\rangle^{2}$ follows directly from [PT87, Theorem 4 p .35$])$. Moreover, the existence of $\eta>0$ and the estimate (55) are proven in [BG21]. More precisely, we refer the reader to the proof of Proposition 1.12 in [BG21] and in particular to the last estimate page 703 of [BG21].

Now, we aim at improving the small divisor estimate (54) in order to prove that almost surely the frequencies of (NLS) are strongly non-resonant. From now on we condition the potential $W^{(\mathrm{NLS})}$ in (4) to be small enough in $H^{1}$ (in any case $\left\|W^{(\mathrm{NLS})}\right\|_{H^{1}}<\eta$ ) in such a way that by [BG21, Proposition 2.7 p.700] (which is a variation of [PT87, Theorem 4 p .35$]$ ), almost surely $\omega_{1}^{(\text {NLS })} \geq 1 / 2$ and there exists $B>0$ such that

$$
\forall k \in \mathbb{N}^{*}, \quad\left|\omega_{k}^{(\mathrm{NLS})}-k^{2}\right| \leq B\langle k\rangle^{-1}
$$

Note that here we have used that $\int_{0}^{\pi} W^{(\mathrm{NLS})}(x) \mathrm{d} x=0$. We fix $q \geq 1, \boldsymbol{m} \in\left(\mathbb{Z}^{*}\right)^{q}, \boldsymbol{h}_{1}, \cdots, \boldsymbol{h}_{q} \in \mathbb{N}^{*}$ all distinct such that $\boldsymbol{h}_{1}<\cdots<\boldsymbol{h}_{q}$. We define $q_{\star} \in \llbracket 1, q \rrbracket$ as the maximal index such that

$$
\forall p \in \llbracket 2, q_{\star} \rrbracket, \quad B \sum_{j=p}^{q}\left|\boldsymbol{m}_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{-1} \geq \frac{\gamma}{2}\left\langle\boldsymbol{h}_{p-1}\right\rangle^{-s_{*}} \prod_{j=1}^{p-1}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} .
$$

Therefore it is enough to estimate $\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right|$ where $a \in \mathbb{Z}$. Indeed, if $q_{\star}<q$, by maximality of $q_{\star}$ we have

$$
B \sum_{j=q_{\star}+1}^{q}\left|m_{j}\right|\left\langle\boldsymbol{h}_{j}\right\rangle^{-1}<\frac{\gamma}{2}\left\langle\boldsymbol{h}_{q_{\star}}\right)^{-s_{*}} \prod_{j=1}^{q_{\star}}\left|\boldsymbol{m}_{j}\right|^{-4}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4},
$$

and so applying the triangle inequality and the non-resonance estimate, we have (as previously, see (52) for details)

$$
\left|\sum_{j=1}^{q} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right| \geq \frac{1}{2}\left|\sum_{j=q_{\star}+1}^{q} \boldsymbol{m}_{j} \boldsymbol{h}_{j}^{2}+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right| .
$$

Now, as previously, to estimate $\left|a+\sum_{j=1}^{q_{\star}} \boldsymbol{m}_{j} \omega_{\boldsymbol{h}_{j}}^{(\mathrm{NLS})}\right|$ uniformly with respect to $a \in \mathbb{Z}$, we are just going to use the lower bound given by Lemma 5.2, but in order to have a bound depending only on $\boldsymbol{h}_{1}$, we have to estimate $\left\langle\boldsymbol{h}_{p}\right\rangle$ for all $p \in \llbracket 2, q_{*} \rrbracket$.

By definition of $q_{\star}$, we deduce that if $p \in \llbracket 2, q_{\star} \rrbracket$ then

$$
B|\boldsymbol{m}|_{1}\left\langle\boldsymbol{h}_{p}\right\rangle^{-1} \geq \frac{\gamma}{2}\left\langle\boldsymbol{h}_{p-1}\right\rangle^{-s_{*}}|\boldsymbol{m}|_{1}^{-4(p-1)} \prod_{j=1}^{p-1}\left\langle\boldsymbol{h}_{j}\right\rangle^{-4} .
$$

Applying the log function to this estimate, we get
$y_{p} \leq \log (C)+4 q_{\star} \log \left(|\boldsymbol{m}|_{1}\right)+s_{*} y_{p-1}+4 \sum_{j=1}^{p-1} y_{j} \leq \log (C)+\left(4+s_{*}\right) q_{\star} \log \left(|\boldsymbol{m}|_{1}\right)+y_{1}+\left(4+s_{*}\right) \sum_{j=1}^{p-1} y_{j}$,
where $\boldsymbol{y}_{j}=\log \left\langle\boldsymbol{h}_{j}\right\rangle$ and $C:=2 B \gamma^{-1}$. Note that this estimate is the same as (53) except that $4 s_{*}^{-1}$ is replaced by $4+s_{*}$. Up to this change of constant, the rest of the proof is exactly the same as the one of Proposition 1.4.

## 6. Global Well-Posedness of the full dynamics

In this section, we give the proof of Proposition 1.1. We first review the general strategy of the $I$-method and the argument of [LWX11], and then give the necessary modifications, first in the case of a convolution potential, and then in the case of a multiplicative potential. The proofs of the technical lemma will be postponed to Appendix B.
6.1. Strategy of the proofs. We will thus closely follow the argument in [LWX11] which dealt with the periodic quintic NLS without potentials. This argument relies on the so-called "second generation $I$-method", introduced in [CKSTT01, CKSTT02, CKSTT03, CKSTT08] and widely applied to nonlinear dispersive equations both on tori or on Euclidean spaces; see for example [Bou04b, dSPST07, dSPST07b, dSPST08] and references therein. The (classical) $I$-method exploits the almost conservation of the modified energy $E\left(I_{N} u\right)$ for some appropriate choice of parameter $N \gg 1$, where $E$ is the standard energy functional associated with the Hamiltonian structure of NLS, and $I_{N}$ is a smooth Fourier multiplier which behaves like the identity on frequencies smaller than $N$ and like a smoothing operator of order $1-s$ for higher frequencies, $s<1$ being a regularity where local well-posedness holds. Indeed, the standard energy $E$ is conserved but cannot be used at this level of regularity. Then the core of the argument is to prove that $E\left(I_{N} u\right)$ is almost conserved, in the sense that its time derivative decays sufficiently fast with $N$. Moreover, a faster decay yields a smaller threshold for the admissible regularity on the initial data. Interestingly, regarding the case of the periodic quintic NLS without potential, in order to extend globally the local solutions of [Bou93] when the regularity is $s<1$, Bourgain [Bou04b] combined the $I$-method with Birkhoff normal form transformations in order to get a better decay of the time derivative of $E\left(I_{N} u\right)$. This idea was also exploited in [CKO12] where the authors implemented the upside-down I-method together with Birkhoff normal forms to study the growth of Sobolev norms $H^{s}(\mathbb{T})$ for $s>1$; namely, replacing the fractional integration operator $I_{N}$ of
order $1-s$ by a fractional derivative $D_{N}$ of order $s-1$. However, in the aforementioned seminal paper [Bou04b], the argument could only deal with regularity $s^{*}<s<1$ for some $s^{*}$ smaller but very close to $\frac{1}{2}$. It was later pointed out in [dSPST07b, LWX11] that one can improve on the range of $s$ by letting aside the Birkhoff normal form transformation, and by resorting instead to both rescaling and a "second" modified energy. The former point relies on the observation that in the Euclidean space $\mathbb{R}^{d}$, one has an improved bilinear estimate for the Schrödinger flow of type

$$
\begin{equation*}
\left\|e^{i t \Delta} f_{N_{1}} e^{i t \Delta} g_{N_{2}}\right\|_{L_{t, x}^{2}} \lesssim N_{2}^{-\frac{1}{2}} N_{1}^{\frac{d-1}{2}}\left\|f_{N_{1}}\right\|_{L^{2}}\left\|g_{N_{2}}\right\|_{L^{2}} \tag{56}
\end{equation*}
$$

for any $N_{1} \ll N_{2}$ and functions $f_{N_{1}}$ (resp. $g_{N_{2}}$ ) whose Fourier transform is supported in the region $\left\{|\xi| \sim N_{1}\right\}$ (resp. $\left\{|\xi| \sim N_{2}\right\}$ ). This in turn provides some gain of negative powers of $N$ in the context of the $I$-method when estimating multilinear interactions where one input function has dominant frequencies. The refined bilinear estimate above is however known to be false on $\mathbb{T}^{d}$. One of the crucial observation in [CKSTT08, dSPST07b, LWX11] is that, after a proper rescaling to work on a very large torus, one can still get an estimate which gets closer to (56) and allows to get some decay in $N$; see [LWX11, Proposition 2.1] and Lemma B. 1 below. The latter point is the introduction of correcting terms in the modified energy, which cancel the interactions having less decay in the time derivative of $E\left(I_{N} u\right)$. This actually amounts to performing one step of a Poincaré-Dulac normal form transformation, but at the level of the energy functional instead of the equation; see for example the discussion in [GKO13]. Implementing this method in the context of $\left(\mathrm{NLS}^{*}\right)$-(NLS) yields the following results (see (60) below for the definition of the Bourgain type space $X_{\mathcal{L}}^{s, b}$ ).

Proposition 6.1. Let $V \in L^{2}(\mathbb{T})$. Then for any $\frac{2}{5}<s \leq \frac{1}{2}$ and any $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq 1$, there exists a unique global mild solution $u \in X_{-\partial_{x}^{2}+V *, \text { loc }}^{s, \frac{1}{2}}$ with initial data $u(0)=u_{0}$ to (NLS*) provided that $\left\|u_{0}\right\|_{H^{s}} \ll 1$ in the focusing case $\sigma<0$. Moreover, we have the growth estimate

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \lesssim_{s} C\left(t,\left\|u_{0}\right\|_{H^{s}}\right)\left\|u_{0}\right\|_{H^{s}}, \quad t \in \mathbb{R} \tag{57}
\end{equation*}
$$

where

$$
C\left(t,\left\|u_{0}\right\|_{H^{s}}\right)=\left\{\begin{array}{l}
\langle t\rangle^{\frac{1}{2}}, \quad|t| \lesssim\left\|u_{0}\right\|_{H^{s}}^{-1} ; \\
\left\|u_{0}\right\|_{H^{s}}^{-1}, \quad\left\|u_{0}\right\|_{H^{s}}^{-1} \lesssim|t| \lesssim\left\|u_{0}\right\|_{H^{s}}^{-\frac{2}{s}-\frac{\alpha(s)}{1-s}-} \\
|t|^{\frac{1-s}{\alpha(s)}}\left\|u_{0}\right\|_{H^{s}}^{\frac{2(1-s)}{s \alpha(s)}}, \quad|t| \gtrsim\left\|u_{0}\right\|_{H^{s}}^{-\frac{2}{s}-\frac{\alpha(s)}{1-s}-}
\end{array}\right.
$$

with $\alpha(s)=3-2 \frac{1-s}{s}$.
In particular, note that the second regime gives the bound

$$
\|u(t)\|_{H^{s}} \lesssim 1 \lesssim|t|\left\|u_{0}\right\|_{H^{s}}
$$

Thus (57) implies the more standard growth estimate ${ }^{10}$

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \lesssim\langle t\rangle^{\beta_{s}}\left\|u_{0}\right\|_{H^{s}} \tag{58}
\end{equation*}
$$

with

$$
\beta_{s}=\max \left(\frac{1-s}{\alpha(s)}, 1\right)
$$

[^9]
## Remark 6.2.

(i) Proposition 6.1 only deals with the case $s \leq \frac{1}{2}$. This is not restrictive since the point in this paper is to run the Birkhoff normal form at regularity $s \leq \frac{1}{2}$, the standard theory covering the case $s>\frac{1}{2}$.
(ii) We point out again that we only consider initial data satisfying $\left\|u_{0}\right\|_{H^{s}} \leq 1$ since this will be the case to apply the Birkhoff normal form. But in the defocusing case $\sigma>0$, the same result as in Proposition 6.1 holds for any initial data. Moreover, the above remarks also apply to Proposition 6.3 below.

We have a similar result in the case of a multiplicative potential.
Proposition 6.3. Let $W \in H^{4}(\mathbb{T})$. Then for any $\frac{2}{5}<s \leq \frac{1}{2}$ and any $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq$ 1, there exists a unique global mild solution $u \in X_{-\partial_{x}^{2}+W, \text { loc }}^{s, \frac{1}{2}+}$ with initial data $u(0)=u_{0}$ to (NLS) provided that $\left\|u_{0}\right\|_{H^{s}} \ll 1$ in the focusing case $\sigma<0$. Moreover, we have the growth estimate

$$
\begin{equation*}
\|u(t)\|_{H^{s}} \lesssim_{s}\langle t\rangle^{\beta_{s}}\left\|u_{0}\right\|_{H^{s}}, \quad t \in \mathbb{R} \tag{59}
\end{equation*}
$$

The proof of Propositions 6.1 and 6.3 will occupy the rest of this section. There are some slight but essential modifications compared to the argument in [LWX11] in order to prove the results above. First, for the local well-posedness theory, in order to get existence of local solutions beyond times of order $O\left(\left(\|V\|_{L^{2}}+\|W\|_{L^{2}}\right)^{-1}\right)$ for small initial data (the case we are interested in), we need to remove the linear terms from the nonlinearity by incorporating them in the linear operator. This requires to prove that the $X^{s, b}$ spaces adapted to lower order perturbations of $-\partial_{x}^{2}$ still have the same properties (see Lemma 6.4 and 6.10 below), in particular Strichartz estimates. This also explains why we deal with (NLS*) and (NLS) separately in Propositions 6.1 and 6.3.

As for the globalization part, the extra linear terms $V * u$ and $W u$ are also dealt with differently. The potential term $W u$ is treated as a perturbation term with respect to the nonlinearity. Indeed, as detailed below, the rescaling performed in the argument of [LWX11] is very favorable on the potential and one gains for free a factor $O\left(\lambda^{-2}\right)$ when estimating terms with $W$ in the time variations of the modified energy, where $\lambda \sim N^{\frac{1-s}{s}}$ is the scaling factor. This is not quite enough though, as the lower bound $s>\frac{2}{5}$ in [LWX11] comes from the use of a modified energy where one gains a factor $N^{-3}$. But since the operator $I_{N}$ at the base of the $I$-method does not commute with $W$, terms with $W$ only appear in commutators where one can gain an extra $N^{-1}$ factor at the expense of requiring more regularity for $W$, which we can afford. In comparison, we do not incorporate it in the linear operator as the eigenfunctions of the Sturm-Liouville operator $-\partial_{x}^{2}+W$, though localized on complex exponentials (see (91) and (94) below), only satisfy convolution relations $\int_{\mathbb{T}} f_{k_{1}} f_{k_{2}} f_{k_{3}} \approx \delta_{k_{1}+k_{2}=k_{3}}$ up to error terms. This is good enough to handle trilinear interactions. However, the argument in [LWX11] is really tailored to the precise restrictions on frequencies in the multilinear forms, and in particular to the null moment condition $k_{1}+\cdots+k_{6}=$ 0 . But this is destroyed when replacing $-\partial_{x}^{2}$ by $-\partial_{x}^{2}+W$ (see e.g. (45) above), and so it is not clear to us how to implement the second generation $I$-method for the quintic equation without treating the term $W u$ as part of the nonlinearity as we do here.

On the contrary, the convolution potential $V$ scales as $W$ but commutes with $I_{N}$. Thus, we need to view it again as part of the linear operator and use the argument in [LWX11] with $-\partial_{x}^{2}+V *$ in place of $-\partial_{x}^{2}$. This brings small changes in all the parts of the argument which rely on the particular form of the symbol of $-\partial_{x}^{2}$.

### 6.2. Proof of Proposition 6.1.

6.2.1. Notations and local well-posedness. We first recall some notations. We will build the solution $u$ to $\left(\mathrm{NLS}^{*}\right)$ in the Bourgain type space $X_{-\partial_{x}^{2}+V_{*}}^{s, b}$ adapted to the linear Schrödinger equation with convolution potential, namely the Banach space defined through the norm

$$
\begin{equation*}
\|u\|_{X^{s, b}}:=\left\|\left\langle\omega_{k}\right\rangle^{\frac{s}{2}}\left\langle\tau-\omega_{k}\right\rangle^{b} \hat{u}_{k}(\tau)\right\|_{L_{\tau}^{2} \ell_{k}^{2}}, \tag{60}
\end{equation*}
$$

for any $s, b \in \mathbb{R}$, where $\hat{u}_{k}(\tau)=\int_{\mathbb{R} \times \mathbb{T}} u(t, x) e^{-i(t \tau+k x)} d x d t$ is the space-time Fourier transform of $u:(t, x) \in \mathbb{R} \times \mathbb{T} \mapsto u(t, x) \in \mathbb{C}$, and

$$
\omega_{k}=k^{2}+(2 \pi)^{-\frac{1}{2}} V_{k} .
$$

In the rest of this section we will drop the subscript $-\partial_{x}^{2}+V *$ in the notation of the Bourgain type space since there is no risk of confusion. We also define its time-localized version

$$
\begin{equation*}
\|u\|_{X^{s, b}(T)}=\inf \left\{\|v\|_{X^{s, b}}, \quad v \equiv u \text { on }[-T, T]\right\} . \tag{61}
\end{equation*}
$$

Next we collect some linear estimates in the space $X^{s, b}$.
Lemma 6.4. The following properties hold:
(i) ( $X^{s, b}$ as a resolution space) If $u \in X^{s, b}$ for some $s \in \mathbb{R}$ and $b>\frac{1}{2}$, then $u \in C\left(\mathbb{R} ; H^{s}(\mathbb{T})\right)$ and $\|u\|_{L_{t}^{\infty} H^{s}} \lesssim\|u\|_{X^{s, b}}$.
(ii) (Time localization) For any $T \in(0 ; 1]$ and $s \in \mathbb{R},-\frac{1}{2}<b^{\prime} \leq b<\frac{1}{2}$, it holds $\|u\|_{X^{s, b^{\prime}}(T)} \lesssim$ $T^{b-b^{\prime}}\|u\|_{X^{s, b}(T)}$.
(iii) (Linear estimate) It holds $\left\|e^{i t\left(-\partial_{x}^{2}+V *\right)} u_{0}\right\|_{X^{s, b}(T)} \lesssim\langle T\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}$ uniformly in $T>0$, for any $s \in \mathbb{R}$ and $b>\frac{1}{2}$.
(iv) (Energy estimate) For any $s \in \mathbb{R}$ and $b>\frac{1}{2}$ it holds

$$
\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right)\left(-\partial_{x}^{2}+V *\right)} F\left(t^{\prime}\right) d t^{\prime}\right\|_{X^{s, b}(T)} \lesssim\langle T\rangle^{2}\|F\|_{X^{s, b-1}}
$$

uniformly in $T>0$.
(v) ( $L^{4}$ Strichartz estimate) It holds $\|u\|_{L_{t, x}^{4}} \lesssim\|u\|_{X^{0, \frac{3}{8}+}}$.
(vi) (Equivalence of norms) For any $s, b \in \mathbb{R}$, there exists $C\left(\|V\|_{L^{2}}\right) \geq 1$ such that it holds $\frac{1}{C}\|u\|_{X_{-\partial_{x}^{2}}^{s, b}} \leq\|u\|_{X_{-\partial_{x}^{2}+V *}^{s, b}} \leq C\|u\|_{X_{-\partial_{x}^{2}}^{s, b}}$ for any $u \in X_{-\partial_{x}^{2}+V *}^{s, b}$.

The general properties (i), (ii), and (v) of $X^{s, b}$ spaces in Lemma 6.4 in the case $V=0$ are standard, and we refer to [Tao06] and [ET16]. See Appendix A for the modifications in the case $V \neq 0$. Note however that the estimates (iii) and (iv), due to the factors $\langle T\rangle^{\frac{1}{2}}$ and $\langle T\rangle^{\frac{3}{2}}$, are somewhat less standard; see also Remark 6.6 below and Appendix A for the proofs. In the case $V=0$, the Strichartz estimate (v) is due to Bourgain [Bou93]. The last estimate (vi) shows that $X^{s, b}$ norms with respect to $V=0$ or $V \neq 0$ are equivalent, which in particular implies properties (i), (ii), and (v) for the case $V \neq 0$ from the classical case $V=0$. Let us also emphasize that in order to close the fixed point argument, one needs to get a small factor of $T$. In this perspective, (ii) is used for the large data local theory, whereas (iv) when $T>1$ is more suited for the small data theory.

As a consequence of the estimates in Lemma 6.4, we then have the following small ${ }^{11}$ data local well-posedness result for (NLS*).

[^10]Lemma 6.5. Let $s>\frac{1}{4}$. Then for any $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq 1$, letting $\delta \sim\left\|u_{0}\right\|_{H^{-\frac{8}{7}}}$, there exists a unique mild solution $u \in X^{s, \frac{1}{2}+}(\delta)$ to $\left(\mathrm{NLS}^{*}\right)$ on $[-\delta, \delta] \times \mathbb{T}$ with $u(0)=u_{0}$, which satisfies

$$
\begin{equation*}
\|u\|_{X^{s, \frac{1}{2}+\epsilon}(t)} \lesssim\langle t\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}} \tag{62}
\end{equation*}
$$

for any $0 \leq t \leq \delta$.

## Remark 6.6.

(i) The point in the previous lemma is the dependence of the local time $\delta$ on $\left\|u_{0}\right\|_{H^{s}}$. Note that the estimates (iii) and (iv) in Lemma 6.4 are somehow non-standard, since at scaling subcritical regularity one is usually concerned with local well-posedness for large initial data, for which the local time in the fixed point argument is taken to be $\delta \leq 1$. Here we have a time of existence $\delta \sim\left\|u_{0}\right\|_{H^{s}}^{-\frac{8}{7}} \geq 1$, which is crucial to get the growth estimate (58) needed to control the high modes in the proof of Theorem 1.3.
(ii) Note also that on the local time of existence, we can only get the local estimate (62) with a loss of the factor $\langle t\rangle^{\frac{1}{2}}$ due to the linear estimate (iii) in Lemma 6.4, which is sharp. This is different from what happens at higher regularity $\left(s>\frac{d}{2}\right)$ where one can perform a fixed point argument directly in $C\left([-\delta ; \delta] ; H^{s}(\mathbb{T})\right)$ without having to use $X^{s, b}$ spaces, which in particular provides a longer local time $\delta \sim\left\|u_{0}\right\|_{H^{s}}^{-4}$ and an estimate $\|u\|_{L_{\delta}^{\infty} H^{s}} \lesssim\left\|u_{0}\right\|_{H^{s}}$. In particular, (68) only provides stability of Fourier modes $\left|\left|u_{k}(t)\right|^{2}-\left|u_{k}(0)\right|^{2}\right| \ll\left\|u_{0}\right\|_{H^{s}}^{2}$ up to time $O(1)$ instead of times $O\left(\left\|u_{0}\right\|_{H^{s}}^{-4}\right)$ compared to the local well-posedness theory at regularity $s>\frac{d}{2}$. This loss of $\langle t\rangle^{\frac{1}{2}}$ may be avoided by using refined versions of $X^{s, b}$ spaces ( $U^{2} / V^{2}$ type spaces) used in the Cauchy theory at scaling critical regularity, but we do not pursue this refinement here, as (59) suffices for our purpose.

Proof of Lemma 6.5. Note that here we do no try to cover the best possible range for the regularity of the initial data, namely $s>0$, since we will be restricted to the range $s>\frac{2}{5}$ by the globalization argument. The proof would follow from a straightforward adaptation of Bourgain's argument [Bou93]; see also [ET16]. Let $\delta>0$ and $R \sim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}$, and let $B(R)$ be the ball of radius $R$ in $X^{s, \frac{1}{2}+}(\delta)$. Setting

$$
\Gamma: u \in B(R) \mapsto e^{i t\left(-\partial_{x}^{2}+V *\right)} u_{0}-i \sigma \int_{0}^{t} e^{i\left(t-t^{\prime}\right)\left(-\partial_{x}^{2}+V *\right)}\left(|u|^{4} u\right)\left(t^{\prime}\right) d t^{\prime}
$$

we will prove that $\Gamma$ is a contraction on $B(R)$ for $\delta$ appropriately chosen. Let then $u \in B(R)$, and take $v$ to be an extension of $u$ such that $\|v\|_{X^{s, \frac{1}{2}+}} \leq 2\|u\|_{X^{s, \frac{1}{2}+}(\delta)}$. First, using Cauchy-Schwartz inequality, we have the Sobolev type estimate

$$
\|v\|_{L_{t, x}^{\infty}} \leq\left\|\hat{v}_{k}(\tau)\right\|_{L_{\tau}^{1} L^{1}(d k)_{\lambda}} \leq\left\|\left\langle\tau-k^{2}\right\rangle^{-\frac{1}{2}-}\langle k\rangle^{-\frac{1}{2}-}\right\|_{L_{\tau}^{2} \ell^{2}(d k)_{\lambda}}\|v\|_{X^{\frac{1}{2}+, \frac{1}{2}+}} \lesssim\|v\|_{X^{\frac{1}{2}+, \frac{1}{2}+}}
$$

Interpolating this estimate with the $L^{4}$-Strichartz estimate of Lemma $6.4(\mathrm{v})$, we get

$$
\begin{equation*}
\|v\|_{L_{t, x}^{8}} \lesssim\|v\|_{X^{\frac{1}{4}+, \frac{7}{16}+}} \tag{63}
\end{equation*}
$$

Then, we first use Lemma 6.4 (iii) and (vi) to estimate

$$
\|\Gamma u\|_{X^{s, \frac{1}{2}+}(\delta)} \lesssim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}+\langle\delta\rangle^{2}\left\||v|^{4} v\right\|_{X^{s,-\frac{1}{2}+}}
$$

Next, using the dual version of the $L^{4}$ Strichartz estimate of Lemma $6.4(\mathrm{v})$, we can continue with

$$
\lesssim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}+\langle\delta\rangle^{2}\left\||v|^{4} v\right\|_{L_{t}^{\frac{4}{3}} W^{s, \frac{4}{3}}}
$$

Now, by the fractional Leibniz rule (see e.g. [ET16, Lemma 1.11]), it holds

$$
\left\||v|^{4} v\right\|_{L_{t}^{\frac{4}{3}} W^{s, \frac{4}{3}}} \lesssim\| \| v\left\|_{W_{x}^{s, 4}}\right\||v|^{4}\left\|_{L_{x}^{2}}\right\|_{L_{t}^{\frac{4}{3}}} \lesssim\|v\|_{L_{t}^{4} W^{s, 4}}\|v\|_{L_{t, x}^{8}}^{4}
$$

where the second step follows from Hölder's inequality. Using now (63), we finally get

$$
\|\Gamma u\|_{X^{s, \frac{1}{2}+}(\delta)} \lesssim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}+\langle\delta\rangle^{2}\|v\|_{X^{s, \frac{1}{2}+}}^{5} \lesssim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}+\langle\delta\rangle^{2}\|u\|_{X^{s, \frac{1}{2}+}(\delta)}^{5}
$$

Therefore, with $R \sim\langle\delta\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}$, we get that $\Gamma$ maps $B(R)$ to $B(R)$ provided that $\delta \sim\left\|u_{0}\right\|_{H^{s}}^{-1}$ in case $\left\|u_{0}\right\|_{H^{s}} \leq 1$. The contraction property follows from similar estimate. This proves (62).
6.2.2. Rescaling. In order to implement the $I$-method to globalize the local solution provided by Lemma 6.5 , recall that for $N \gg 1$ to be chosen later, the $I$ operator is defined as the Fourier multiplier with symbol $m(k)=m_{s}\left(N^{-1} k\right)$ for some smooth even function $m_{s}$ which equals 1 on $[0,1]$ and behaves like $\langle k\rangle^{s-1}$ for $|k| \geq 1$. In particular, for $u_{0} \in H^{s}(\mathbb{T})$, we have $I_{N} u_{0} \in H^{1}(\mathbb{T})$ and it holds

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{s}} \lesssim\left\|I_{N} u_{0}\right\|_{H^{1}} \lesssim N^{1-s}\left\|u_{0}\right\|_{H^{s}} \tag{64}
\end{equation*}
$$

However, as we mentioned above, in order to benefit from the improved bilinear Strichartz estimate and get a better decay of the modified energy $E\left(I_{N} u\right)$, we will use a rescaling procedure. Indeed, recall that $\left(\mathrm{NLS}^{*}\right)$ has the following scaling property : $u(t, x)$ solves $\left(\mathrm{NLS}^{*}\right)$ on $[-T, T] \times \mathbb{T}$ if and only if

$$
u_{\lambda}(t, x)=\lambda^{-\frac{1}{2}} u\left(\lambda^{-2} t, \lambda^{-1} x\right)
$$

is a solution of

$$
\begin{equation*}
i \partial_{t} u_{\lambda}=-\partial_{x}^{2} u_{\lambda}+V_{\lambda} * u_{\lambda}+\sigma\left|u_{\lambda}\right|^{4} u_{\lambda} \tag{65}
\end{equation*}
$$

on $\left[-\lambda^{2} T, \lambda^{2} T\right] \times \mathbb{T}_{\lambda}$, where $\mathbb{T}_{\lambda}=\mathbb{R} /(2 \pi \lambda) \mathbb{Z}$ and

$$
\begin{equation*}
V_{\lambda}(x)=\lambda^{-3} V\left(\lambda^{-1} x\right), \quad x \in(-\pi \lambda, \pi \lambda) \tag{66}
\end{equation*}
$$

Following [CKSTT03, dSPST07, LWX11], let us then recall some properties of $\lambda$-periodic functions. Define $(d k)_{\lambda}$ to be the normalized counting measure on $\frac{1}{\lambda} \mathbb{Z}$ :

$$
\int a(k)(d k)_{\lambda}=\frac{1}{\lambda} \sum_{k \in \frac{1}{\lambda} \mathbb{Z}} a(k)
$$

We define the Fourier transform of $u \in L^{1}([0,2 \pi \lambda])$ by

$$
\hat{u}(k)=\int_{0}^{2 \pi \lambda} e^{-i k x} u(x) d x
$$

Fourier inversion formula reads

$$
u(x)=\int e^{i k x} \hat{u}(k)(d k)_{\lambda}
$$

and the following identities are true:
(1) $\|u\|_{L^{2}([0,2 \pi \lambda])}=\|\hat{u}\|_{L^{2}\left((d k)_{\lambda}\right)}$, (Plancherel)
(2) $\int_{0}^{2 \pi \lambda} u(x) \bar{v}(x) d x=\int \hat{u}(k) \overline{\hat{v}}(k)(d k)_{\lambda},($ Parseval $)$
(3) $\widehat{u v}(k)=\hat{u} \star_{\lambda} \hat{v}(k)=\int \hat{u}\left(k-k_{1}\right) \hat{v}\left(k_{1}\right)\left(d k_{1}\right)_{\lambda}$,

The Sobolev space of $\lambda$-periodic functions is $H_{\lambda}^{s}=H^{s}([0,2 \pi \lambda])$ defined by the norm

$$
\|u\|_{H_{\lambda}^{s}}=\left\|\langle k\rangle^{s} \hat{u}(k)\right\|_{L^{2}\left((d k)_{\lambda}\right)} .
$$

We also denote by $X_{\lambda}^{s, b}=X^{s, b}\left(\mathbb{T}_{\lambda} \times \mathbb{R}\right)$ the Bourgain type space of space-time functions $\lambda$-periodic in $x$ endowed with

$$
\|u\|_{X_{\lambda}^{s, b}}=\left\|\langle k\rangle^{s}\left\langle\tau-k^{2}\right\rangle^{b} \hat{u}_{k}(\tau)\right\|_{L_{\tau}^{2} L_{(d k)}^{2}},
$$

where as above $\hat{u}_{k}(\tau)$ is the space-time Fourier transform. Then (64) implies

$$
\begin{equation*}
\left\|u_{\lambda}(0)\right\|_{H_{\lambda}^{s}} \lesssim\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}} \lesssim N^{1-s}\left\|u_{\lambda}(0)\right\|_{H_{\lambda}^{s}} \lesssim N^{1-s} \lambda^{-s}\left\|u_{0}\right\|_{H^{s}} \tag{67}
\end{equation*}
$$

Before starting to get long-time bounds on $I_{N} u_{\lambda}$, we recast the local estimate (62) in terms of $I_{N} u_{\lambda}$.
Lemma 6.7. Let $V \in L^{2}(\mathbb{T}), \lambda \geq 1, s>\frac{1}{4}$ and $u_{\lambda}(0) \in H^{s}\left(\mathbb{T}_{\lambda}\right)$. Then for

$$
\delta \sim_{\|V\|_{L^{2}}}\left\langle\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}}\right\rangle^{-8-}
$$

it holds

$$
\begin{equation*}
\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}(\delta)} \lesssim\|V\|_{L^{2}}\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}} . \tag{68}
\end{equation*}
$$

Proof. Again, we do not try to cover the whole range of regularity $s>0$ where local well-posedness of $\left(\mathrm{NLS}^{*}\right)$ holds. The proof of (68) relies on the fact that, since $u_{\lambda}$ solves (65), $I_{N} u_{\lambda}$ solves

$$
\begin{equation*}
i \partial_{t} I_{N} u_{\lambda}=-\partial_{x}^{2} I_{N} u_{\lambda}+V_{\lambda} *\left(I_{N} u_{\lambda}\right)+\sigma I_{N}\left(\left|u_{\lambda}\right|^{4} u_{\lambda}\right) \tag{69}
\end{equation*}
$$

with initial data $I_{N} u_{\lambda}(0) \in H^{1}\left(\mathbb{T}_{\lambda}\right)$. Thus, we will use estimates similar to that in the proof of Lemma 6.5. Note that the estimates (i)-(iv) of Lemma 6.4 are unchanged for $\lambda$-periodic functions, uniformly in $\lambda \geq 1$. This is also the case for Lemma 6.4 (v) (see for example [dSPST07] or Appendix A below), which will be enough for our purpose as mentioned above. Indeed, note first that we have the Sobolev type inequality

$$
\|u\|_{L_{t, x}^{\infty}} \leq\left\|\hat{u}_{k}(\tau)\right\|_{L_{\tau}^{1} L_{(d k) \lambda}^{1}} \leq\left\|\langle k\rangle^{-\frac{1}{2}+}\left\langle\tau-k^{2}\right\rangle^{-\frac{1}{2}+}\right\|_{L_{\tau}^{2} L_{(d k)}^{2}}\|u\|_{X_{\lambda}^{\frac{1}{2}+, \frac{1}{2}+}} .
$$

Interpolating this bound with the $L^{4}$ Strichartz estimate of Lemma 6.4 (v) gives

$$
\left\|u_{\lambda}\right\|_{L_{\delta, x}^{8}} \lesssim\left\|u_{\lambda}\right\|_{X_{\lambda}^{\frac{1}{4}+, \frac{7}{16}+}{ }_{(\delta)}}
$$

for any $\delta>0$. Together with Lemma 6.4, duality, Hölder's inequality and the fractional Leibniz rule, this yields again (note that $\delta \leq 1$ now)

$$
\begin{align*}
\left\|\left|u_{\lambda}\right|^{4} u_{\lambda}\right\|_{X_{\lambda}^{s,-\frac{1}{2}+}(\delta)} & \lesssim \delta^{\frac{1}{8}-}\left\|\left|u_{\lambda}\right|^{4} u_{\lambda}\right\|_{X_{\lambda}^{s,-\frac{3}{8}-}(\delta)} \lesssim \delta^{\frac{1}{8}-}\left\|\left|u_{\lambda}\right|^{4} u_{\lambda}\right\|_{L_{\delta}^{\frac{4}{3}} W^{s, \frac{4}{3}}} \\
& \lesssim \delta^{\frac{1}{8}-}\left\|u_{\lambda}\right\|_{L_{\delta, x}^{4}}\|u\|_{L_{\delta, x}^{8}}^{4} \lesssim \delta^{\frac{1}{8}-}\left\|u_{\lambda}\right\|_{X_{\lambda}^{s, \frac{3}{8}+}(\delta)}\|u\|_{X_{\lambda}^{\frac{1}{4}+, \frac{7}{16}+}{ }_{(\delta)}^{4}}^{4}  \tag{70}\\
& \lesssim \delta^{\frac{1}{2}-}\left\|u_{\lambda}\right\|_{X_{\lambda}^{s, \frac{1}{2}+}{ }_{(\delta)}}^{5} \tag{71}
\end{align*}
$$

for $s>\frac{1}{4}$.
Now, from the mild formulation of (69) and Lemma 6.4, we have

$$
\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}(\delta)} \lesssim\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}}+\left\|I_{N}\left(\left|u_{\lambda}\right|^{4} u_{\lambda}\right)\right\|_{X_{\lambda}^{1,-\frac{1}{2}+}(\delta)} .
$$

Setting

$$
U(t, x)=\int_{\mathbb{R}} \int e^{i(t \tau+k x)} m(k)\langle k\rangle^{1-s}\left|\hat{u}_{k}(\tau)\right|(d k)_{\lambda} d \tau
$$

we can estimate the last term above by

$$
\left\|I_{N}\left(\left|u_{\lambda}\right|^{4} u_{\lambda}\right)\right\|_{X_{\lambda}^{1,-\frac{1}{2}+}(\delta)} \leq\left\|M_{5}(U)\right\|_{X_{\lambda}^{s,-\frac{1}{2}+}(\delta)}
$$

where the multilinear operator is

$$
\widehat{M_{5}(U)_{k}}(\tau)=\int_{\tau_{1}+\cdots+\tau_{5}=\tau} \int_{k_{1}+\cdots+k_{5}=k} \frac{m_{N}(k)\langle k\rangle^{1-s}}{\prod_{j=1}^{5} m_{N}\left(k_{j}\right)\left\langle k_{j}\right\rangle^{1-s}} \prod_{j=1}^{5} \widehat{U_{k_{j}}}\left(\tau_{j}\right)\left(d k_{j}\right)_{\lambda} d \tau_{j}
$$

But since

$$
m_{N}(k)\langle k\rangle^{1-s} \sim\left\{\begin{array}{l}
\langle k\rangle^{1-s}, \quad|k| \lesssim N \\
N^{1-s}, \quad|k| \gg N
\end{array}\right.
$$

in particular

$$
m_{N}\left(k_{1}+\cdots+k_{5}\right)\left\langle k_{1}+\cdots+k_{5}\right\rangle^{1-s} \lesssim \sum_{j=1}^{5} m_{N}\left(k_{j}\right)\left\langle k_{j}\right\rangle^{1-s}
$$

and thus the symbol of $M_{5}$ is bounded uniformly in $\lambda, N$. Together with (70), this yields

$$
\begin{aligned}
\left\|I_{N}\left(\left|u_{\lambda}\right|^{4} u_{\lambda}\right)\right\|_{X_{\lambda}^{1,-\frac{1}{2}+}{ }_{(\delta)}} & \lesssim\left\|M_{5}(U)\right\|_{X_{\lambda}^{s, \frac{1}{2}+}{ }_{(\delta)}} \lesssim\left\||U|^{4} U\right\|_{X_{\lambda}^{s,-\frac{1}{2}+}(\delta)} \\
& \lesssim \delta^{\frac{1}{2}-}\|U\|_{X_{\lambda}^{s, \frac{1}{2}+}(\delta)}^{5}=\delta^{\frac{1}{2}-}\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}{ }_{(\delta)}}^{5}
\end{aligned}
$$

All in all, we get

$$
\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}(\delta)} \lesssim\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}}+\delta^{\frac{1}{2}-}\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}(\delta)}^{5} .
$$

Thus (68) follows from the previous estimate with our choice of $\delta$ as in the proof of Lemma 6.5.
6.2.3. Modified energy and globalization. Now we set up the $I$-method for rescaled functions. Let $T \gg 1$ be a target time of existence, and $N=N(T) \gg 1$ to be chosen later. Note that it is enough to consider the case $T \geq\left\|u_{0}\right\|_{H^{s}}^{-1}$, the other case being dealt with by the local theory (Lemma 6.5). Then in view of (67), we take

$$
\lambda \sim N^{\frac{1-s}{s}}\left\|u_{0}\right\|_{H^{s}}^{\frac{1}{s}}
$$

so that $\left\|I_{N} u_{\lambda}(0)\right\|_{H^{1}} \sim 1$, and thus (68) holds with $\delta \sim 1$ by Lemma 6.7. From now on, we drop the subscript $\lambda$.

The "first generation" $I$-method then corresponds to the use of the modified energy

$$
E_{1}(u)=E\left(I_{N} u\right)=\frac{1}{2}\left\|\partial_{x} I_{N} u\right\|_{L^{2}}^{2}+\frac{\gamma}{2}\left\|I_{N} u\right\|_{L^{2}}^{2}+\frac{1}{2} \int_{\mathbb{T}_{\lambda}} V_{\lambda} * I_{N} u \cdot \overline{I_{N} u} d x+\frac{\sigma}{6}\left\|I_{N} u\right\|_{L^{6}}^{6} .
$$

Here the mass $\gamma>0$ is chosen such that $\gamma>\sup _{k}\left|V_{k}\right|$, which ensures that

$$
\tilde{\omega_{k}}:=\omega_{k}+\gamma \geq c>0
$$

and so that $E_{1}$ controls $\|\cdot\|_{H^{1}}^{2}$. To estimate the time variations of the modified energy, let us recall some notations on multilinear forms from [CKSTT03, dSPST07b, LWX11]. For $n \in \mathbb{N}$, $\Gamma_{n} \subset\left(\lambda^{-1} \mathbb{Z}\right)^{n}$ denotes the space

$$
\Gamma_{n}:=\left\{\left(k_{1}, \ldots, k_{n}\right) \in\left(\lambda^{-1} \mathbb{Z}\right)^{n}, \quad k_{1}+\ldots+k_{n}=0\right\}
$$

For a smooth $M_{n}: \Gamma_{n} \rightarrow \mathbb{C}$, we define the $n$-linear functional

$$
\Lambda_{n}\left(M_{n} ; u_{1}, \ldots, u_{n}\right):=\int_{\Gamma_{n}} M_{n}\left(k_{1}, \ldots, k_{n}\right) \prod_{j=1}^{n} \hat{u}_{j}\left(k_{j}\right)\left(d k_{j}\right)_{\lambda}
$$

and for $n$ even we simply write

$$
\Lambda_{n}\left(M_{n} ; u\right):=\Lambda_{n}\left(M_{n} ; u, \bar{u}, \ldots, u, \bar{u}\right) .
$$

Then

$$
E_{1}(u)=E\left(I_{N} u\right)=\Lambda_{2}\left(\sigma_{2}^{V} ; u\right)+\Lambda_{6}\left(\sigma_{6} ; u\right)
$$

where, as in [LWX11], $\sigma_{6}=\frac{1}{6} m_{N}\left(k_{1}\right) \cdots m_{N}\left(k_{6}\right)$, and

$$
\sigma_{2}^{V}=\frac{1}{4} m_{N}\left(k_{1}\right) m_{N}\left(k_{2}\right)\left(\tilde{\omega}_{k_{1}}+\tilde{\omega_{k_{2}}}\right) .
$$

Recall that $\tilde{\omega_{k}}$ are the eigenvalues of $-\partial_{x}^{2}+\gamma+V *$. In particular, $\sigma_{2}^{V}=\sigma_{2}=-\frac{1}{2} m_{N}\left(k_{1}\right) m_{N}\left(k_{2}\right) k_{1} k_{2}$ as in [LWX11] when $V=0$.

Similarly to the computation (3.35) in [LWX11], using (65), we have that for any symbol $M_{n}$,

$$
\frac{d}{d t} \Lambda_{n}\left(M_{n}\right)=\Lambda_{n}\left(M_{n} \alpha_{n}^{V}\right)+i \sigma \Lambda_{n+4}\left(\sum_{j=1}^{n}(-1)^{j} X_{j}\left(M_{n}\right)\right),
$$

where in our case

$$
\begin{equation*}
\alpha_{n}^{V}=i \sum_{j=1}^{n}(-1)^{j} \tilde{\omega}_{k_{j}} \tag{72}
\end{equation*}
$$

and as in [LWX11]

$$
X_{j}\left(M_{n}\right)=M_{n}\left(k_{1}, \ldots, k_{j-1}, k_{j}+\cdots+k_{j+4}, k_{j+5}, \ldots, k_{n+4}\right)
$$

Since $\alpha_{2}^{V}=0$ on $\Gamma_{2}$ (recall that $V$ is real-valued), this yields

$$
\frac{d}{d t} E_{1}(u)=\Lambda_{6}\left(M_{6}^{V} ; u\right)+\sigma \Lambda_{10}\left(M_{10}^{V} ; u\right)
$$

with

$$
\begin{equation*}
M_{6}^{V}=\frac{1}{6} \sum_{j=1}^{6}(-1)^{j+1} m\left(k_{j}\right)^{2} \tilde{\omega}_{k_{j}}+\sigma_{6} \alpha_{6}^{V}=M_{6}^{V, 1}+M_{6}^{V, 2} \tag{73}
\end{equation*}
$$

and

$$
M_{10}^{V}=\sum_{j=1}^{6}(-1)^{j} X_{j}\left(\sigma_{6}^{V}\right)
$$

To treat the main term $\Lambda_{6}\left(M_{6}^{V}\right)$, we follow [LWX11] and make the non-resonant/resonant decomposition $\widetilde{M_{6}^{V}}=\mathbf{1}_{\Omega} M_{6}^{V, 1}+\mathbf{1}_{\Upsilon} M_{6}^{V, 2}$ and $\overline{M_{6}^{V}}=M_{6}^{V}-\widetilde{M_{6}^{V}}$. Here the sets of frequencies $\Omega, \Upsilon \subset \Gamma_{6}$ are the same as in [LWX11], namely

$$
\begin{equation*}
\Upsilon=\left\{\left(k_{1}, \ldots, k_{6}\right) \in \Gamma_{6}, \quad\left|k_{1}\right| \geq\left|k_{3}\right| \geq\left|k_{5}\right|, \quad\left|k_{2}\right| \geq\left|k_{4}\right| \geq\left|k_{6}\right|, \quad\left|k_{1}\right| \geq\left|k_{2}\right|, \quad\left|k_{1}^{*}\right| \sim\left|k_{2}^{*}\right| \gg N\right\} \tag{74}
\end{equation*}
$$

$$
\begin{equation*}
\Omega_{4}=\left\{\left(k_{1}, \ldots, k_{6}\right) \in \Upsilon, \quad\left|k_{1}\right| \sim\left|k_{6}\right| \gg\left|k_{3}\right|, \quad\left(| | k_{1}\left|-\left|k_{2}\right|\right| \ll\left|k_{1}\right| \text { or } k_{2} k_{4}>0, \quad k_{2} k_{6}>0\right)\right\} \tag{78}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{5}=\left\{\left(k_{1}, \ldots, k_{6}\right) \in \Upsilon, \quad\left|k_{1}\right| \sim\left|k_{2}\right| \gtrsim N \gg\left|k_{3}^{*}\right|, \quad\left|\tilde{\omega}_{k_{1}}-{\tilde{k_{k}}}\right| \gg\left|\sum_{j=3}^{6}(-1)^{j+1} \omega_{k_{j}}\right|\right\}, \tag{79}
\end{equation*}
$$

and $\Omega=\cup_{j=1}^{5} \Omega_{j}$, where $\left|k_{1}^{*}\right| \geq \ldots \geq\left|k_{6}^{*}\right|$ denotes the decreasing rearrangement of $\left(k_{1}, \ldots, k_{6}\right)$.
With the decomposition above, the "second generation" $I$-method consists then in using the modified energy

$$
E_{2}(u)=E\left(I_{N} u\right)-\Lambda_{6}\left(\frac{\widetilde{M_{6}^{V}}}{\alpha_{6}^{V}}\right)
$$

Indeed, from the conservation of the $L^{2}$-norm and (67) it holds

$$
\begin{align*}
\|u(t)\|_{H^{s}} & \lesssim\|u(0)\|_{L^{2}}+\left\|\partial_{x} I_{N} u\right\|_{L^{2}} \lesssim\|u(0)\|_{H^{s}}+E_{1}(u(t))^{\frac{1}{2}} \\
& \lesssim\|u(0)\|_{H^{s}}+E_{2}(u(t))^{\frac{1}{2}}+N^{0-} E_{2}(u(t))^{3}, \tag{80}
\end{align*}
$$

where the second estimate follows from the positivity of $E$ in the defocusing case and the GagliardoNirenberg inequality with the smallness assumption on $\left\|u_{0}\right\|_{H^{s}}$ in the focusing case, and the last estimate is a direct consequence of the following lemma, which is the exact analogue of [LWX11, Lemma 3.3] (see Appendix B for a proof).
Lemma 6.8. The following estimate holds for any $\frac{1}{3}<s<1$ and $t>0:\left|\Lambda_{6}\left(\frac{\widetilde{M_{6}^{V}}}{\alpha_{6}^{6}} ; u(t)\right)\right| \lesssim$ $N^{2(s-1)}\left\|I_{N} u(t)\right\|_{H^{1}}^{6}$.

Thus, (80) implies that it is enough to prove the almost conservation of $E_{2}$ in order to globalize the solution provided by Lemma 6.5.

Now, with the previous computations and the fundamental theorem of calculus we have

$$
\begin{equation*}
E_{2}(u(t))=E_{2}(u(0))+\int_{0}^{t}\left\{i \Lambda_{6}\left({\overline{M_{6}}}^{V}\right)+i \Lambda_{10}\left({\overline{M_{10}}}^{V}\right)\right\} d t^{\prime} \tag{81}
\end{equation*}
$$

with

$$
{\overline{M_{10}}}^{V}=M_{10}^{V}+\sum_{j=1}^{6}(-1)^{j} X_{j}\left(\frac{\widetilde{M}_{6}{ }^{V}}{\alpha_{6}^{V}}\right) .
$$

Then we can estimate the terms above similarly as in [LWX11, Proposition 3.2 \& 3.3].
Lemma 6.9. For any $\frac{2}{5}<s \leq \frac{1}{2}$ and $\delta \in(0,1)$, the following estimates hold uniformly in $\lambda, N$ :
(i) $\left|\int_{0}^{\delta} \Lambda_{6}\left({\overline{M_{6}}}^{V}\right) d t\right| \lesssim N^{-3} \lambda^{0+}\left\|I_{N} u\right\|_{X^{1, \frac{1}{2}+}(\delta)}^{6}$;
(ii) $\left|\int_{0}^{\delta} \Lambda_{10}\left({\overline{M_{10}}}^{V}\right) d t\right| \lesssim N^{-3} \lambda^{0+}\left\|I_{N} u\right\|_{X^{1, \frac{1}{2}+}(\delta)}^{10}$.

We also postpone the proof of Lemma 6.9 to Appendix B and conclude the proof of Proposition 6.1. Indeed, from (80), and (81) with Lemma 6.14 and 6.9, we get that there exists a constant $C(V)>0$ such that for ${ }^{12}$ any $t \in[0,1]$,

$$
\left\|I_{N} u(t)\right\|_{H^{1}}^{2} \lesssim E_{2}(u(t))=E_{2}(u(0))+O\left(N^{-3} \lambda^{0+}\right) .
$$

We can iterate this bound for $t \in\left[0 ; \lambda^{2} T\right]$ as long as $\left\|I_{N} u(t)\right\|_{H^{1}} \lesssim 1$. Thus, after $\lambda^{2} T$ iterations we get

$$
\left\|I_{N} u(t)\right\|_{H^{1}}^{2} \lesssim E_{2}(u(t))=E_{2}(u(0))+O\left(T N^{-3} \lambda^{2+}\right), \quad|t| \leq \lambda^{2} T .
$$

Since $\lambda \sim N^{\frac{1-s}{s}}\left\|u_{0}\right\|_{H^{s}}^{\frac{1}{s}}$ and $s>\frac{2}{5}$, by setting

$$
\alpha(s)=3-2 \frac{1-s}{s}>0
$$

and ${ }^{13}$

$$
N=\max \left(T^{\frac{1}{\alpha(s)}}\left\|u_{0}\right\|_{H^{\frac{2}{s(s)}}}^{\frac{2}{s(s)}},\left\|u_{0}\right\|_{H^{-1-s}}^{-\frac{1}{1-s}}\right),
$$

we obtain that $I_{N} u$ can be extended as a solution on $\left[-\lambda^{2} T ; \lambda^{2} T\right] \times \mathbb{T}_{\lambda}$ which satisfies

$$
\begin{equation*}
\left\|I_{N} u\right\|_{L^{2} T}^{\infty} H_{\lambda}^{1} \lesssim 1 \tag{82}
\end{equation*}
$$

Reversing the scaling, this shows that the local solution $u$ to (NLS*) provided by Lemma 6.5 can be extended on $[-T ; T] \times \mathbb{T}$, thus proving global well-posedness and the estimate

$$
\|u\|_{L_{T}^{\infty} H^{s}} \lesssim \lambda^{s}\left\|u_{\lambda}\right\|_{L_{\lambda^{2} T}^{\infty} H_{\lambda}^{s}} \lesssim \lambda^{s}\left\|I_{N} u_{\lambda}\right\|_{L_{\lambda^{2} T}^{\infty} H_{\lambda}^{1}} \lesssim \lambda^{s} \sim N^{1-s}\left\|u_{0}\right\|_{H^{s}} \sim C\left(T,\left\|u_{0}\right\|_{H^{s}}\right)\left\|u_{0}\right\|_{H^{s}}
$$

with

$$
C\left(T,\left\|u_{0}\right\|_{H^{s}}\right) \sim\left\{\begin{array}{l}
\langle t\rangle^{\frac{1}{2}}, \quad|t| \lesssim\left\|u_{0}\right\|_{H^{s}}^{-1} ; \\
\left\|u_{0}\right\|_{H^{s}}^{-1}, \quad\left\|u_{0}\right\|_{H^{s}}^{-1} \lesssim|t| \lesssim\left\|u_{0}\right\|_{H^{-}}^{-\frac{2}{s}-\frac{\alpha(s)}{1-s}-} \\
|t|^{\frac{1-(s)}{\alpha(s)}}\left\|u_{0}\right\|_{H^{s}}^{\frac{2(1-s)}{s \alpha(s)}}, \quad|t| \gtrsim\left\|u_{0}\right\|_{H^{s}}^{-\frac{2}{s}-\frac{\alpha(s)}{1-s}-} .
\end{array}\right.
$$

This proves (57).

[^11]6.3. Proof of Proposition 6.3. We now move on to the proof of the global well-posedness for (NLS). We keep the same notations as for Proposition 6.1, except that now the Bourgain type space $X_{-\partial_{x}^{2}+W}^{s, b}$ is defined with respect to the eigenvalues $\lambda_{k}$ and eigenfunctions $f_{k}$ of the Sturm-Liouville operator $-\partial_{x}^{2}+W$ for an even potential $W \in L^{2}(\mathbb{T} ; \mathbb{R})$ (see Proposition 1.6):
\[

$$
\begin{equation*}
\|u\|_{X_{-\partial_{x}^{2}+W}^{s, b}}=\left\|\left\langle\lambda_{k}\right\rangle^{\frac{s}{2}}\left\langle\tau-\lambda_{k}\right\rangle^{b}\left\langle\hat{u}(\tau, \cdot), f_{k}\right\rangle_{L^{2}}\right\|_{L_{\tau}^{2} \ell_{k}^{2}} \tag{83}
\end{equation*}
$$

\]

where now $\hat{u}$ is only the temporal Fourier transform of $u$, and the coefficients $\left\langle u, f_{k}\right\rangle_{L^{2}}$ now play the role of the Fourier coefficients.

In the rest of this subsection, however, we will keep the subscript $-\partial_{x}^{2}+W$, and simply write $X^{s, b}$ (without subscript) when $W=0$. The time-localized version is defined as in (61), and we have the same linear estimates as in Lemma 6.4.

Lemma 6.10. The following properties hold:
(i) $\left(X_{-\partial_{x}^{2}+W}^{s, b}\right.$ as a resolution space) If $u \in X_{-\partial_{x}^{2}+W}^{s, b}$ for some $s \in \mathbb{R}$ and $b>\frac{1}{2}$, then $u \in$ $C\left(\mathbb{R} ; H^{s}(\mathbb{T})\right)$ and $\|u\|_{L_{t}^{\infty} H^{s}} \lesssim\|u\|_{X_{-\partial_{x}^{2}+W}^{s, b}}$.
(ii) (Time localization) For any $T \in(0 ; 1]$ and $s \in \mathbb{R},-\frac{1}{2}<b^{\prime} \leq b<\frac{1}{2}$, it holds $\|u\|_{X_{-\partial_{x}^{s}+b^{\prime}}^{s}(T)} \lesssim$ $T^{b-b^{\prime}}\|u\|_{X_{-\partial_{x}^{2}+W}^{s, b}}(T)$.
(iii) (Linear estimate) It holds $\left\|e^{i t\left(-\partial_{x}^{2}+W\right)} u_{0}\right\|_{X_{-\partial_{x}^{2}+W}^{s, b}(T)} \lesssim\langle T\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}}$ uniformly in $T>0$, for any $s \in \mathbb{R}$ and $b>\frac{1}{2}$.
(iv) (Energy estimate) For any $s \in \mathbb{R}$ and $b>\frac{1}{2}$ it holds

$$
\left\|\int_{0}^{t} e^{i\left(t-t^{\prime}\right)\left(-\partial_{x}^{2}+W\right)} F\left(t^{\prime}\right) d t^{\prime}\right\|_{X^{s, b}(T)} \lesssim\langle T\rangle^{2}\|F\|_{X^{s, b-1}}
$$

uniformly in $T>0$.
(v) ( $L^{4}$ Strichartz estimate) It holds $\|u\|_{L_{t, x}^{4}} \lesssim\|u\|_{X_{-\partial_{x}^{2}+W}^{0, \frac{3}{8}+}}$.
(vi) (Equivalence of norms) If $W \in H^{\sigma}(\mathbb{T}), \sigma \geq 0$, then for any $s, b, \beta \geq 0$ satisfying $b<\frac{1}{2}+\beta$, $2 b<1+\beta+\sigma$ and $2 b+s<\frac{3}{2}+\beta+\sigma$, there is $C\left(\|W\|_{H^{\sigma}}\right) \geq 1$ such that $\frac{1}{C}\|u\|_{X^{s-\beta, b}} \leq\|u\|_{X_{-\partial_{x}^{s}+W}^{s, b}} \leq$ $C\|u\|_{X^{s+\beta, b}}$.

Note that compared to Lemma 6.4 (vi), here we have a loss of derivatives in the embeddings between $X^{s, b}$ and $X_{-\partial_{x}^{2}+W}^{s, b}$. Indeed, in the following we build the local solution to (NLS) in $X_{-\partial_{x}^{2}+W}^{s, b}$ (Lemma 6.11 below) but after rescaling we extend it globally by iterating the local theory in $X^{s, b}$ (Lemma 6.12 below), both with $b>\frac{1}{2}$. Thus, we need $\beta>0$ in Lemma 6.10 (vi).

Again, we refer to Appendix A for the proof of this statement. In particular, as in Lemma 6.5, the estimates above imply the following local well-posedness result.
Lemma 6.11. Let $W \in L^{2}(\mathbb{T})$, and $s>\frac{1}{4}$. Then for any $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq 1$, letting $\delta \sim\left\|u_{0}\right\|_{H^{s}}^{-1}$, there exists a unique mild solution $u \in X_{-\partial_{x}^{2}+W}^{s, \frac{1}{2}+}(\delta)$ to (NLS) on $[-\delta, \delta] \times \mathbb{T}$ with $u(0)=u_{0}$, which satisfies

$$
\begin{equation*}
\|u\|_{X_{-\partial_{x}^{2}+W}^{s, \frac{1}{2}+\epsilon}(t)} \lesssim\langle t\rangle^{\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}} \tag{84}
\end{equation*}
$$

for any $0 \leq t \leq \delta$.

The proof is exactly the same as for Lemma 6.5, as the latter only relied on the estimates of Lemma 6.4 (i)-(v), which remain true in this context.

Next, we define again the $I$ operator as the Fourier multiplier (now back to the usual Fourier basis) with symbol $m(k)=m_{s}\left(N^{-1} k\right)$ for some smooth even function $m_{s}$ which equals 1 on $[0,1]$ and behaves like $\langle k\rangle^{s-1}$ for $|k| \geq 1$. We will then make the same rescaling procedure and set

$$
u_{\lambda}(t, x)=\lambda^{-\frac{1}{2}} u\left(\lambda^{-2} t, \lambda^{-1} x\right)
$$

which now is a solution of

$$
\begin{equation*}
i \partial_{t} u_{\lambda}=-\partial_{x}^{2} u_{\lambda}+W_{\lambda} u_{\lambda}+\sigma\left|u_{\lambda}\right|^{4} u_{\lambda} \tag{85}
\end{equation*}
$$

on $\left[-\lambda^{2} T, \lambda^{2} T\right] \times \mathbb{T}_{\lambda}$, where

$$
\begin{equation*}
W_{\lambda}(x)=\lambda^{-2} W\left(\lambda^{-1} x\right), \quad x \in(-\pi \lambda, \pi \lambda) . \tag{86}
\end{equation*}
$$

Again, we start with a local in time estimate for $I_{N} u_{\lambda}$.
Lemma 6.12. Let $W \in H^{4}(\mathbb{T}), \lambda \geq 1, s>\frac{1}{4}$ and $u_{\lambda}(0) \in H^{s}\left(\mathbb{T}_{\lambda}\right)$. Then for

$$
\delta \sim_{W}\left(1+\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}}\right)^{-8-}
$$

it holds

$$
\begin{equation*}
\left\|I_{N} u_{\lambda}\right\|_{X_{\lambda}^{1, \frac{1}{2}+}(\delta)} \lesssim\left\|I_{N} u_{\lambda}(0)\right\|_{H_{\lambda}^{1}} . \tag{87}
\end{equation*}
$$

Proof. Note that this time we work in the standard $X^{s, b}$ space, namely the one corresponding to $W=0$. In particular, the solution $u$ to (NLS) with initial data $u_{0}$ obtained from Lemma 6.11 belongs to $X_{-\partial_{x}^{2}+W}^{s, \frac{1}{2}+}(T), T \sim\left\|u_{0}\right\|_{H^{s}}^{-1}$. By Lemma $6.10(\mathrm{vi})$, it thus belongs also to $X^{s-, \frac{1}{2}+}(T)$. Then by rescaling $u_{\lambda} \in X_{\lambda}^{s-, \frac{1}{2}+}\left(\lambda^{2} T\right)$ and $I_{N} u_{\lambda} \in X_{\lambda}^{1-, \frac{1}{2}+}\left(\lambda^{2} T\right)$. On the other hand, we can apply a fixed point argument to the equation solved by $I_{N} u_{\lambda}$ :

$$
\begin{equation*}
i \partial_{t} I_{N} u_{\lambda}=-\partial_{x}^{2} I_{N} u_{\lambda}+I_{N}\left(W_{\lambda} u_{\lambda}\right)+\sigma I_{N}\left(\left|u_{\lambda}\right|^{4} u_{\lambda}\right) \tag{88}
\end{equation*}
$$

with initial data $I_{N} u_{\lambda}(0) \in H^{1-}\left(\mathbb{T}_{\lambda}\right)$. We then proceed as in the proof of Lemma 6.7, except that we have to deal with the extra term $I_{N}\left(W_{\lambda} u_{\lambda}\right)$ as part of the nonlinearity. To estimate this term, we write it as

$$
I_{N}\left(W_{\lambda} u_{\lambda}\right)=W_{\lambda} I_{N} u_{\lambda}+\left[I_{N}, W_{\lambda}\right] u_{\lambda}
$$

The first term is straightforward to estimate with the fractional Leibniz rule:

$$
\begin{aligned}
\left\|W_{\lambda} I_{N} u_{\lambda}\right\|_{X^{1-,-\frac{1}{2}+}(\delta)} & \lesssim \delta^{\frac{1}{2}-}\left\|W_{\lambda} I_{N} u_{\lambda}\right\|_{L_{\delta}^{2} H^{1-}} \\
& \lesssim \delta^{1-}\left(\left\|W_{\lambda}\right\|_{W^{1-, \infty}}\left\|I_{N} u_{\lambda}\right\|_{X^{0, \frac{1}{2}+}(\delta)}+\left\|W_{\lambda}\right\|_{L^{\infty}}\left\|I_{N} u_{\lambda}\right\|_{X^{1-, \frac{1}{2}+}(\delta)}\right) \\
& \lesssim \delta^{1-}\left\|W_{\lambda}\right\|_{H^{4}}\left\|I_{N} u_{\lambda}\right\|_{X^{1-, \frac{1}{2}+}(\delta)} .
\end{aligned}
$$

As for the second term, we exploit that it is a commutator between $I_{N}$ and $W_{\lambda}$ to gain a factor $N^{-1}$ at the expense of putting a derivative on $W_{\lambda}$. Indeed, for fixed $t \in \mathbb{R}$ we can write its Fourier coefficient as

$$
\begin{aligned}
\left|\left(\left[I_{N}, W_{\lambda}\right] u_{\lambda}\right)_{k}(t)\right| & =\left|\int_{k_{1}}\left(m_{N}(k)-m_{N}\left(k_{1}\right)\right) u_{k_{1}}(t) W_{k-k_{1}}\left(d k_{1}\right)_{\lambda}\right| \\
& \lesssim N^{-1} \int_{|k|+\left|k_{1}\right| \gtrsim N} \int_{0}^{1}\left\langle N^{-1}\left(k_{1}+\theta\left(k-k_{1}\right)\right)\right\rangle^{s-2} d \theta\left|u_{k_{1}}(t)\right|\left|\left(k-k_{1}\right) W_{k-k_{1}}\right|\left(d k_{1}\right)_{\lambda}
\end{aligned}
$$

where we used that the commutator vanishes if $|k|+\left|k_{1}\right| \lesssim N$, and the mean value theorem to estimate its symbol. Thus, we can estimate for fixed $t \in \mathbb{R}$

$$
\begin{align*}
& \left\|\left[I_{N}, W_{\lambda}\right] u_{\lambda}(t)\right\|_{H^{1-}}^{2} \\
& \lesssim N^{-2} \int_{k}\langle k\rangle^{2-}\left(\int_{|k|+\left|k_{1}\right| \gg N} \int_{0}^{1}\left\langle N^{-1}\left(k_{1}+\theta\left(k-k_{1}\right)\right)\right\rangle^{s-2} d \theta\left|u_{k_{1}}(t)\right|\left|\left(k-k_{1}\right) W_{k-k_{1}}\right|\left(d k_{1}\right)_{\lambda}\right)^{2}(d k)_{\lambda} \\
& \lesssim N^{-2} \int_{k}\langle k\rangle^{2-}\left(\int_{\left|k-k_{1}\right| \sim\left|k_{1}\right| \gtrsim \max (|k|, N)}\left|u_{k_{1}}(t)\right|\left|\left(k-k_{1}\right) W_{k-k_{1}}\right|\left(d k_{1}\right)_{\lambda}\right)^{2}(d k)_{\lambda} \\
& +N^{-2} \int_{k}\langle k\rangle^{2-}\left(\int_{\left|k-k_{1}\right| \sim|k| \gtrsim \max \left(\left|k_{1}\right|, N\right)}\left|u_{k_{1}}(t)\right|\left|\left(k-k_{1}\right) W_{k-k_{1}}\right|\left(d k_{1}\right)_{\lambda}\right)^{2}(d k)_{\lambda}  \tag{89}\\
& +N^{-2} \int_{k}\langle k\rangle^{2-}\left(\int_{|k| \sim\left|k_{1}\right| \gg \max \left(\left|k-k_{1}\right|, N\right)}\left(N^{-1}\left|k_{1}\right|\right)^{s-2}\left|u_{k_{1}}(t)\right|\left|\left(k-k_{1}\right) W_{k-k_{1}}\right|\left(d k_{1}\right)_{\lambda}\right)^{2}(d k)_{\lambda} \\
& \lesssim N^{-2}\left\|W_{\lambda}\right\|_{W^{2-, \infty}}^{2}\left\|u_{\lambda}(t)\right\|_{L^{2}}^{2}+N^{-2}\left\|\partial_{x} W_{\lambda}\right\|_{L^{\infty}}^{2}\left\|I_{N} u_{\lambda}(t)\right\|_{H^{1-}}^{2} .
\end{align*}
$$

Thus

$$
\left\|\left[I_{N}, W_{\lambda}\right] u_{\lambda}\right\|_{X^{1,-\frac{1}{2}+}(\delta)} \lesssim \delta^{1-} \lambda^{-2}\|W\|_{H^{4}}\left\|I_{N} u_{\lambda}\right\|_{X^{1-, \frac{1}{2}+}(\delta)} .
$$

Then we can finish as in the proof of Lemma 6.7 to get

$$
\begin{gathered}
\left\|I_{N} u_{\lambda}\right\|_{X^{1, \frac{1}{2}+}(\delta)} \lesssim\langle\delta\rangle^{\frac{1}{2}}\left\|I_{N} u_{\lambda}(0)\right\|_{H^{1-}}+\delta^{1-} \lambda^{-2}\|W\|_{H^{4}}\left\|I_{N} u_{\lambda}\right\|_{X^{1-, \frac{1}{2}+}(\delta)} \\
+\delta^{\frac{1}{2}-}\left\|I_{N} u_{\lambda}\right\|_{X^{1-, \frac{1}{2}+}(\delta)}^{5}
\end{gathered}
$$

A similar estimate holds for the difference equation, allowing to close a fixed point argument with our choice of $\delta$. This shows local well-posedness of (88) in $X^{1-, \frac{1}{2}+}(\delta)$ with initial data $I_{N} u_{\lambda}(0)$, and which thus agrees with $I_{N} u_{\lambda}$ on $[-\delta ; \delta]$. Moreover, similar estimates as above replacing 1 - by 1 show propagation of regularity, namely that since $I_{N} u_{\lambda}(0) \in H^{1}(\mathbb{T})$ it actually holds $I_{N} u_{\lambda} \in X^{1, \frac{1}{2}+}(\delta)$. Together with a similar estimate as above shows local well-posedness in $X^{1, \frac{1}{2}+}(\delta)$ and (87) by our choice of $\delta$.
Remark 6.13. Note that the local well-posedness results in Lemmas 6.5, 6.7, 6.11, and 6.12 are conditional, meaning that we cannot claim uniqueness of the solution in $C\left([-T ; T] ; H^{s}(\mathbb{T})\right)$ but only in the smaller space $X_{-\partial_{x}^{2}+V *}^{s, \frac{1}{2}+}(T)$ (respectively $X^{1, \frac{1}{2}+}(\delta), X_{-\partial_{x}^{2}+W}^{s, \frac{1}{2}+}(T)$, and $X^{1, \frac{1}{2}+}(\delta)$ ). In particular, we can only compare $I_{N} u_{\lambda}$, where $u$ is provided by Lemma 6.11, to the solution of (88), if they both belong to $X^{1, \frac{1}{2}+}(\delta)$. But the embeddings of Lemma 6.10 (vi) can only guarantee that $I_{N} u_{\lambda} \in X^{1-, \frac{1}{2}+}(\delta)$. So we need both local well-posedness of (88) in $X^{1-, \frac{1}{2}+}(\delta)$ and the propagation of regularity to obtain that actually $I_{N} u_{\lambda} \in X^{1, \frac{1}{2}+}(\delta)$.

We can then proceed with the second modified energy as above, by introducing

$$
\begin{aligned}
E_{2}(u) & =E\left(I_{N} u\right)-\Lambda_{6}\left(\frac{\widetilde{M}_{6}}{\alpha_{6}}\right) \\
& =\Lambda_{2}\left(\sigma_{2}\right)+\Lambda_{3}\left(\sigma_{3} ; u, \bar{u}, W\right)+\Lambda_{6}\left(\sigma_{6}\right)-\Lambda_{6}\left(\frac{\widetilde{M}_{6}}{\alpha_{6}}\right)
\end{aligned}
$$

where $\sigma_{3}=\frac{1}{2} m_{N}\left(k_{1}\right) m_{N}\left(k_{2}\right)$.

From (NLS), we thus get

$$
\begin{equation*}
\frac{d}{d t} E_{2}(u(t))=\Lambda_{2}\left(\sigma_{2} \alpha_{2}\right)+\Lambda_{6}\left(\overline{M_{6}}\right)+\Lambda_{10}\left(\overline{M_{10}}\right)+F(u, W) \tag{90}
\end{equation*}
$$

where

$$
\begin{aligned}
F(u, W)= & \left\langle-\partial_{x}^{2} I_{N} u, i I_{N}\left(W_{\lambda} u\right)\right\rangle_{L^{2}}+\left\langle W_{\lambda} I_{N} u,-i \partial_{x}^{2} I_{N} u+i I_{N}\left(W_{\lambda} u\right)+i I_{N}\left(|u|^{4} u\right)\right\rangle_{L^{2}} \\
& \left.\quad+\left.\langle | I_{N} u\right|^{4} I_{N} u, i I_{N}\left(W_{\lambda} u\right)\right\rangle_{L^{2}}+\Lambda_{7}\left(M_{7} ; u, \ldots, \bar{u}, W\right) \\
= & \mathrm{I}+\mathrm{II}+\mathrm{III}+\mathrm{IV}+\mathrm{V}+\Lambda_{7}\left(M_{7} ; u, \ldots, \bar{u}, W\right),
\end{aligned}
$$

where

$$
M_{7}=\sum_{j=1}^{6}(-1)^{j} \frac{\widetilde{M}_{6}}{\alpha_{6}}\left(k_{1}, \ldots, k_{j-1}, k_{j}+k_{7}, k_{j+1}, \ldots, k_{6}\right) .
$$

Again, recall that $\alpha_{2} \equiv 0$ on $\Gamma_{2}$, and moreover

$$
\begin{gathered}
\mathrm{I}+\mathrm{II}=\left\langle\partial_{x} I_{N} u, \partial_{x}\left[I_{N}, W_{\lambda}\right] u\right\rangle_{L^{2}}, \\
\mathrm{III}=-\left\langle W_{\lambda} I_{N} u, i I_{N}\left(W_{\lambda} u\right)\right\rangle_{L^{2}}=\left\langle i W_{\lambda} I_{N} u,\left[I_{N}, W_{\lambda}\right] u\right\rangle_{L^{2}},
\end{gathered}
$$

and

$$
\begin{aligned}
\mathrm{IV}+\mathrm{V} & \left.\left.=-\left\langle i W_{\lambda} I_{N} u, I_{N}\left(|u|^{4} u\right)\right\rangle_{L^{2}}-\left.\left\langle I_{N}\left(W_{\lambda} u\right),\right| I_{N} u\right|^{4} I_{N} u\right)\right\rangle_{L^{2}} \\
& \left.=-\left\langle i W_{\lambda} I_{N} u-i I_{N}\left(W_{\lambda} u\right), I_{N}\left(|u|^{4} u\right)\right\rangle_{L^{2}}-\left.\left\langle i I_{N}\left(W_{\lambda} u\right), I_{N}\left(|u|^{4} u\right)-\right| I_{N} u\right|^{4} I_{N} u\right\rangle_{L^{2}} .
\end{aligned}
$$

The term $\Lambda_{7}\left(M_{7} ; u, \ldots, \bar{u}, W\right)$, and the commutator terms I + II, III, and IV +V , are then perturbation with respect to the analysis in [LWX11]. Indeed, we have the following lemma, whose proof is postponed to Appendix B.

Lemma 6.14. The following estimates hold uniformly in $\lambda, N$ and $t \in[0 ; 1]$ :
(i) $|\mathrm{I}+\mathrm{II}| \lesssim\|W\|_{H^{4}} \lambda^{-2} N^{-1}\left\|I_{N} u\right\|_{H^{1}}^{2}$;
(ii) $\mid$ III $\mid \lesssim\|W\|_{H^{4}} N^{-1-s} \lambda^{-4}\|u\|_{L^{2}}^{2}$;
(iii) $|\mathrm{IV}+\mathrm{V}| \lesssim_{\|W\|_{H^{4}}} \lambda^{-2} N^{-1}\left\|I_{N} u\right\|_{H^{1}}^{6}$;
(iv) $\left|\Lambda_{7}\left(M_{7} ; u, \ldots, \bar{u}, W\right)\right| \lesssim_{\|W\|_{H^{4}}} N^{2(s-1)} \lambda^{-2}\left\|I_{N} u\right\|_{H^{1}}^{6}$.

Since the remaining main terms in (90) are the same as those treated in [LWX11], and $s \leq \frac{1}{2}$, we can finally estimate the increments of the modified energy by

$$
E_{2}(u(t))=E_{2}(u(0))+O\left(N^{-1} \lambda^{-2}\right)+O\left(N^{-3} \lambda^{0+}\right)
$$

for $|t| \leq \delta \sim 1$. Then, iterating $\lambda^{2} T$ times yields

$$
E_{2}(u(t))=E_{2}(u(0))+O\left(T N^{-1}\right)+O\left(T N^{-3} \lambda^{2+}\right) .
$$

We can thus conclude as in the proof of Proposition 6.1.
Appendix A. Estimates related to $X^{s, b}$ Spaces
In this section, we give a proof of the standard estimates in $X^{s, b}$ spaces as stated in Lemma 6.4 and 6.10.
A.1. Proof of Lemma 6.4. We start by proving the equivalence of norms, i.e. Lemma 6.4 (v). Similarly, as in (99), we have

$$
1+\left|\tau-k^{2}-V_{k}\right|^{2} \leq 2\left(1+\|V\|_{L^{2}}^{2}\right)\left(1+\left|\tau-k^{2}\right|^{2}\right) \leq 4\left(1+\|V\|_{L^{2}}^{2}\right)^{2}\left(1+\left|\tau-\omega_{k}\right|^{2}\right),
$$

for any $\tau \in \mathbb{R}$ and $k \in \mathbb{Z}$. This shows that

$$
\begin{aligned}
\|u\|_{X_{-\partial_{x}^{x}+V *}^{s, b}}^{2} & =\int_{\mathbb{R}^{2}} \sum_{k \in \mathbb{Z}}\left(1+\left|\tau-\omega_{k}\right|^{2}\right)^{b}\left(1+\omega_{k}^{2}\right)^{s}\left|\hat{u_{k}}(\tau)\right|^{2} d \tau \\
& \lesssim\|V\|_{L^{2}} \int_{\mathbb{R}} \sum_{k \in \mathbb{Z}}\left(1+\left|\tau-k^{2}\right|^{2}\right)^{b}\left(1+k^{2}\right)^{2 s}\left|\hat{u_{k}}(\tau)\right|^{2} d \tau=\|u\|_{X_{-\partial_{x}^{2}}^{s, b}}^{2} \\
& \lesssim\|V\|_{L^{2}}\|u\|_{X_{-\partial_{x}^{2}+V *}^{2, b}}^{2}
\end{aligned}
$$

for any $s, b \in \mathbb{R}$. This proves Lemma 6.4 (vi). In particular, it suffices to prove Lemma 6.4 (i), (ii), and (v) in the case $V=0$, which we now recall for completeness.

To show (v), we will use a dyadic decomposition in the modulation variable. Namely, for $K \in 2^{\mathbb{N}}$ running on dyadic integers, let $\chi_{K}$ be a smooth dyadic partition of unity: $\chi_{K}$ is a smooth compactly supported function such that $\chi_{K}(x)=1$ on $K \leq|x| \leq 2 K$ and $\chi_{K}$ is supported on $\frac{3}{4} K \leq|x| \leq \frac{5}{2} K$, and $\sum_{K} \chi_{K} \equiv 1$. Then for $u \in X^{s, b}$ define the smooth projector $\widehat{P_{K} u}(\tau, k)=$ $\chi_{K}\left(\tau-k^{2}\right) \hat{u}(\tau, k)$. Then, using Cauchy-Schwarz inequality, we get

$$
\begin{aligned}
\|u\|_{L_{t, x}^{4}}^{2} & =\left\|u^{2}\right\|_{L_{t, x}^{2}} \leq \sum_{K_{1}, K_{2}}\left\|P_{K_{1}} u P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \\
& =\sum_{K_{1}, K_{2}}\left(\int_{\mathbb{R}} \sum_{k \in \mathbb{Z}}\left|\int_{\mathbb{R}} \sum_{k_{1} \in \mathbb{Z}} \widehat{P_{K_{1}} u}\left(\tau_{1}, k_{1}\right) \widehat{P_{K_{2}} u}\left(\tau-\tau_{1}, k-k_{1}\right) d \tau_{1}\right|^{2} d \tau\right)^{\frac{1}{2}} \\
& \leq \sum_{K_{1}, K_{2}}\left(\sup _{\tau, k}\left|A_{\tau, k}\right|\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2}\right)^{\frac{1}{2}},
\end{aligned}
$$

where $A_{\tau, k}=\left\{\left(\tau_{1}, k_{1}\right) \in \mathbb{R} \times \mathbb{Z},\left\langle\tau_{1}-k_{1}^{2}\right\rangle \sim K_{1}, \quad\left\langle\tau-\tau_{1}-\left(k-k_{1}\right)^{2}\right\rangle \sim K_{2}\right\}$. In particular, using that $\tau_{1}$ varies in a set of $\operatorname{size} \min \left(K_{1}, K_{2}\right)$ and that for $\left(\tau_{1}, k_{1}\right) \in A_{\tau, k}$,

$$
\left|\tau-k_{1}^{2}-\left(k-k_{1}\right)^{2}\right| \leq\left|\tau_{1}-k_{1}^{2}\right|+\left|\tau-\tau_{1}-\left(k-k_{1}\right)^{2}\right| \lesssim \max \left(K_{1}, K_{2}\right),
$$

we get

$$
\begin{aligned}
\left|A_{\tau, k}\right| & \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \mathbb{Z}, \quad\left|\tau-k_{1}^{2}-\left(k-k_{1}\right)^{2}\right| \lesssim \max \left(K_{1}, K_{2}\right)\right\} \\
& =\min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \mathbb{Z}, \quad\left(k_{1}-\frac{k}{2}\right)^{2}=\frac{\tau}{2}-\frac{k^{2}}{4}+O\left(\max \left(K_{1}, K_{2}\right)\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \max \left(K_{1}, K_{2}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since $\min \left(K_{1}, K_{2}\right) \max \left(K_{1}, K_{2}\right)^{\frac{1}{2}} \leq\left(K_{1} K_{2}\right)^{\frac{3}{4}}$, using Cauchy-Schwarz inequality to sum on $K_{1}, K_{2} \in$ $2^{\mathbb{N}}$ and using that $\sum_{K} K^{0-}<\infty$ and $\sum_{K} K^{2 b}\left\|P_{K} u\right\|_{L_{t, x}^{2}}^{2} \sim\|u\|_{X^{0, b}}^{2}$ concludes the proof of (v) in the case $V=0$. Note that the estimate on $A_{\tau, k}$ remains valid if $k^{2}$ is replaced by $k^{2}+V_{k}$ for $V \in L^{2}(\mathbb{T})$.

Next, if $u \in X^{s, b}$ for some $s \in \mathbb{R}$ and $b>\frac{1}{2}$, we have by Cauchy-Schwarz inequality

$$
\|u(t)\|_{H^{s}} \leq\left\|\langle k\rangle^{s} \hat{u}_{k}(\tau)\right\|_{\ell_{k}^{2} L_{\tau}^{1}} \leq\left\|\left\langle\tau-k^{2}\right\rangle^{-b}\right\|_{\ell_{k}^{\infty} L_{\tau}^{2}}\|u\|_{X^{s, b}} \lesssim\|u\|_{X^{s, b}},
$$

uniformly in $t \in \mathbb{R}$. This shows (i).

For (ii), if we take $u \in X^{s, b}(T)$ and $v \in X^{s, b}$ be an extension such that $\|v\|_{X^{s, b}} \leq 2\|u\|_{X^{s, b}(T)}$, then for a smooth cut-off function $\eta$ such that $\eta \equiv 1$ on $[-1 ; 1], \eta\left(T^{-1} t\right) v$ is also an extension of $u$. Thus,

$$
\|u\|_{X^{s, b^{\prime}}(T)} \leq\left\|\eta\left(T^{-1} \cdot\right) v\right\|_{X^{s, b^{\prime}}}=\left\|\eta\left(T^{-1} \cdot\right) f\right\|_{H_{t}^{b^{\prime}}}
$$

with

$$
f(t)=\int_{\mathbb{R}} e^{i t \tau}\left\|\langle k\rangle^{s} \hat{v}\left(\tau-k^{2}\right)\right\|_{\ell_{k}^{2}} d \tau
$$

such that $\|f\|_{H_{t}^{b}}=\|v\|_{X^{s, b}}$. Thus, the estimate of Lemma 6.4 (ii) is reduced to the general estimate for functions of time only:

$$
\left\|\eta\left(T^{-1} \cdot\right) f\right\|_{H_{t}^{b^{\prime}}} \lesssim T^{b-b^{\prime}}\|f\|_{H_{t}^{b}}
$$

for any $T \in(0 ; 1]$, the proof of which is given in [ET16, Lemma 3.11].
It remains to prove (iii) and (iv). Just as for (ii), these estimates follow from

$$
\left\|\eta\left(\langle T\rangle^{-1} \cdot\right)\right\|_{H_{t}^{b}} \lesssim \eta\langle T\rangle^{\frac{1}{2}}
$$

and

$$
\left\|\eta\left(\langle T\rangle^{-1} \cdot\right) \int_{0}^{t} f\left(t^{\prime}\right) d t^{\prime}\right\|_{H_{t}^{b}} \lesssim \eta\langle T\rangle^{\frac{3}{2}}\|f\|_{H^{b-1}}
$$

for any $f \in H^{b-1}(\mathbb{R})$. The first one follows from a direct computation. As for the second one, we first compute

$$
\int_{0}^{t} f\left(t^{\prime}\right) d t^{\prime}=\int_{\mathbb{R}} \frac{e^{i t \tau}-1}{i \tau} \hat{f}(\tau) d \tau
$$

so that

$$
\begin{aligned}
\left\|\eta\left(\langle T\rangle^{-1} \cdot\right) \int_{0}^{t} f\left(t^{\prime}\right) d t^{\prime}\right\|_{H_{t}^{b}}^{2} & =\int_{\mathbb{R}}\langle\tau\rangle^{2 b}\left|\int_{\mathbb{R}}\langle T\rangle \frac{\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)-\widehat{\eta}(\langle T\rangle \tau)}{i \tau_{1}} \hat{f}\left(\tau_{1}\right) d \tau_{1}\right|^{2} d \tau \\
& =\int_{\mathbb{R}}\langle\tau\rangle^{2 b}\left|\int_{\left|\tau_{1}\right| \leq 1}\langle T\rangle \frac{\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)-\widehat{\eta}(\langle T\rangle \tau)}{i \tau_{1}} \hat{f}\left(\tau_{1}\right) d \tau_{1}\right|^{2} d \tau \\
& +\left.\left.\int_{\mathbb{R}}\langle\tau\rangle^{2 b}\right|_{\left|\tau_{1}\right|>1}\langle T\rangle \frac{\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)-\widehat{\eta}(\langle T\rangle \tau)}{i \tau_{1}} \hat{f}\left(\tau_{1}\right) d \tau_{1}\right|^{2} d \tau
\end{aligned}
$$

As for the first term, using the mean value theorem, that $\widehat{\eta}$ is a Schwartz function, and CauchySchwarz inequality,

$$
\begin{aligned}
\int_{\mathbb{R}}\langle\tau\rangle^{2 b} \mid & \left.\int_{\left|\tau_{1}\right| \leq 1}\langle T\rangle \frac{\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)-\widehat{\eta}(\langle T\rangle \tau)}{i \tau_{1}} \hat{f}\left(\tau_{1}\right) d \tau_{1}\right|^{2} d \tau \\
& \left.\left.\lesssim \int_{\mathbb{R}}\langle\tau\rangle^{2 b}\right|_{\left|\tau_{1}\right| \leq 1}\langle T\rangle^{2} \int_{0}^{1}\left|\widehat{\eta}^{\prime}\left(\langle T\rangle\left(\tau-\theta \tau_{1}\right)\right)\right| d \theta\left|\hat{f}\left(\tau_{1}\right)\right| d \tau_{1}\right|^{2} d \tau \\
& \lesssim \eta \int_{|\tau| \gg 1}|\tau|^{2 b}\left(\int_{\left|\tau_{1}\right| \leq 1}\langle T\rangle^{2}\langle\langle T\rangle \tau\rangle^{-10}\left|\hat{f}\left(\tau_{1}\right)\right| d \tau_{1}\right)^{2} d \tau \\
& \quad+\int_{\left|\tau^{\prime}\right| \lesssim\langle T\rangle}\left(\int_{\left|\tau_{1}\right| \leq 1}\langle T\rangle^{2}\left|\hat{f}\left(\tau_{1}\right)\right| d \tau_{1}\right)^{2}\langle T\rangle^{-1} d \tau^{\prime} \\
\lesssim & \left\langle\langle T\rangle^{-16}+\langle T\rangle^{4}\right)\left(\int_{\left|\tau_{1}\right| \leq 1}\left|\hat{f}\left(\tau_{1}\right)\right| d \tau_{1}\right)^{2} \lesssim\langle T\rangle^{4}\|f\|_{H^{b-1}}^{2}
\end{aligned}
$$

For the second term, we use instead (recall that $\left.b>\frac{1}{2}\right)\langle\tau\rangle^{b} \lesssim\left\langle\tau-\tau_{1}\right\rangle^{b}\left\langle\tau_{1}\right\rangle^{b}$ to estimate with Young and Cauchy-Schwarz inequalities together with $b>\frac{1}{2}$ and that $\widehat{\eta}$ is a Schwartz function:

$$
\begin{aligned}
\int_{\mathbb{R}}\langle\tau\rangle^{2 b} \mid & \left.\int_{\left|\tau_{1}\right|>1}\langle T\rangle \frac{\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)-\widehat{\eta}(\langle T\rangle \tau)}{i \tau_{1}} \hat{f}\left(\tau_{1}\right) d \tau_{1}\right|^{2} d \tau \\
& \lesssim \int_{\mathbb{R}}\left(\int_{\left|\tau_{1}\right|>1}\langle T\rangle\left(\left\langle\tau-\tau_{1}\right\rangle^{b}\left\langle\tau_{1}\right\rangle^{b-1}\left|\widehat{\eta}\left(\langle T\rangle\left(\tau-\tau_{1}\right)\right)\right|+\langle\tau\rangle^{b}\left\langle\tau_{1}\right\rangle^{-1}|\widehat{\eta}(\langle T\rangle \tau)|\right)\left|\hat{f}\left(\tau_{1}\right)\right| d \tau_{1}\right)^{2} d \tau \\
& \lesssim\langle T\rangle^{2}\left\|\langle\tau\rangle^{b} \widehat{\eta}(\langle T\rangle \tau)\right\|_{L^{1}}^{2}\|f\|_{H^{b-1}}^{2}+\langle T\rangle^{2}\left\|\langle\tau\rangle^{b} \widehat{\eta}(\langle T\rangle \tau)\right\|_{L^{2}}^{2}\left\|\left\langle\tau_{1}\right\rangle^{-1} \hat{f}\right\|_{L^{1}}^{2} \\
& \lesssim\langle T\rangle\|f\|_{H^{b-1}}^{2}
\end{aligned}
$$

This finally shows Lemma 6.4 (iii) and (iv).
A.2. Proof of Lemma 6.10. Contrary to the previous case, in the case of a multiplicative potential we could only prove the equivalence of norms with a derivative loss, see Lemma 6.10 (vi). So instead we show the $L^{4}$ Strichartz estimate of Lemma 6.10 (v) directly. Indeed, note that the other estimates of Lemma 6.10 apart from (vi) are proved exactly as those for Lemma 6.4. Recall from [BG21, Proposition 2.7] that for an even $W \in H^{\sigma}(\mathbb{T})$ small enough, $\sigma \geq 0$, the operator $-\partial_{x}^{2}+W$ has eigenvalues $\lambda_{n}=n^{2}+\frac{1}{\pi} \int_{0}^{\pi} W(x) d x+O\left(\frac{1}{n}\right), n \in \mathbb{Z}$. Its eigenfunctions $f_{n}$ are odd (resp. even) when $n$ is positive (resp. nonpositive) and satisfy for any $k \in \mathbb{Z}$

$$
\begin{equation*}
\left|\widehat{f_{n}}(k) \mathbf{1}_{|n| \neq|k|}\right| \lesssim\langle | n|+|k|\rangle^{-1}\langle | n|-|k|\rangle^{-1-\sigma}\|W\|_{H^{\sigma}}\left(1+\|W\|_{H^{\sigma}}\right) \tag{91}
\end{equation*}
$$

Indeed this follows by writing

$$
\lambda_{n} \widehat{f_{n}}(k)=\left\langle\left(-\partial_{x}^{2}+W\right) f_{n}, e^{i k x}\right\rangle_{L^{2}}=\left\langle f_{n},\left(-\partial_{x}^{2}+W\right) e^{i k x}\right\rangle_{L^{2}}=k^{2} \widehat{f_{n}}(k)+\left\langle f_{n}, W e^{i k x}\right\rangle_{L^{2}}
$$

for any $n, k \in \mathbb{Z}$. This yields

$$
\begin{aligned}
\widehat{f_{n}}(k) \mathbf{1}_{|n| \neq|k|} & =\frac{\mathbf{1}_{|n| \neq|k|}}{\lambda_{n}-k^{2}} \sum_{k_{1} \in \mathbb{Z}} W_{k-k_{1}} \widehat{f_{n}}\left(k_{1}\right) \\
& =\frac{\mathbf{1}_{|n| \neq|k|}}{\lambda_{n}-k^{2}}\left\{W_{k \pm n} \widehat{f_{n}}( \pm n)+\sum_{\left|k_{1}\right| \neq|n|} W_{k-k_{1}} \frac{1}{\lambda_{n}-k_{1}^{2}} \sum_{k_{2} \in \mathbb{Z}} W_{k_{1}-k_{2}} \widehat{f_{n}}\left(k_{2}\right)\right\},
\end{aligned}
$$

from which we indeed infer

$$
\begin{aligned}
& \left|\widehat{f_{n}}(k) \mathbf{1}_{|n| \neq|k|}\right| \\
& \lesssim\left\langle n^{2}-k^{2}\right\rangle^{-1}\langle | n|-|k|\rangle^{-\sigma}\|W\|_{H^{\sigma}}+\left\langle n^{2}-k^{2}\right\rangle^{-1} \sum_{k_{1}}\left\langle k-k_{1}\right\rangle^{-\sigma}\left\langle n^{2}-k_{1}^{2}\right\rangle^{-1}\|W\|_{H^{\sigma}}^{2} \\
& \lesssim\langle | n|+|k|\rangle^{-1}\langle | n|-|k|\rangle^{-1-\sigma}\|W\|_{H^{\sigma}}+\|W\|_{H^{\sigma}}^{2} \sum_{k_{2}}\left\langle k_{2}\right\rangle^{-\sigma}\left\langle n \pm\left(k-k_{2}\right)\right\rangle^{-1}\langle | n\left|+\left|k-k_{2}\right|\right\rangle^{-1} \\
& \lesssim\langle | n|+|k|\rangle^{-1}\langle | n|-|k|\rangle^{-1-\sigma}\|W\|_{H^{\sigma}} \\
& +\|W\|_{H^{\sigma}}^{2}\left\{|n \pm k|^{-\sigma} \sum_{\left|k_{2}\right| \sim|n \pm k| \gg\left|n \pm\left(k-k_{2}\right)\right|}\left\langle n \pm\left(k-k_{2}\right)\right\rangle^{-2}\right. \\
& \left.+\sum_{\left|k_{2}\right| \sim\left|n \pm\left(k-k_{2}\right)\right| \gtrsim|n \pm k|}\left\langle k_{2}\right\rangle^{-\sigma-1}+|n \pm k|^{-1} \sum_{\left|k_{2}\right| \ll|n \pm k| \sim\left|n \pm\left(k-k_{2}\right)\right|}\left\langle k_{2}\right\rangle^{-\sigma}\right\} \\
& \lesssim\langle | n|+|k|\rangle^{-1}\langle | n|-|k|\rangle^{-1-\sigma}\|W\|_{H^{\sigma}}\left(1+\|W\|_{H^{\sigma}}\right) .
\end{aligned}
$$

This shows (91).

On top of the estimate (91) on the eigenfunctions, we also have from the expansion of the eigenvalues that

$$
\begin{equation*}
\left\langle\lambda_{n}\right\rangle^{2} \lesssim\left\langle\|W\|_{L^{2}}\right\rangle\langle n\rangle^{4} \lesssim\left\langle\lambda_{n}\right\rangle^{2} \tag{92}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\tau-\lambda_{n}\right\rangle^{2} \lesssim\left(\left\langle\|W\|_{L^{2}}\right\rangle\left\langle\tau-n^{2}\right\rangle^{2} \lesssim\left\langle\tau-\lambda_{n}\right\rangle^{2}\right. \tag{93}
\end{equation*}
$$

for any $\tau \in \mathbb{R}$ and $n \in \mathbb{Z}$.
To show Lemma 6.10 (v), we will then proceed as for Lemma 6.4 (v) and use a dyadic decomposition in the modulation variable:

$$
\begin{aligned}
\|u\|_{L_{t, x}^{4}}^{2} & =\left\|u^{2}\right\|_{L_{t, x}^{2}} \leq \sum_{K_{1}, K_{2}}\left\|P_{K_{1}} u P_{K_{2}} u\right\|_{L_{t, x}^{2}} \\
& =\sum_{K_{1}, K_{2}}\left(\int_{\mathbb{R}} \sum_{n_{0} \in \mathbb{Z}}\left|\int_{\mathbb{R}_{n_{1}, n_{2} \in \mathbb{Z}}} \sum_{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\left\langle f_{n_{1}} f_{n_{2}}, f_{n_{0}}\right\rangle_{L^{2}} d \tau_{1}\right|^{2} d \tau_{0}\right)^{\frac{1}{2}} .
\end{aligned}
$$

Now the main difference with the previous subsection is to estimate the coefficient $\left\langle f_{n_{1}} f_{n_{2}}, f_{n_{0}}\right\rangle_{L^{2}}$. Using Plancherel's theorem and (91) with $\sigma=0$, we have

$$
\begin{align*}
& \left\langle f_{n_{1}} f_{n_{2}}, f_{n_{0}}\right\rangle_{L^{2}} \\
& =\sum_{k_{1}, k_{2}} \widehat{f_{n_{1}}}\left(k_{1}\right) \widehat{f_{n_{2}}}\left(k_{2}\right) \overline{\widehat{f_{n}}}\left(k_{1}+k_{2}\right) \\
& =\sum_{k_{1}, k_{2}}\left(c_{n_{1}} \mathbf{1}_{\left|n_{1}\right|=\left|k_{1}\right|}+O\left(\left\langle n_{1}^{2}-k_{1}^{2}\right\rangle^{-1}\right) \mathbf{1}_{\left|n_{1}\right| \neq\left|k_{1}\right|}\right)\left(c_{n_{2}} \mathbf{1}_{\left|n_{2}\right|=\left|k_{2}\right|}+O\left(\left\langle n_{2}^{2}-k_{2}^{2}\right\rangle^{-1}\right) \mathbf{1}_{\left|n_{2}\right| \neq\left|k_{2}\right|}\right)  \tag{94}\\
& \quad \times\left(c_{n_{0}} \mathbf{1}_{\left|n_{0}\right|=\left|k_{1}+k_{2}\right|}+O\left(\left\langle n_{0}^{2}-\left(k_{1}+k_{2}\right)^{2}\right\rangle^{-1}\right) \mathbf{1}_{\left|n_{0}\right| \neq\left|k_{1}+k_{2}\right|}\right)
\end{align*}
$$

with $\left|c_{n_{j}}\right| \leq 1$.
Letting $a_{n_{j}, k_{j}}$ denotes either $\mathbf{1}_{\left|n_{j}\right|=\left|k_{j}\right|}$ or $\left\langle n_{j}^{2}-k_{j}^{2}\right\rangle^{-1} \mathbf{1}_{\left|n_{j}\right| \neq\left|k_{j}\right|}$, we have

$$
\begin{align*}
& \int_{\mathbb{R}} \sum_{n_{0} \in \mathbb{Z}}\left|\int_{\mathbb{R}} \sum_{n_{1}, n_{2} \in \mathbb{Z}} \widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\left\langle f_{n_{1}} f_{n_{2}}, f_{n_{0}}\right\rangle_{L^{2}} d \tau_{1}\right|^{2} d \tau_{0} \\
& \quad \lesssim \int_{\mathbb{R}} \sum_{n_{0}}\left(\int_{\mathbb{R}^{n}} \sum_{n_{1}, n_{2}, k_{1}, k_{2}}\left|\widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\right|\right.  \tag{95}\\
& \left.\quad \times \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right) a_{n_{1}, k_{1}} a_{n_{2}, k_{2}} a_{n_{0}, k_{1}+k_{2}} d \tau_{1}\right)^{2} d \tau_{0}
\end{align*}
$$

where similarly as before

$$
A_{\tau_{0}}=\left\{\left(\tau_{1}, n_{1}, n_{2}\right) \in \mathbb{R} \times \mathbb{Z}^{2}, \quad\left|\tau_{1}-\lambda_{n_{1}}\right| \lesssim K_{1}, \quad\left|\tau_{0}-\tau_{1}-\lambda_{n_{2}}\right| \lesssim K_{2}\right\}
$$

To end the proof of Lemma 6.10, we do a case-by-case analysis on (95) depending on the value of the $a_{n_{j}, k_{j}}$ 's. We say that $a_{n_{j}, k_{j}}$ is of type I if $a_{n_{j}, k_{j}}=\mathbf{1}_{\left|n_{j}\right|=\left|k_{j}\right|}$, and of type II otherwise.
Case 1: I-I-I. In the diagonal case, we have $n_{0}= \pm_{1} n_{1} \pm_{2} n_{2}$ for some choices of signs $\pm_{j}$, so
that we can estimate (95) as above by Cauchy-Schwarz inequality in $\tau_{1}, n_{1}$ :

$$
\begin{aligned}
& \int_{\mathbb{R}} \sum_{n_{0}}\left(\int_{\mathbb{R}} \sum_{n_{1}} \mid \widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, \mp_{2}\left(n_{0} \mp_{1} n_{1}\right)\right) \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, \mp_{2}\left(n_{0} \mp_{1} n_{1}\right)\right) d \tau_{1}\right)^{2} d \tau_{0} \\
& \quad \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}, x}^{2} \sup _{\tau_{0}, n_{0}}\left|\left\{\left(\tau_{1}, n_{1}\right) \in \mathbb{R} \times \mathbb{Z}, \quad\left(\tau_{1}, n_{1}, \not \mp_{2}\left(n_{0} \mp_{1} n_{1}\right)\right) \in A_{\tau_{0}}\right\}\right| \\
& \quad \lesssim\left(K_{1} K_{2}\right)^{\frac{3}{4}}\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} .
\end{aligned}
$$

Case 2: II-I-I. If $a_{n_{0}, k_{1}+k_{1}}=\left\langle n_{0}^{2}-\left(k_{1}+k_{2}\right)^{2}\right\rangle^{-1}$ and $a_{n_{1}, k_{1}}=\mathbf{1}_{\left|n_{1}\right|=\left|k_{1}\right|}, a_{n_{2}, k_{2}}=\mathbf{1}_{\left|n_{2}\right|=\left|k_{2}\right|}$, we use Cauchy-Schwarz inequality and then sum on $n_{0}, n_{2}$ to estimate (95) similarly as above by

$$
\begin{aligned}
\int_{\mathbb{R}} & \sum_{n_{0}}\left(\sum_{n_{1}, n_{2}}\left|\widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\right| \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right)\left\langle n_{0}^{2}-\left( \pm_{1} n_{1} \pm_{2} n_{2}\right)^{2}\right\rangle^{-1} d \tau_{1}\right)^{2} d \tau_{0} \\
& \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \sup _{\tau_{0}} \int_{\mathbb{R}_{n_{0}, n_{1}, n_{2}}} \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right)\left\langle n_{0}\right\rangle^{-2}\left\langle n_{0} \mp_{1} n_{1} \mp_{2} n_{2}\right\rangle^{-2} d \tau_{1} \\
& \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \sup _{\tau_{0}, n_{2}}\left|\left\{\left(\tau_{1}, n_{1}\right) \in \mathbb{R} \times \mathbb{Z}, \quad\left(\tau_{1}, n_{1}, n_{2}\right) \in A_{\tau_{0}}\right\}\right| \\
& \lesssim\left(K_{1} K_{2}\right)^{\frac{3}{4}}\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} .
\end{aligned}
$$

The cases I-II-I and I-I-II are dealt with similarly.
Case 3: II-II-I. In this case we use Cauchy-Schwarz inequality and then sum on $n_{0}, n_{2}, k_{1}$ to estimate (95) by

$$
\begin{aligned}
& \int_{\mathbb{R}} \sum_{n_{0}}\left(\sum_{n_{1}, n_{2}, k_{1}}\left|\widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\right|\right. \\
& \left.\quad \times \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right)\left\langle n_{0}-\left(k_{1} \pm_{2} n_{2}\right)^{2}\right\rangle^{-1}\left\langle n_{1}^{2}-k_{1}^{2}\right\rangle^{-1} d \tau_{1}\right)^{2} d \tau_{0} \\
& \lesssim \sup _{\tau_{0}} \int_{\mathbb{R}^{2}} \sum_{n_{0}, n_{1}, n_{2}, k_{1}} \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right)\left\langle n_{0}\right\rangle^{-2}\left\langle n_{0}-k_{1} \mp_{2} n_{2}\right\rangle^{-2}\left\langle k_{1}\right\rangle^{-2}\left\langle n_{1}-k_{1}\right\rangle^{-2} d \tau_{1} \\
& \quad \times\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \\
& \begin{array}{l}
\lesssim
\end{array} \\
& \lesssim P_{K_{1}} u\left\|_{L_{t, x}^{2}}^{2}\right\| P_{K_{2}} u \|_{L_{t, x}^{2}}^{2} \sup _{\tau_{0}, n_{2}}\left|\left\{\left(\tau_{1}, n_{1}\right) \in \mathbb{R} \times \mathbb{Z}, \quad\left(\tau_{1}, n_{1}, n_{2}\right) \in A_{\tau_{0}}\right\}\right| \\
& \lesssim\left(K_{1} K_{2}\right)^{\frac{3}{4}}\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} .
\end{aligned}
$$

The cases II-I-II and I-II-II are dealt with similarly.
Case 4: II-II-II. Finally, in this last case we use Cauchy-Schwarz inequality and then sum on
$n_{0}, n_{2}, k_{1}, k_{2}$ to estimate (95) by

$$
\begin{aligned}
& \int_{\mathbb{R}} \sum_{n_{0}}\left(\sum_{n_{1}, n_{2}, k_{1}, k_{2}}\left|\widehat{P_{K_{1}} u}\left(\tau_{1}, n_{1}\right) \widehat{P_{K_{2}} u}\left(\tau_{0}-\tau_{1}, n_{2}\right)\right|\right. \\
& \left.\quad \times \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right)\left\langle n_{0}-\left(k_{1}+k_{2}\right)^{2}\right\rangle^{-1}\left\langle n_{1}^{2}-k_{1}^{2}\right\rangle^{-1}\left\langle n_{2}^{2}-k_{2}^{2}\right\rangle^{-1} d \tau_{1}\right)^{2} d \tau_{0} \\
& \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \sup _{\tau_{0}} \int_{\mathbb{R}_{n_{0}, n_{1}, n_{2}, k_{1}, k_{2}}} \mathbf{1}_{A_{\tau_{0}}}\left(\tau_{1}, n_{1}, n_{2}\right) \\
& \quad \times\left\langle n_{0}\right\rangle^{-2}\left\langle n_{0}-k_{1}-k_{2}\right\rangle^{-2}\left\langle k_{1}\right\rangle^{-2}\left\langle n_{1}-k_{1}\right\rangle^{-2}\left\langle k_{2}\right\rangle^{-2}\left\langle n_{2}-k_{2}\right\rangle^{-2} d \tau_{1} \\
& \quad \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} \sup _{\tau_{0}, n_{2}}\left|\left\{\left(\tau_{1}, n_{1}\right) \in \mathbb{R} \times \mathbb{Z}, \quad\left(\tau_{1}, n_{1}, n_{2}\right) \in A_{\tau_{0}}\right\}\right| \\
& \lesssim\left(K_{1} K_{2}\right)^{\frac{3}{4}}\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} u\right\|_{L_{t, x}^{2}}^{2} .
\end{aligned}
$$

This concludes the proof of Lemma 6.10 (v).
It remains to prove the double estimate of Lemma 6.10 (vi). By duality, we can assume $b \geq 0$. Using (91) together with (92)-(93) and Cauchy-Schwarz inequality, we then find

$$
\begin{aligned}
\|u\|_{X^{s, b}}^{2} & =\int_{\mathbb{R}} \sum_{k \in \mathbb{Z}}\left\langle\tau-k^{2}\right\rangle^{2 b}\langle k\rangle^{2 s}\left|\hat{u}_{k}(\tau)\right|^{2} d \tau \lesssim \int_{\mathbb{R}} \sum_{k \in \mathbb{Z}}\left\langle\tau-k^{2}\right\rangle^{2 b}\langle k\rangle^{2 s}\left|\sum_{n \in \mathbb{Z}}\left\langle\hat{u}, f_{n}\right\rangle_{L_{x}^{2}} \hat{f}_{n}(k)\right|^{2} d \tau \\
& \lesssim\|u\|_{X_{-\partial_{x}^{s+W}}^{s, b}}^{2}+\int_{\mathbb{R}} \sum_{k \in \mathbb{Z}}\left\langle\tau-k^{2}\right\rangle^{2 b}\langle k\rangle^{2 s}\left(\sum_{|n| \neq|k|}\left|\left\langle\hat{u}, f_{n}\right\rangle_{L_{x}^{2}}\right|\langle | n|-|k|\rangle^{-1-\sigma}\langle | n|+|k|\rangle^{-1}\right)^{2} d \tau \\
& \lesssim\|u\|_{X_{-\partial_{x}^{x+W}}^{s+\beta, b}}^{2}\left\{1+\sup _{\tau \in \mathbb{R}} \sum_{\substack{n, k \in \mathbb{Z} \\
|n| \neq|k|}} \frac{\left\langle\tau-k^{2}\right\rangle^{2 b}}{\left\langle\tau-n^{2}\right\rangle^{2 b}} \frac{\langle k\rangle^{2 s}}{\langle n\rangle^{2(s+\beta)}}\langle | n|-|k|\rangle^{-2-2 \sigma}\langle | n|+|k|\rangle^{-2}\right\} .
\end{aligned}
$$

To estimate the last sum, we treat separately different contributions. We have

$$
\sup _{\tau \in \mathbb{R}} \sum_{\substack{n, k \\|n| \ll|k|}} \frac{\left\langle\tau-k^{2}\right\rangle^{2 b}}{\left\langle\tau-n^{2}\right\rangle^{2 b}} \frac{\langle k\rangle^{2 s}}{\langle n\rangle^{2(s+\beta)}}\langle | n|-|k|\rangle^{-2-2 \sigma}\langle | n|+|k|\rangle^{-2} \lesssim \sum_{\substack{n, k \\|n| \ll|k|}}\langle k\rangle^{4 b+2 s-4-2 \sigma}\langle n\rangle^{-2(s+\beta)} \lesssim 1
$$

provided that $2 b+s<\frac{3}{2}+\sigma$ and $2 b<1+\beta+\sigma$. Next,

$$
\begin{aligned}
\sup _{\tau \in \mathbb{R}} & \sum_{\substack{n, k \\
|n| \sim|k| \gtrsim|n \pm k|}} \frac{\left\langle\tau-k^{2}\right\rangle^{2 b}}{\left\langle\tau-n^{2}\right\rangle^{2 b}} \frac{\langle k\rangle^{2 s}}{\langle n\rangle^{2(s+\beta)}}\langle | n|-|k|\rangle^{-2-2 \sigma}\langle | n|+|k|\rangle^{-2} \\
& \lesssim \sum_{\substack{n, k \\
|n| \sim|k| \gtrsim|n \pm k|}}\langle k\rangle^{2 b-2-2 \beta}\langle n \pm k\rangle^{2 b-2-2 \sigma} \lesssim 1
\end{aligned}
$$

provided that $b<\frac{1}{2}+\beta$ and $2 b<1+\beta+\sigma$. Finally,

$$
\sup _{\tau \in \mathbb{R}} \sum_{\substack{n, k \\|n| \gg|k|}} \frac{\left\langle\tau-k^{2}\right\rangle^{2 b}}{\left\langle\tau-n^{2}\right\rangle^{2 b}} \frac{\langle k\rangle^{2 s}}{\langle n\rangle^{2(s+\beta)}}\langle | n|-|k|\rangle^{-2-2 \sigma}\langle | n|+|k|\rangle^{-2} \lesssim \sum_{\substack{n, k \\|n| \gg|k|}}\langle n\rangle^{4 b-2 s-2 \beta-4-2 \sigma}\langle k\rangle^{2 s} \lesssim 1
$$

provided again that $2 b+s<\frac{3}{2}+\sigma+\beta$ and $2 b<1+\beta+\sigma$. This proves Lemma 6.10 (vi).

## Remark A.1.

(i) In the case $V=0$, the Strichartz estimate of Lemma $6.4(\mathrm{v})$ is due to Bourgain, and is an improvement on the corresponding $L^{4}$-Strichartz estimates proved in [Z74]:

$$
\begin{equation*}
\left\|e^{i t \partial_{x}^{2}} u_{0}\right\|_{L_{t, x}^{4}(\mathbb{T} \times \mathbb{T})} \lesssim\left\|u_{0}\right\|_{L^{2}} \tag{96}
\end{equation*}
$$

Indeed, for $u$ space-time periodic, expanding the space-time Fourier series and making a change of variables we can write $u(t, x)=\sum_{j} e^{i t j} e^{i t \partial_{x}^{2}} U_{j}(x)$ with $U_{j}(x)=\sum_{k \in \mathbb{Z}} e^{i k x} \widehat{u_{k}}\left(j+k^{2}\right)$. Together with (96) and Cauchy-Schwarz inequality we get

$$
\|u\|_{L_{t, x}^{4}} \leq \sum_{j \in \mathbb{Z}}\left\|e^{-i t \partial_{x}^{2}} U_{j}(x)\right\|_{L_{t, x}^{4}} \lesssim \sum_{j \in \mathbb{Z}}\left\|U_{j}\right\|_{L_{x}^{2}} \lesssim\left\|\langle j\rangle^{\frac{1}{2}+} U_{j}\right\|_{\ell_{j}^{2} L_{x}^{2}}=\|u\|_{X^{0}, \frac{1}{2}+} .
$$

Thus Lemma 6.4 (v) gains almost $\frac{1}{8}$ regularity in modulation. On the contrary, (96) does not hold directly anymore for lower order perturbations of $-\partial_{x}^{2}$, since the Schrödinger semigroup is no longer time periodic. However, the estimate of Lemma 6.4 (v) remains true, as we have seen above.
(ii) As a consequence of the equivalence of norms in Lemma 6.4 (vi), we also have the $L^{6}$ Strichartz type estimate in $X_{-\partial_{x}^{2}+V *}^{s, b}$ space for $0<T \leq 1$

$$
\begin{equation*}
\|u\|_{L_{T, x}^{6}} \lesssim\|u\|_{X_{-\partial \underset{x}{2}+V *}^{0+, \frac{1}{2}+}}(T) \tag{97}
\end{equation*}
$$

since it holds for the case $V=0$ from the $L^{6}$ estimate (5) and the argument in (i) above. Note however that the corresponding $L^{6}$ Strichartz estimate for linear solutions

$$
\left\|e^{i t\left(-\partial_{x}^{2}+V *\right)} u_{0}\right\|_{L_{T, x}^{6}} \lesssim\left\|u_{0}\right\|_{H^{0+}}
$$

cannot be proved directly with the original proof of Bourgain [Bou93] since it relied crucially on the fact that the symbol of the linear operator is integer valued. In particular, it is not clear if these estimates hold in the case of a multiplicative potential.

## Appendix B. Proof of some technical lemmas

In this section we give the proofs of Lemmas 6.8, 6.9, and 6.14.
B.1. Multilinear estimates in case of a convolution potential. We start with the proof of Lemmas 6.8 and 6.9. These are straightforward adaptations of [LWX11, Lemma 3.3, Propositions $3.2 \& 3.3]$, that we detail here for completeness.

Proof of Lemma 6.8. We start with the proof of the equivalence of the modified energy $E_{1}$ and $E_{2}$ in the sense of (80), which is the analogue to [LWX11, Lemma 3.3]. The latter relied mainly on the bound on the symbol $\left|\widetilde{M}_{6}\right| \lesssim\left|\alpha_{6}\right|$. Thus, we start by showing

$$
\begin{equation*}
\left|\widetilde{M}_{6}^{V}\right| \lesssim\left|\alpha_{6}^{V}\right| \tag{98}
\end{equation*}
$$

where the symbols are defined in (72) and (73). In particular,

$$
\widetilde{M}_{6}^{V}=\mathbf{1}_{\Omega} M_{6}^{V, 1}+\mathbf{1}_{\Upsilon} M_{6}^{V, 2}=\frac{\mathbf{1}_{\Omega}}{6} \sum_{j=1}^{6}(-1)^{j+1} m\left(k_{j}\right)^{2} \tilde{\omega}_{k_{j}}+\mathbf{1}_{\Upsilon} \sigma_{6} \alpha_{6}^{V},
$$

where the sets of frequencies have been defined in (74)-(79). Since $\sigma_{6}=\frac{1}{6} \prod_{j=1}^{6} m\left(k_{j}\right)$, we have directly

$$
\left|\mathbf{1}_{\Upsilon \sigma_{6}} \alpha_{6}^{V}\right| \lesssim\left|\alpha_{6}^{V}\right|,
$$

so that we only need to estimate $\mathbf{1}_{\Omega} \sum_{j=1}^{6}(-1)^{j+1} m\left(k_{j}\right)^{2} \tilde{\omega}_{k_{j}}$. We then follow the proof of Lemma 3.2 in [LWX11]. We will frequently make use of the equivalence between $k^{2}$ and $\tilde{\omega}_{k}$. Indeed, recalling that the eigenvalues of $-\partial_{x}^{2}+\gamma+V *$ are $\tilde{\tilde{\omega}}_{k}=k^{2}+\gamma+V_{k}$, it holds for any $V \in L^{2}(\mathbb{T})$

$$
\begin{equation*}
1+\left|\tilde{\omega}_{k}\right|^{2} \leq 2\left(1+\|V\|_{L^{2}}^{2}\right)\left(1+k^{2}\right)^{2} \leq 6\left(1+\|V\|_{L^{2}}^{2}\right)^{2}\left(1+\left|\tilde{\omega}_{k}\right|^{2}\right) \tag{99}
\end{equation*}
$$

Then (99) implies the bound

$$
\left|\mathbf{1}_{\Omega} M_{6}^{V, 1}\right| \lesssim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right) .
$$

In particular in $\Omega_{1}$ (75), we have $\left|\alpha_{6}^{V}\right| \sim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right)$, which is enough for (98).
Next, in $\Omega_{2} \backslash \Omega_{1}$, since $\left|\alpha_{6}^{V}\right|=\left|\alpha_{6}\right|+O(1)$ we have from [LWX11, (3.44)-(3.48)] and the mean value theorem that

$$
\left|\mathbf{1}_{\Omega_{2} \backslash \Omega_{1}} M_{6}^{V, 1}\right| \lesssim\left|m\left(k_{1}\right)^{2} \tilde{\omega}_{k_{1}}-m\left(k_{2}\right)^{2} \tilde{\omega}_{k_{2}}\right|+\sum_{j=3}^{6}\left|\tilde{\omega}_{k_{j}}\right| \lesssim\left|k_{1}^{2}-k_{2}^{2}\right|+\left|k_{3}\right|^{2} \sim k_{2} k_{3} \lesssim\left|\alpha_{6}^{V}\right|
$$

in case $k_{2}^{*}=k_{2}$ and $k_{3}^{*}=k_{3}$, while $\left|\alpha_{6}^{V}\right|=\left|\alpha_{6}\right|+O(1) \sim k_{2} k_{4} \gtrsim\left|\mathbf{1}_{\Omega_{2} \backslash \Omega_{1}} M_{6}^{V, 1}\right|$ similarly as above in case $k_{2}^{*}=k_{2}$ and $k_{3}^{*}=k_{4}$. In the last case $k_{2}^{*}=k_{3}$ and $k_{3}^{*}=k_{2}$ it holds $\left|\alpha_{6}^{V}\right|=\left|\alpha_{6}\right|+O(1) \sim$ $k_{1}^{2} \sim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right) \gtrsim\left|\mathbf{1}_{\Omega} M_{6}^{V, 1}\right|$.

To treat the contribution $\Omega_{3} \backslash \Omega_{1}$, as in [LWX11] it holds

$$
\left|\alpha_{6}^{V}\right|=\left(k_{1}^{2}-k_{2}^{2}+k_{3}^{3}+k_{5}\right)^{2}+o\left(k_{1}^{2}\right)+O_{V}(1) \gtrsim k_{3}^{2}+k_{5}^{2} \sim k_{1}^{2} \sim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right) \gtrsim\left|\mathbf{1}_{\Omega} M_{6}^{V, 1}\right| .
$$

For the case $\Omega_{4} \backslash \Omega_{1}$, [LWX11, (3.49)-(3.50)] are replaced by

$$
\begin{aligned}
\left|\alpha_{6}^{V}\right| & \geq\left(k_{4}^{2}+k_{6}^{2}\right)-\left|k_{1}^{2}-k_{2}^{2}\right|-\left|k_{3}^{2}+k_{5}^{2}\right|+O_{V}(1)=\left(k_{4}^{2}+k_{6}^{2}\right)+o\left(k_{1}^{2}\right) \sim k_{1}^{2} \sim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right) \\
& \gtrsim\left|\mathbf{1}_{\Omega} M_{6}^{V, 1}\right|,
\end{aligned}
$$

and

$$
\left|\alpha_{6}^{V}\right|=\left(k_{1}^{2}-k_{2}^{2}-k_{4}^{2}-k_{6}^{2}\right)+o\left(k_{1}^{2}\right)+O_{V}(1) \sim k_{1}^{2} \sim \max _{j}\left(\left|\tilde{\omega}_{k_{j}}\right|\right) \gtrsim\left|\mathbf{1}_{\Omega} M_{6}^{V, 1}\right| .
$$

At last, in $\Omega_{5},\left|\alpha_{6}^{V}\right| \sim\left|\tilde{\omega}_{k_{1}}-\tilde{\omega}_{k_{2}}\right|$, and by the mean value theorem

$$
\begin{aligned}
\left|M_{6}^{V}\right| & \leq\left|m\left(k_{1}\right)^{2} \tilde{\omega}_{k_{1}}-m\left(k_{2}\right)^{2} \tilde{\omega}_{k_{2}}\right|+\left|\sum_{j=3}^{6}(-1)^{j+1} \tilde{\omega}_{k_{j}}\right| \\
& =\left.N^{2(1-s)}| | k_{1}\right|^{2 s}+\left|k_{1}\right|^{2 s-2} \hat{V}_{k_{1}}-\left|k_{2}\right|^{2 s}-\left|k_{2}\right|^{2 s-2} \hat{V}_{k_{2}}\left|+\left|\sum_{j=3}^{6}(-1)^{j+1} \tilde{\omega}_{k_{j}}\right|\right. \\
& \lesssim N^{2(1-s)}\left|k_{1}-k_{2}\right|\left|k_{1}\right|^{2 s-1}+\left|\sum_{j=3}^{6}(-1)^{j+1} \tilde{\omega}_{k_{j}}\right| \lesssim m\left(k_{1}\right)^{2}\left|\tilde{\omega}_{k_{1}}-\tilde{\omega}_{k_{2}}\right|+\left|\sum_{j=3}^{6}(-1)^{j+1} \tilde{\omega}_{k_{j}}\right| \\
& \lesssim\left|\alpha_{6}^{V}\right| .
\end{aligned}
$$

This proves (98). Recalling that $\left|k_{1}^{*}\right| \sim\left|k_{2}^{*}\right| \gtrsim N$ in $\Upsilon$ and $m\left(k_{1}^{*}\right)\left\langle k_{1}^{*}\right\rangle \sim N^{1-s}\left|k_{1}^{*}\right|^{s}$, we can then use (98) with Hölder and Sobolev inequalities and (67) to finally bound for $s>\frac{1}{3}$ :

$$
\begin{aligned}
\left|\Lambda_{6}\left(\frac{\widetilde{M_{6}^{V}}}{\alpha_{6}^{V}} ; u(t)\right)\right| & =\left|\int_{\Gamma_{6}} \frac{\widetilde{M_{6}^{V}}}{\alpha_{6}^{V}}\left(k_{1}, \ldots, k_{6}\right) \prod_{j=1}^{6} \hat{u}\left(t, k_{j}\right)\left(d k_{j}\right)_{\lambda}\right| \lesssim \int_{\Upsilon} \prod_{j=1}^{6}\left|\hat{u}\left(t, k_{j}\right)\right|\left(d k_{j}\right)_{\lambda} \\
& \lesssim\left\|\mathcal{F}^{-1}\left\{\mathbf{1}_{\left|k_{1}^{*}\right| \gg N}\left|\hat{u}\left(t, k_{1}^{*}\right)\right|\right\}\left|\left\|_{L_{x}^{6}}\right\| \mathcal{F}^{-1}\left\{\mathbf{1}_{\left|k_{2}^{*}\right| \gg N}\left|\hat{u}\left(t, k_{2}^{*}\right)\right|\right\}\right|\right\|_{L_{x}^{6}}\left\|\mathcal{F}^{-1}\{|\hat{u}(t, k)|\} \mid\right\|_{L_{x}^{6}}^{4} \\
& \lesssim\left\|\left\langle k_{1}^{*}\right\rangle^{s} \hat{u}\left(t, k_{1}^{*}\right)\left|\left\|_{\ell_{\left|k_{1}^{*}\right| \gg N}^{2}}\right\|\left\langle k_{2}^{*}\right\rangle^{s} \hat{u}\left(t, k_{2}^{*}\right)\right|\right\|_{\ell_{\left|k_{2}^{*}\right| \gg N}^{2}}\|u(t)\|_{H^{s}}^{4} \\
& \lesssim N^{2(s-1)}\left\|I_{N} u(t)\right\|_{H^{1}}^{6}
\end{aligned}
$$

where $\mathcal{F}^{-1}\left\{a_{k}\right\}=\int a_{k} e^{i k x}(d k)_{\lambda}$ is the inverse spatial Fourier transform. This concludes the proof of Lemma 6.8.

Proof of Lemma 6.9. Let us start with the multilinear estimate on $\Lambda_{6}\left({\overline{M_{6}}}^{V}\right)$. First, we decompose dyadically

$$
\Lambda_{6}\left({\overline{M_{6}}}^{V}\right)=\sum_{N_{1}, \ldots, N_{6}} \int_{\Upsilon} \frac{\mathbf{1}_{\Upsilon \backslash \Omega}}{6} \sum_{j=1}^{6}(-1)^{j+1} m\left(k_{j}\right)^{2} \tilde{\omega}_{k_{j}} \prod_{j=1}^{6} \widehat{P_{N_{j}} u_{k_{j}}}(t)\left(d k_{j}\right)_{\lambda}
$$

where the $N_{j}$ run over dyadic integers, and $P_{N_{j}}$ is the projector on frequencies $N_{j} \leq\left|k_{j}\right|<2 N_{j}$. Writing similarly as for the $k_{j}$ 's $N_{1}^{*} \geq N_{2}^{*} \geq \ldots \geq N_{6}^{*}$ the decreasing rearrangement of the $N_{j}$ 's, by definition of $\Upsilon$ it holds $N_{1}^{*} \sim N_{2}^{*} \gtrsim N$. Moreover, we can replace $u \in X_{\lambda}^{s, \frac{1}{2}+}(\delta)$ above by an extension $v \in X_{\lambda}^{s, \frac{1}{2}+}$ satisfying $\|v\|_{X^{s, \frac{1}{2}+}} \leq 2\|u\|_{X^{s, \frac{1}{2}+}(\delta)}$. To simplify notations, we still write $u$ in place of $v$.

Then, to deal with the sharp time truncation restricting the time integral to $[0 ; \delta]$, since multiplication by an indicator function is not bounded on $X^{s, b}$ when $b>\frac{1}{2}$, we proceed as in [CKSTT01] and decompose

$$
\mathbf{1}_{[0 ; \delta]}=f(t)+g(t)=\mathbf{1}_{[0 ; \delta]} *\left(N_{1}^{*}\right)^{100} \chi\left(\left(N_{1}^{*}\right)^{100} \cdot\right)+\left[\mathbf{1}_{[0 ; \delta]}-\mathbf{1}_{[0 ; \delta]} *\left(N_{1}^{*}\right)^{100} \chi\left(\left(N_{1}^{*}\right)^{-100} \cdot\right)\right]
$$

for some smooth cut-off $\chi$ satisfying $\chi \equiv 1$ on $[-1 ; 1]$. To estimate the contribution of the second term to the integral, since we can bound crudely $\left|{\overline{M_{6}}}^{V}\right| \lesssim\left(N_{1}^{*}\right)^{2}$, we have by Hölder and Sobolev inequalities

$$
\begin{aligned}
\left|\int_{\mathbb{R}} g(t) \int_{\Upsilon}{\overline{M_{6}}}^{V} \prod_{j=1}^{6} \widehat{P_{N_{j}} u_{k_{j}}}(t)\left(d k_{j}\right)_{\lambda} d t\right| & \lesssim\left(N_{1}^{*}\right)^{2}\|g\|_{L^{2}}\left\|P_{N_{1}} u\right\|_{L_{t}^{2} L_{x}^{6}} \prod_{j=2}^{6}\left\|P_{N_{j}} u\right\|_{L_{t}^{\infty} L_{x}^{6}} \\
& \lesssim\left(N_{1}^{*}\right)^{2}\|g\|_{L^{2}} \prod_{j=1}^{6}\left\|P_{N_{j}} u\right\|_{X^{s, \frac{1}{2}+}}
\end{aligned}
$$

for $s>\frac{1}{3}$. This is enough to sum on $N_{j}$ 's since by the mean value theorem

$$
\begin{aligned}
\|g\|_{L^{2}}^{2} & =\int_{\mathbb{R}}\left|\frac{1-e^{-i \delta \tau}}{i \tau}\left(1-\widehat{\chi}\left(\left(N_{1}^{*}\right)^{-100} \tau\right)\right)\right|^{2} d \tau \\
& \lesssim \int_{|\tau| \lesssim\left(N_{1}^{*}\right)^{100}}\left(N_{1}^{*}\right)^{-200}\left(\int_{0}^{1}\left|\widehat{\chi}^{\prime}\left(\theta\left(N_{1}^{*}\right)^{-100} \tau\right)\right| d \theta\right)^{2} d \tau+\int_{|\tau| \gg\left(N_{1}^{*}\right)^{100}}|\tau|^{-2} d \tau \\
& \lesssim\left(N_{1}^{*}\right)^{-200} \int_{|\tau| \lesssim\left(N_{1}^{*}\right)^{100}} d \tau+\left(N_{1}^{*}\right)^{-100} \lesssim\left(N_{1}^{*}\right)^{-100} .
\end{aligned}
$$

To estimate the contribution of the first term, since $H^{\frac{1}{2}+}(\mathbb{R})$ is an algebra, we have

$$
\|f u\|_{X^{s, \frac{1}{2}+}}=\|f(t)\| e^{-i t \partial_{x}^{2}} u(t)\left\|_{H_{x}^{s}}\right\|_{H_{t}^{\frac{1}{2}+}} \lesssim\|f\|_{H^{\frac{1}{2}+}}\|u\|_{X^{s, \frac{1}{2}+}},
$$

and, since $\widehat{\chi}$ is a Schwartz function,

$$
\begin{aligned}
\|f\|_{H^{\frac{1}{2}+}}^{2} & =\int_{\mathbb{R}}\langle\tau\rangle^{1+}\left|\frac{1-e^{i \delta \tau}}{i \tau} \widehat{\chi}\left(\left(N_{1}^{*}\right)^{-100} \tau\right)\right|^{2} d \tau \\
& \lesssim \int_{|\tau| \lesssim\left(N_{1}^{*}\right)^{100}}\langle\tau\rangle^{-1+} d \tau+\int_{|\tau| \gtrsim\left(N_{1}^{*}\right)^{100}}\langle\tau\rangle^{-1+}\left\langle\left(N_{1}^{*}\right)^{-100} \tau\right\rangle^{-10} d \tau \\
& \lesssim\left(N_{1}^{*}\right)^{0+} .
\end{aligned}
$$

Then, we define

$$
\widehat{U_{N_{1}}}\left(t, k_{1}\right)=g(t) \mathbf{1}_{\left[N_{1} ; 2 N_{1}\right)}\left(k_{1}\right) m\left(k_{1}\right)\left\langle k_{1}\right\rangle\left|\widehat{u}\left(t, k_{1}\right)\right|
$$

and

$$
\widehat{U_{N_{j}}}\left(\tau_{j}, k_{j}\right)=\mathbf{1}_{\left[N_{j} ; 2 N_{j}\right)}\left(k_{j}\right) m\left(k_{j}\right)\left\langle k_{j}\right\rangle\left|\widehat{u}\left(\tau_{j}, k_{j}\right)\right|,
$$

$j=2, \ldots, 6$, and seek to prove

$$
\begin{equation*}
\int_{\Gamma_{6}} \int_{\Upsilon \backslash \Omega} \frac{\left|\sum_{j=1}^{6}(-1)^{j+1} m\left(k_{j}\right)^{2} \tilde{\omega} k_{j}\right|}{\prod_{j=1}^{6} m\left(k_{j}\right)\left\langle k_{j}\right\rangle} \prod_{j=1}^{6} \widehat{U_{N_{j}}}\left(\tau_{j}, k_{j}\right) d \tau_{j}\left(d k_{j}\right)_{\lambda} \lesssim N^{-3+}\left(N_{1}^{*}\right)^{0-} \prod_{j=1}^{6}\left\|U_{N_{j}}\right\|_{X^{0, \frac{1}{2}+}} . \tag{100}
\end{equation*}
$$

In order to prove estimate (100), we will need the refined bilinear estimates for $\lambda$-periodic functions that we alluded to before.

Lemma B.1. The bilinear map

$$
J_{N}^{-}:(u, v) \mapsto \int e^{i k x} \int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1}-k_{2}\right| \gtrsim N} \widehat{u}\left(k_{1}\right) \widehat{v}\left(k_{2}\right)\left(d k_{1}\right)_{\lambda}(d k)_{\lambda}
$$

is bounded from $\left(X_{\lambda}^{0, \frac{1}{2}+}\right)^{2}$ to $L^{2}\left(\mathbb{R} \times \mathbb{T}_{\lambda}\right)$, with

$$
\left\|J_{N}^{-}(u, v)\right\|_{L_{t, x}^{2}} \lesssim\left(N^{-1}+\lambda^{-1}\right)^{\frac{1}{2}}\|u\|_{X^{0, \frac{1}{2}}+}\|v\|_{X^{0, \frac{1}{2}+}} .
$$

The same property holds for

$$
J_{N}^{+}:(u, v) \mapsto \int e^{i k x} \int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1}+k_{2}\right| \gtrsim N} \widehat{u}\left(k_{1}\right) \widehat{\bar{v}}\left(k_{2}\right)\left(d k_{1}\right)_{\lambda}(d k)_{\lambda} .
$$

We postpone the proof of Lemma B. 1 to the end of this subsection and continue with the proof of Lemma 6.9. With the same arguments as for the proof of (98), it is straightforward to check that [LWX11, Lemma 3.4] remains true with $\overline{M_{6}^{V}}$ in place of $\overline{M_{6}}$. Then, since the proof of [LWX11, Proposition 3.2] only relies on the bound on the symbol, Lemma B.1, Sobolev inequality and (97), the exact same arguments prove (100) and thus Lemma 6.9 (i).

The same argument holds for the proof of [LWX11, Proposition 3.3] which relied again on Lemma B.1, Sobolev inequality, (97), and (98), and thus remains true when replacing $\overline{M_{10}}$ by $\overline{M_{10}^{V}}$. This concludes the proof of Lemma 6.9 (ii).

Finally, we give the proof of Lemma B.1.
Proof of Lemma B.1. We proceed as in the proof of Lemma 6.4 (v) given in Appendix A above and decompose dyadically

$$
\begin{aligned}
& \left\|\int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1} \pm k_{2}\right| \gtrsim N} \widehat{u}\left(k_{1}\right) \widehat{v}\left(k_{2}\right)\left(d k_{1}\right)_{\lambda}\right\|_{L_{t,(d k) \lambda}} \\
& \quad \leq \sum_{K_{1}, K_{2}}\left\|\int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1} \pm k_{2}\right| \gtrsim N} \widehat{P_{K_{1}} u}\left(k_{1}\right) \widehat{P_{K_{2}} v}\left(k_{2}\right)\left(d k_{1}\right)_{\lambda}\right\|_{L_{t,(d k)}^{2}}
\end{aligned}
$$

where $P_{K_{j}}$ is the smooth projector on the modulation $\left|\tau_{j}-\omega_{k_{j}}\right| \sim K_{j}$. Then proceeding as in the proof of Lemma 6.4 (v),

$$
\begin{aligned}
& \left.\int_{\mathbb{R}} \int\left|\int_{\tau_{1}+\tau_{2}=\tau} \int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1}-k_{2}\right| \gtrsim N} \widehat{P_{K_{1}} u}\left(\tau_{1}, k_{1}\right) \widehat{P_{K_{2}} v}\left(\tau_{2}, k_{2}\right) d \tau_{1}\left(d k_{1}\right)\right|_{\lambda}\right|^{2} d \tau(d k)_{\lambda} \\
& \quad \lesssim\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} v\right\|_{L_{t, x}^{2}}^{2} \sup \frac{1}{\lambda, k}\left|A_{N, \lambda, \tau, k}\right|
\end{aligned}
$$

where
$A_{N, \lambda, \tau, k}=\left\{\left(\tau_{1}, k_{1}\right) \in \mathbb{R} \times \frac{1}{\lambda} \mathbb{Z},\left|k_{1}-\left(k-k_{1}\right)\right| \gtrsim N,\left|\tau_{1}-\omega_{k_{1}}\right| \sim K_{1}, \quad\left|\tau-\tau_{1}-\omega_{k-k_{1}}\right| \sim K_{2}\right\}$.
In case $\max \left(K_{1}, K_{2}\right) \gtrsim N^{2}$, we proceed as in the proof of Lemma $6.4(\mathrm{v})$ to get

$$
\begin{aligned}
\left|A_{N, \lambda, \tau, k}\right| & \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad\left|k_{1}-\left(k-k_{1}\right)\right| \gtrsim N, \quad\left|\tau-\omega_{k_{1}}-\omega_{k-k_{1}}\right| \lesssim \max \left(K_{1}, K_{2}\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad 2 k_{1}^{2}+2 k k_{1}=\tau-k^{2}=O\left(\max \left(K_{1}, K_{2}\right)\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \lambda \max \left(K_{1}, K_{2}\right)^{\frac{1}{2}} \lesssim \frac{\lambda}{N} K_{1} K_{2} .
\end{aligned}
$$

In case $\max \left(K_{1}, K_{2}\right) \ll N^{2}$, noting that

$$
\begin{equation*}
\left(k_{1}-\left(k-k_{1}\right)\right)^{2}=2 \tau-k^{2}-2\left(\tau_{1}-\omega_{k_{1}}\right)-2\left(\left(\tau-\tau_{1}\right)-\omega_{k-k_{1}}\right)+O_{V}(1) \tag{101}
\end{equation*}
$$

we get

$$
\begin{aligned}
& \left|A_{N, \lambda, \tau, k}\right| \\
& \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z},\left|k_{1}-\left(k-k_{1}\right)\right| \gtrsim N, \quad\left|\left(k_{1}-\left(k-k_{1}\right)\right)^{2}-4 \tau+k^{2}\right| \lesssim \max \left(K_{1}, K_{2}\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad\left|k_{1}-\left(k-k_{1}\right)\right| \gtrsim N, \quad k_{1}=\frac{k}{2} \pm \frac{1}{2} \sqrt{2 \tau-k^{2}+O\left(\max \left(K_{1}, K_{2}\right)\right)}\right\} .
\end{aligned}
$$

But for $k_{1}, \widetilde{k_{1}}$ in the above set, we have from (101) and the lower bound on $\left|k_{1}-\left(k-k_{1}\right)\right|$ that

$$
\begin{aligned}
\left|k_{1}-\widetilde{k_{1}}\right| & \lesssim\left|\sqrt{2 \tau-k^{2}+O\left(\max \left(K_{1}, K_{2}\right)\right)}-\sqrt{2 \tau-k^{2}+O\left(\max \left(K_{1}, K_{2}\right)\right)}\right| \\
& \lesssim \frac{O\left(\max \left(K_{1}, K_{2}\right)\right.}{\sqrt{2 \tau-k^{2}+O\left(\max \left(K_{1}, K_{2}\right)\right)}} \lesssim \frac{\max \left(K_{1}, K_{2}\right)}{N} .
\end{aligned}
$$

This finally gives

$$
\left|A_{N, \lambda, \tau, k}\right| \lesssim \min \left(K_{1}, K_{2}\right)\left(1+\lambda \frac{\max \left(K_{1}, K_{2}\right)}{N}\right) .
$$

All in all, this yields

$$
\begin{aligned}
& \int_{\mathbb{R}} \int\left|\int_{\tau_{1}+\tau_{2}=\tau} \int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1}-k_{2}\right| \gtrsim N} \widehat{P_{K_{1}} u}\left(\tau_{1}, k_{1}\right) \widehat{P_{K_{2}} v}\left(\tau_{2}, k_{2}\right) d \tau_{1}\left(d k_{1}\right)_{\lambda}\right|^{2} d \tau(d k)_{\lambda} \\
& \quad \lesssim \frac{1}{\lambda}\left(1+\lambda \frac{1}{N}\right) K_{1} K_{2}\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} v\right\|_{L_{t, x}^{2}}^{2} .
\end{aligned}
$$

This is enough to prove Lemma B. 1 after summing on $K_{1}, K_{2}$.
When $v$ is replaced by $\bar{v}$, we have similarly

$$
\begin{aligned}
& \int_{\mathbb{R}} \int\left|\int_{\tau_{1}+\tau_{2}=\tau} \int_{k_{1}+k_{2}=k} \mathbf{1}_{\left|k_{1}+k_{2}\right| \lambda N} \widehat{P_{K_{1}} u}\left(\tau_{1}, k_{1}\right) \widehat{P_{K_{2}} v}\left(\tau_{2}, k_{2}\right) d \tau_{1}\left(d k_{1}\right)_{\lambda}\right|^{2} d \tau(d k)_{\lambda} \\
& =\int_{\mathbb{R}} \int\left|\int_{\tau_{1}-\tau_{2}=\tau} \int_{k_{1}-k_{2}=k} \mathbf{1}_{|k| \gtrsim N} \widehat{P_{K_{1}} u}\left(\tau_{1}, k_{1}\right) \widehat{\widehat{P_{K_{2}} v}}\left(\tau_{2}, k_{2}\right) d \tau_{1}\left(d k_{1}\right)_{\lambda}\right|^{2} d \tau(d k)_{\lambda} \\
& \lesssim \frac{1}{\lambda} \sup _{\tau, k}\left|\widetilde{A}_{N, \lambda, \tau, k}\right|\left\|P_{K_{1}} u\right\|_{L_{t, x}^{2}}^{2}\left\|P_{K_{2}} v\right\|_{L_{t, x}^{2}}^{2},
\end{aligned}
$$

with

$$
\widetilde{A}_{N, \lambda, \tau, k}=\left\{\left(\tau_{1}, k_{1}\right) \in \mathbb{R} \times \frac{1}{\lambda} \mathbb{Z}, \quad|k| \gtrsim N, \quad\left|\tau_{1}-\omega_{k_{1}}\right| \sim K_{1}, \quad\left|\tau_{1}-\tau-\omega_{k_{1}-k}\right| \sim K_{2}\right\} .
$$

Proceeding as above,

$$
\begin{aligned}
\left|\widetilde{A}_{N, \lambda, \tau, k}\right| & \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad|k| \gtrsim N, \quad\left|\tau-\omega_{k_{1}}+\omega_{k_{1}-k}\right| \lesssim \max \left(K_{1}, K_{2}\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad|k| \gtrsim N, \quad k_{1}^{2}-\left(k_{1}-k\right)^{2}=\tau+O\left(\max \left(K_{1}, K_{2}\right)\right)\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right) \#\left\{k_{1} \in \frac{1}{\lambda} \mathbb{Z}, \quad|k| \gtrsim N, \quad k_{1}=\frac{\tau+k^{2}+O\left(\max \left(K_{1}, K_{2}\right)\right)}{2 k}\right\} \\
& \lesssim \min \left(K_{1}, K_{2}\right)\left(1+\lambda \frac{\max \left(K_{1}, K_{2}\right)}{N}\right) .
\end{aligned}
$$

This finishes the proof of Lemma B.1.
B.2. Estimates in the case of a multiplicative potential. We finish this section by giving the proof of Lemma 6.14.

First, from similar computations as for (89) we have for any $t \in \mathbb{R}$

$$
\begin{aligned}
\left|\left\langle\partial_{x} I_{N} u, \partial_{x}\left[I_{N}, W_{\lambda}\right] u\right\rangle_{L_{x}^{2}}\right| & \leq\left\|I_{N} u\right\|_{H^{1}}\left\|\partial_{x}\left[I_{N}, W_{\lambda}\right] u\right\|_{L^{2}} \\
& \lesssim\left(N^{-1}\left\|W_{\lambda}\right\|_{H^{4}}\|u\|_{L^{2}}+N^{-1}\left\|\partial_{x} W_{\lambda}\right\|_{L^{\infty}}\left\|I_{N} u\right\|_{H^{1}}\right)\left\|I_{N} u\right\|_{H^{1}} \\
& \lesssim N^{-1} \lambda^{-2}\|W\|_{H^{4}}\left\|I_{N} u\right\|_{H^{1}}^{2} .
\end{aligned}
$$

This proves (i).

Similarly,

$$
\begin{aligned}
\left|\left\langle W_{\lambda} I_{N} u,\left[I_{N}, W_{\lambda}\right] u\right\rangle_{L^{2}}\right| & \lesssim\left\|W_{\lambda}\right\|_{L^{\infty}}\left\|I_{N} u\right\|_{L^{2}}\left\|\left[I_{N}, W_{\lambda}\right] u\right\|_{L^{2}} \\
& \lesssim N^{-1}\left\|W_{\lambda}\right\|_{L^{\infty}}\left\|\partial_{x} W_{\lambda}\right\|_{L^{\infty}}\left\|I_{N} u\right\|_{L^{2}}\|u\|_{L^{2}} \\
& \lesssim N^{-1}\left\|W_{\lambda}\right\|_{H^{4}}^{2}\|u\|_{L^{2}}^{2} .
\end{aligned}
$$

This proves (ii).
With Sobolev embedding and similar computations, we also have

$$
\begin{aligned}
\left|\left\langle\left[I_{N}, W_{\lambda}\right] u, I_{N}\left(|u|^{4} u\right)\right\rangle_{L^{2}}\right| & \lesssim N^{-1}\left\|\partial_{x} W_{\lambda}\right\|_{L^{\infty}}\|u\|_{L^{2}}\left\||u|^{4} u\right\|_{L^{2}} \lesssim N^{-1}\left\|W_{\lambda}\right\|_{H^{4}}\|u\|_{H^{s}}^{6} \\
& \lesssim N^{-1}\left\|W_{\lambda}\right\|_{H^{4}}\left\|I_{N} u\right\|_{H^{1}}^{6},
\end{aligned}
$$

since $s>\frac{2}{5}$. Moreover,

$$
\left.\left.\left\langle I_{N}\left(W_{\lambda} u\right), I_{N}\left(|u|^{4} u\right)-\right| I_{N} u\right|^{4} I_{N} u\right\rangle_{L^{2}}=\int_{\Gamma_{6}} m_{6}\left(k_{1}, \ldots, k_{6}\right)\left(W_{\lambda} u\right)_{k_{1}}\left(d k_{1}\right)_{\lambda} \prod_{j=2}^{6} U_{k_{j}}\left(d k_{j}\right)_{\lambda}
$$

where the symbol is given by

$$
m_{6}=\frac{m\left(k_{1}\right)\left(m\left(k_{2}+\cdots+k_{6}\right)-\prod_{j=2}^{6} m\left(k_{j}\right)\right.}{\prod_{j=2}^{6} m\left(k_{j}\right)\left\langle k_{j}\right\rangle}
$$

and $U_{k_{j}}(t)=m\left(k_{j}\right)\left\langle k_{j}\right\rangle\left|\hat{u}_{k_{j}}(t)\right|$. In particular, if $\left|k_{j^{*}}\right|=\max \left(\left|k_{j}\right|, j \geq 2\right)$, then $m_{6}$ vanishes unless $\left|k_{j^{*}}\right| \gtrsim N$, and since

$$
m(k)\langle k\rangle \sim\left\{\begin{array}{l}
N^{1-s}|k|^{s}, \quad|k| \gtrsim N, \\
\langle k\rangle, \quad|k| \ll N,
\end{array}\right.
$$

we have the rough bound

$$
\left|m_{6}\right| \lesssim N^{-1} \prod_{j \neq j^{*}}\left\langle k_{j}\right\rangle^{-s}
$$

Together with Hölder and Sobolev inequalities, we get

$$
\begin{aligned}
\left.\left|\left\langle I_{N}\left(W_{\lambda} u\right), I_{N}\left(|u|^{4} u\right)-\right| I_{N} u\right|^{4} I_{N} u\right\rangle_{L^{2}} \mid & \lesssim N^{-1}\left\|W_{\lambda}\right\|_{L^{\infty}}\|u\|_{L^{10}}\left\|\left\langle\partial_{x}\right\rangle^{-s} U\right\|_{L^{10}}^{4}\|U\|_{L^{2}} \\
& \lesssim N^{-1} \lambda^{-2}\|W\|_{H^{4}}\|u\|_{H^{s}}\|U\|_{L^{2}}^{5} \\
& \lesssim N^{-1} \lambda^{-2}\|W\|_{H^{4}}\left\|I_{N} u\right\|_{H^{1}}^{6} .
\end{aligned}
$$

This proves (iii).
Finally, it remains to estimate

$$
\begin{aligned}
& \Lambda_{7}\left(M_{7} ; u, \ldots, u, W_{\lambda}\right) \\
& =\int_{\Gamma_{7}} \frac{\sum_{j=1}^{6}(-1)^{j} \frac{\widetilde{M_{6}}}{\alpha_{6}}\left(k_{1}, \ldots, k_{j-1}, k_{j}+k_{7}, k_{j+1}, \ldots, k_{6}\right)}{\prod_{j=1}^{6} m\left(k_{j}\right)\left\langle k_{j}\right\rangle}\left(W_{\lambda}\right)_{k_{7}}\left(d k_{7}\right)_{\lambda} \prod_{j=1}^{6} U_{k_{j}}\left(d k_{j}\right)_{\lambda},
\end{aligned}
$$

with $U_{k_{j}}=m\left(k_{j}\right)\left\langle k_{j}\right\rangle\left|\hat{u}_{j}\right|$. Recall from [LWX11, Lemma 3.2] that $\left|\widetilde{M}_{6}\right| \lesssim\left|\alpha_{6}\right|$, and thus the symbol above is bounded by

$$
\left|\sum_{j=1}^{6}(-1)^{j} \frac{\widetilde{M_{6}}}{\alpha_{6}}\left(k_{1}, \ldots, k_{j-1}, k_{j}+k_{7}, k_{j+1}, \ldots, k_{6}\right)\right| \lesssim 1
$$

thus proceeding as in [LWX11, Lemma 3.3] or equivalently as in the proof of Lemma 6.8, we get

$$
\left|\Lambda_{7}\left(M_{7} ; u, \ldots, u, W_{\lambda}\right)(t)\right| \lesssim N^{2(s-1)} \lambda^{-2}\|W\|_{H^{4}}\left\|I_{N} u\right\|_{H^{1}}^{6}
$$

This shows (iv). This concludes the proof of Lemma 6.14.

## References

[Abou22] C. Abou Khalil, Birkhoff normal form in low regularity for the nonlinear quantum harmonic oscillator, arXiv:2211.13076 [math.AP], (2022).
[Agra15] M.S. Agranovich, Sobolev Spaces, Their Generalizations and Elliptic Problems in Smooth and Lipschitz Domains, Springer Monographs in Mathematics, (2015).
[BIT11] A.V. Babin, A.A. Ilyin, E.S. Titi, On the regularization mechanism for the periodic Korteweg-de Vries equation, Comm. Pure Appl. Math. 64 (2011), no. 5, 591-648.
[Bam03] D. Bambusi, Birkhoff Normal Form for Some Nonlinear PDEs, Commun. Math. Phys. (2003) 234: 253.
[Bam07] D. Bambusi, A Birkhoff normal form theorem for some semilinear PDEs, Hamiltonian Dynamical Systems and Applications, Springer, 2007, pp. 213-247.
[BDGS07] D. Bambusi, J.M. Delort, B. Grébert, J. Szeftel, Almost global existence for Hamiltonian semilinear Klein-Gordon equations with small Cauchy data on Zoll manifolds, Comm. Pure Appl. Math., 60: 1665-1690 (2007).
[BFM22] D. Bambusi, R. Feola, R. Montalto, Almost global existence for some Hamiltonian PDEs with small Cauchy data on general tori, arXiv:2208.00413 [math.AP] (2022).
[BG06] D. Bambusi, B. Grébert, Birkhoff normal form for partial differential equations with tame modulus, Duke Math. J. 135 (2006), no. 3, 507-567.
[BFG20] J. Bernier, E. Faou, B. Grébert, Rational normal forms and stability of small solutions to nonlinear Schrödinger equations, Annals of PDE 6, 14 (2020).
[BG21] J. Bernier, B. Grébert, Birkhoff normal forms for Hamiltonian PDEs in their energy space, Journal de l'Ecole polytechnique - Mathématiques, Tome 9 (2022), pp. 681-745.
[BG22] J. Bernier, B. Grébert, Almost global existence for some nonlinear Schrödinger equations on $\mathbb{T}^{d}$ in low regularity, arXiv:2203.05799 [math.AP] (2022).
[BGR21] J. Bernier, B. Grébert, G. Rivière, Dynamics of nonlinear Klein-Gordon equations in low regularity on $\mathbb{S}^{2}$, arXiv:2109.02267 [math.AP] (2021).
[BD17] M. Berti, J.M. Delort, Almost global solutions of capillary-gravity water waves equations on the circle, UMI Lecture Notes, 2017 (awarded UMI book prize 2017).
[BMM22] M. Berti, A. Maspero, F. Murgante, Hamiltonian Birkhoff normal form for gravity-capillary water waves with constant vorticity: almost global existence, arXiv:2212.12255 [math.AP] (2022).
[BMP20] L. Biasco, J. E. Massetti, M. Procesi, An Abstract Birkhoff Normal Form Theorem and Exponential Type Stability of the 1d NLS, Commun. Math. Phys., 375:3, pages 2089-2153, 2020.
[BS71] J. Bochnak, J. Siciak, Polynomials and multilinear mappings in topological vector-spaces, Studia Mathematica 39.1 (1971): 59-76.
[Bou93] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to nonlinear evolution equations, Geometric and Functional Analysis 3, 107-156 (1993).
[Bou96] J. Bourgain, Construction of approximative and almost-periodic solutions of perturbed linear Schrödinger and wave equations, Geometric and Functional Analysis 6 (1996) 201-230.
[Bou04a] J. Bourgain, Remarks on stability and diffusion in high dimensional Hamiltonian systems and PDEs, Erg Th. and Dyn. Sys. 24 (2004),no.5., 1331-1357.
[Bou04b] J. Bourgain, A remark on normal forms and "I-method" for periodic NLS, J. Anal. Math. 94 (2004), 125-157.
[BGT04] N. Burq, P. Gérard, N. Tzetkov, Strichartz inequalities and the nonlinear Schr?odinger equation on compact manifolds, Amer. J. Math. 126 (2004), no. 3, 569-605.
[CHL08a] D. Cohen, E. Hairer, C. Lubich, Long-Time Analysis of Nonlinearly Perturbed Wave Equations Via Modulated Fourier Expansions, Arch Rational Mech Anal, 187, 341-368 (2008).
[CHL08b] D. Cohen, E. Hairer, C. Lubich, Conservation of energy, momentum and actions in numerical discretizations of non-linear wave equations, Numer. Math., 110, 113-143 (2008).
[CKSTT01] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Global Well-posedness for Schrödinger equations with derivative, SIAM J. Math. Anal. 33, no. 3, (2001), 649-669.
[CKSTT02] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, A refined Global Well-posedness result for Schrödinger equations with derivative, SIAM J. Math. Anal. 34 (2002), 64-86.
[CKSTT03] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Sharp global well-posedness for $K d V$ and modified $K d V$ on $\mathbb{R}$ and $\mathbb{T}$, J. Amer. Math. Soc. 16 (2003), no. 3, 705-749.
[CKSTT08] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Resonant decompositions and the I-method for cubic nonlinear Schrödinger on $\mathbb{R}^{2}$, Discrete Contin. Dyn. Syst. 21 (3) (2008) 665-686.
[CKSTT10] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Transfer of energy to high frequencies in the cubic defocusing nonlinear Schrödinger equation, Invent. Math., 181(1):39-113, 2010.
[CKO12] J. Colliander, S. Kwon, T. Oh, A remark on normal forms and the "upside-down" I-method for periodic NLS: growth of higher Sobolev norms, J. Anal. Math. 118, No. 1, 55-82 (2012).
[COS23] S. Correia, F. Oliveira, J.D. Silva, Sharp local well-posedness and nonlinear smoothing for dispersive equations through frequency-restricted estimates, arXiv:2302.03575 [math.AP] (2023).
[Del12] J.M. Delort, A quasi-linear Birkhoff normal forms method. Application to the quasi-linear KleinGordon equation on $\mathbb{S}^{1}$. Astérisque, 341, 2012.
[dSPST07] D. De Silva, N. Pavlovic, G. Staffilani, N. Tzirakis, Global well-posedness for the $L^{2}$ critical nonlinear Schrödinger equation in higher dimensions, Commun. Pure Appl. Anal. 6 (4) (2007) 1023-1041.
[dSPST07b] D. De Silva, N. Pavlovic, G. Staffilani, N. Tzirakis, Global well-posedness for a periodic nonlinear Schrödinger equation in $1 D$ and 2D, Discrete Contin. Dyn. Syst. 19 (1) (2007) 37-65.
[dSPST08] D. De Silva, N. Pavlovic, G. Staffilani, N. Tzirakis, Global well-posedness and polynomial bounds for the defocusing $L^{2}$-critical nonlinear Schrödinger equation in $\mathbb{R}$, Comm. Partial Differential Equations 33 (8) (2008) 1395-1429.
[ET16] M. B. Erdoğan, N. Tzirakis, Dispersive partial differential equations. Wellposedness and applications, London Mathematical Society Student Texts, 86, Cambridge University Press, Cambridge, 2016. xvi +186 pp .
[FG13] E. Faou, B. Grébert, A Nekhoroshev-type theorem for the nonlinear Schrödinger equation on the torus, Analysis \& PDE, 6 (2013),1243-1262.
[FI21] R. Feola, F. Iandoli, Long time existence for fully nonlinear NLS with small Cauchy data on the circle, Annali della Scuola Normale Superiore di Pisa (Classe di Scienze), 2021: vol. XXII, 1.
[GG12] P. Gérard, S. Grellier, Effective integrable dynamics for a certain nonlinear wave equation, Analysis \& PDE, Vol. 5 (2012), No. 5, 1139-1155.
[Gré07] B. Grébert, Birkhoff normal form and Hamiltonian PDEs, Partial differential equations and applications, Sémin. Congr., vol. 15, Soc. Math. France, Paris, 2007, pp. 1-46.
[GIP09] B. Grébert, R. Imekraz and É. Paturel, Normal forms for semilinear quantum harmonic oscillators Commun. Math. Phys. 291, 763-798 (2009).
[GKO13] Z. Guo, S. Kwon, T. Oh, Poincaré-Dulac normal form reduction for unconditional well-posedness of the periodic cubic NLS, Commun. Math. Phys. 322, No. 1, 19-48 (2013).
[Ki19] N. Kishimoto, Unconditional uniqueness for the periodic modified Benjamin-Ono equation by normal form approach, arXiv:1912.01363 [math.AP] (2019).
[Klai84] S. Klainerman. The null condition and global existence to nonlinear wave equations. In Nonlinear systems of partial differential equations in applied mathematics, Part 1 (Santa Fe, N.M., 1984), volume 23 of Lectures in Appl. Math., pages 293-326. Amer. Math. Soc., Providence, RI, 1986.
[KO12] S. Kwon, T. Оh, On unconditional well-posedness of modi ed KdV, Int. Math. Res. Not. 15 (2012), 3509-3534.
[LWX11] Y. Li, Y. Wu, G. Xu, Global well-posedness for the mass-critical nonlinear Schrödinger equation on $\mathbb{T}$ J. Differ. Equations 250, No. 6, 2715-2736 (2011).
[Nik86] N.V. Nikolenko, The method of Poincaré normal form in problems of integrability of equations of evolution type, Russ. Math. Surveys 41 (1986), 63-114.
[PT87] J. Pöschel, E. Trubowitz, Inverse spectral theory, Academic Press, Boston, 1987.
[Sha85] J. Shatah, Normal forms and quadratic nonlinear Klein-Gordon equations. Comm. Pure Appl. Math., 38(5):685-696, 1985.
[Tao06] T. TaO, Nonlinear dispersive equations. Local and global analysis, CBMS Regional Conference Series in Mathematics, 106. American Mathematical Society, Providence, RI, 2006. xvi +373 pp.
[Tri78] H. Triebel, Interpolation theory, function spaces, differential operators, North-Holland Mathematical Library, Vol. 18, North-Holland Publishing Co., Amsterdam-New York, (1978).
[Z74] A. Zygmund, On Fourier coefficients and transforms of functions of two variables, Stud. Math. 50 (1974), 189-201.

Nantes Université, CNRS, Laboratoire de Mathématiques Jean Leray, LMJL, F-44000 Nantes, France

Email address: joackim.bernier@univ-nantes.fr
Nantes Université, CNRS, Laboratoire de Mathématiques Jean Leray, LMJL, F-44000 Nantes, France

Email address: benoit.grebert@univ-nantes.fr
Université de Lorraine, CNRS, IECL, F-54000 Nancy, France
Email address: tristan.robert@univ-lorraine.fr


[^0]:    2010 Mathematics Subject Classification. 35Q55, 37K45, 37K55 .
    Key words and phrases. Birkhoff normal forms, low regularity, NLS equation, Strichartz estimates.

[^1]:    ${ }^{1}$ Here, we only consider small initial data since this is the regime we are interested in to perform a Birkhoff normal form transformation. But the same global well-posedness result holds for large data in the defocusing case $\sigma>0$.

[^2]:    ${ }^{2}$ defined by $V_{j}:=(2 \pi)^{-1 / 2} \int_{\mathbb{T}} V(x) e^{-i j x} \mathrm{~d} x$

[^3]:    $3^{3}$ see in particular the beginning of the optimization procedure, section 3.5.

[^4]:    ${ }^{4}$ Take care that in section 2.1 we have a more general definition of this projection, see (11).

[^5]:    ${ }^{5}$ note that for the last estimate we have used the assumption $\gamma \leq 1$.

[^6]:    ${ }^{6}$ at the order $N+1 \geq 3$ for $Z_{2, \omega} \circ \Phi_{\chi}^{-t}$ and at the order $N$ for $\left(H \circ \tau^{-1}-Z_{2, \omega}\right) \circ \Phi_{\chi}^{-t}$.
    ${ }^{7}$ since the series (14) is analytic, we can permute sums and derivatives (here Poisson brackets) inside the domain of convergence.

[^7]:    ${ }^{8}$ note that we have the same estimates as for the term in (29) (the bound are uniform with respect to $t \in[0,1]$ ).

[^8]:    ${ }^{9}$ we refer the reader to [Tri78, Thm page 130] and [Agra15, Thm 13.2.2 page 198 and Thm 13.2.1 page 197] for specific results of interpolation well suited to this setting.

[^9]:    ${ }^{10}$ Recall that $\alpha(s)$ increases in $s$, with $\alpha\left(\frac{2}{5}+\right)=0+$ and $\alpha\left(\frac{1}{2}\right)=1$.

[^10]:    ${ }^{11}$ Here we only treat the case of small initial data as this is the setting for the proof of Theorem 1.3. Of course a similar local well-posedness result holds for large data, with a different time of existence, and with a proof which relies on Lemma 6.4 (ii) on top of Lemma 6.4 (iv) to get a small power of $T \in(0 ; 1]$.

[^11]:    ${ }^{12}$ Recall that the local time is $\delta \sim 1$ by our choice of $\lambda$ and Lemma 6.12 , and $\left\|I_{N} u\right\|_{X^{1, \frac{1}{2}+}{ }_{(\delta)}} \lesssim 1$.
    ${ }^{13}$ Recall that the last lower bound on $N$ comes from the need to have $\lambda \geq 1$ together with the definition $\lambda=N^{\frac{1-s}{s}}\left\|u_{0}\right\|_{H^{s}}^{\frac{1}{s}}$. This condition is only restrictive when $\left\|u_{0}\right\|_{H^{s}} \ll 1$, but this is the case we are interested in.

