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Abstract Nowadays, the biomedical field takes advantage of computer science and biotech-
nologies development to look for potential new strategies in the fight against complex
diseases like cancer. In cancer stage prediction and prognosis, researchers can look for
biomarkers using machine learning (ML) approaches able to perform pattern recognition.
Unfortunately, even with an expertise in ML field, it is difficult to know which algorithm
will perform best on a specific type of data. ML-based strategies have multiple steps that
can be difficult to set up as it implies the tuning of numerous parameters at every step.
Thus, ML based studies usually focus on a unique model that is expected to fit their spe-
cific research question. However, based on such strategy, variations in the methods may
lead to completely different results and model generalization is limited. In this study, we
make a first contribution towards a large scale analysis meant to understand the behavior
pattern of ML methods in the context of biomarker signature identification from omics
cancer data. We present preliminary results of colorectal cancer stage prediction based
on the intra- and inter-group comparisons of two types of ML methods: Bayes-based and
Trees. We first estimate the robustness of various Bayes and Tree based models with re-
spect to the tuning of their parameters. We then analyze the composition of the produced
signatures in order to assess their level of confidence, by looking for consistent features
between models. Preliminary results suggest that Bayes-based algorithms are promising as
their performances and signatures seem to be consistent across various configurations.
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1 Introduction

Significant advances have been made in medical research with the development of new methods to
collect data at various biological levels, also known as omics (gen-, epigen-, transcript- etc.). Analyzing
these types of data has become a recurrent challenge, as for addressing the complexity in diseases one
needs to take advantage of the joint integration of various omics. In the last decade, machine learning
(ML) methods have been widely applied on omics data, in both single- and multi-omics contexts, to
identify potential biomarkers for cancer stage characterization (genes, metabolites etc.) or patient
prognosis (microsatellite instability status, long non-coding RNAs etc.) [1, 2, 3, 4]. Overall, ML based
methods are able to recognize patterns between classes of samples by going through large amounts of
data but they come with a counterpart : the difficulty to choose between a wide panel of ML algorithms
and parameter configurations. Unfortunately there are no clear guidelines regarding the strategy best
suited to a specific dataset in this context. In addition to data pre-processing, multiple factors in ML
training may impact the outcome of a ML-based analysis, such as the tuning of parameters, the feature
selection strategy, the choice of the performance evaluation method, to name only some of them. This
renders the use of such techniques, as well as the interpretation of the results highly complex.

In this context, some research studies have assessed the sensitivity to parameters changes using
artificial, ecological or transcriptomics data [5, 6, 7]. Moreover, the variety of metrics allowing to
evaluate ML-methods performance may have a high impact on ML model choices [8]. Multiple metrics
have been employed over the years, such as the widely used accuracy ACC measure, the area under the
curve AUC, but also new formulas like the Matthew’s correlation coefficient MCC, which are giving
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new nuances to our way to assess models [9]. Interestingly, new studies have put in common multiple
ML models to benefit from their various strengths to recognize patterns [10, 11], also allowing to
highlight strong impact features.

Despite this, few large scale studies [7] were conducted to evaluate the impact of different training
configurations (parameters, feature selection etc.) on ML-based strategies, for omics data analysis in
cancer. In [5], it was shown that default parameters can provide in many cases the best accuracy score,
while randomization of parameters may positively or negatively impact the performance relatively to
the default set up. The authors suggest that testing several random configurations could be a strategy
to eventually reach the highest accuracy. However, to our knowledge, no study explored the effect of
such variations on the biomarker identification for cancer prediction and prognosis. Indeed, studies
usually focus on global performance comparisons between some commonly used methods in the ML
field, for a small number of configurations (most of them by default), without further examining the
robustness of their output signatures. Note that a biomarker signature in ML context is a set of
variables (i.e. features) such as genes or lncRNAs (depending on the input data) that is used to build
a ML model and that it uses to differentiate groups in a dataset.

In this work we intend to address the lack of research on ML signatures variability, by imple-
menting a proof-of-concept comparison strategy that focuses on the problem of biomarkers signature
identification from transcriptomics data, for cancer prediction. We benefit from the training of sev-
eral supervised ML algorithms with multiple configurations in order to evaluate their robustness with
respect to their parameters, based on quantitative performance metrics, as well as on the relevance of
their output signatures. Indeed, examining the signatures produced by different models could highlight
interesting new targets that would have been overlooked if investigations were led using an unique
model.

2 Materials and Methods

2.1 Data collection and processing

Here we use colorectal cancer data obtained from the GDC portal using the TCGAbiolinks R
package [12]. We retrieved transcriptomics RNA-Seq data from the TCGA-COAD cohort [13]. In this
study we use raw count data which have been filtered and normalized (removal of insufficient RNA
counts through samples, library size and batch effect control) [14, 15].

The dataset includes 41 normal samples and 63 stage IV samples composed of counts of about
20 000 RNAs with their corresponding Ensembl IDs. Normal samples are identified as Solid Tissue
Normal and Stage IV (IVa, IVb, IVc) have been gathered as Stage IV samples for classification, based
on the American Joint Committee on Cancer (AJCC) stage labels. Samples with no clinical data and
disease samples with less than 70% of tumor nuclei have been discarded.

2.2 Machine Learning strategy

Within the biomarker prediction context, where signature genes correspond to features selected
by ML methods, we intend to study the impact of different ML models. Our comparison strategy,
described below, is based on BioDiscML software [16], in order to benefit from its unified framework
that allows sampling, parallel training of thousands of machine learning models and validation by
numerous cross-validation and resampling steps.

2.2.1 Pre-processing stage In an attempt to make profit of the variability in the healthy and can-
cer datasets and to better reflect their intrinsic composition, here we implement a stratified sampling
strategy, instead of the classical sampling step of ML and implemented in BioDiscML. We performed
a hierarchical clustering analysis of our samples using the transcriptomics data and using the Ward’s
criterion and the euclidian distance. It revealed 5 main clusters in the healthy category. A cluster
of size 1 was considered to be an outlier and removed from our study. Among the cancer samples,
6 clusters were retrieved. Based on this grouping of samples, we then applied a stratified sampling
procedure to generate 3 representative samplings (2/3 of the dataset for training, and 1/3 for test
purposes).



Moreover, to overcome the classical issue of the curse of dimensionality, when the number of
features (around 20000 RNAs) is largely superior to the number of samples, a set of features was
selected based on their predictive power (through information gain ranking). For our dataset and for
each sampling around 62% of the features were removed.

2.2.2 Training process ML-methods can be organized into two main categories : supervised and
unsupervised learning methods. The former use labeled classes to train a model in order to highlight
patterns among the classes, while the latter are left to discover inherent grouping in the data. As
the scientific question we address in this work concerns a classification problem (normal versus stage
IV colorectal cancer), to develop this proof of concept, we selected ML algorithms widely used in
biomedical studies [17] from two groups of supervised ML-methods, Bayes-based and Tree-based.
Among the Bayes probabilistic classifiers, here we focus on Naive Bayes [18], Bayesian Network [19]
and Averaged 1-Dependence Estimators (A1DE) [20]. The first two are often applied on biological data
while the third was developed to address the attribute-independence issue of Naive Bayes’ method.
Among tree classifiers, which are based on decision trees [21], some are commonly used in a clinical
context, such as C4.5 and Random Forest, and were selected in our study. Additionally, two less
common tree methods were selected: Naive Bayes Tree (NB Tree) [22], and Simple Classification And
Regression Trees (Simple CART) [21].

The training of the different methods was made with BioDiscML software [16] under multiple
configurations. BioDiscML performs an iterative training process to select a signature (feature subset)
that optimizes the global performance of our ML models (see below for the performance evaluation
metrics used in the training process). For each iteration, a set of features is selected with stepwise
methods, here the Forward stepwise selection and Backward stepwise elimination (FB) strategy that
implies that features with the highest information gain score will be integrated in priority. More
details on the iterative training can be found in [16].

2.2.3 Evaluation Metrics The feature selection step in the training process involves an optimiza-
tion procedure based on an evaluation of the models after each iteration. Here the Matt

hews Correlation Coefficient (MCC) is used, as it is known to be a good compromise, with respect
to the ACC or the F-1 score, when evaluating ML model performance in presence of unbalanced data
and more specifically in binary classification [9].

The models generated in the training step were further evaluated in order to assess their potential
overfitting to the input data. This was done with several cross-validation procedures on data including
the test set (10 cross-validation, repeated holdout and bootstrapping [23]). For each model, the average
MCC (AVGMCC), as well as the associated standard deviation MCC (STDMCC) were then computed
using the MCC scores obtained from the resampling techniques. A MCC value close to 1 along with
a STD MCC close to 0 indicate an efficient and robust model.

3 Results

3.1 Model comparisons

The 7 classifiers cited above (Naive Bayes, Bayesian Network, A1DE, C4.5, Random Forest, NB
Tree and Simple CART) have been trained with numerous parameter values, including the default ones,
on the 3 stratified samplings of our dataset. The various parameters available for each classifier are
binary, discrete, continuous or to pick from a determined list and can be inter-dependant. Parameters
were randomly tuned, thus leading to the dropout of training of models in case of parameter values
not adapted to the data, or in case of impossibility to compute the MCC score.

For each stratified samplings (as a proof of concept, we used in this study k=3), various models
were trained as following. In the Bayes group of classifiers, Naive Bayes having 2 parameters led to
the training of only 3 models (in each sampling). The Bayes Network method has 4 parameters but
few are appropriate for our data so an average of 9 models were trained. The Averaged 1-Dependence
Estimators (A1DE) on the other hand, has 4 parameters to tune thus leading to an average of 157
A1DE models being trained. In the Tree class, NB Tree had no parameters so a unique model was



Fig. 1. Performance metrics distribution among the k=3 samplings for Bayes and Tree models trained with
various parameter configurations. MMC = Matthew’s Correlation Coeff., STD MCC = Standard Deviation of
the MCC. Red dashed line indicates MCC and STD MCC filter.

trained, while Random Forest had 8 parameters allowing the training of 900 models. Finally, given
the 4 Simple CART parameters and the 6 of C4.5, it resulted in the training of 60 and 250 models
respectively.

3.1.1 Evaluation by performance metrics We evaluated the robustness of our models with
performance metrics described in the 2.2.3 section, namely the MCC and STD MCC. Figure 1 shows
the variation of MCC and STD MCC values among the different configurations of the classifiers on
the 3 different samplings.

Both Bayes-based and Tree-based models were found to be consistent across the samplings as
their MCC and STD MCC values do not seem to vary from one sampling to another. However, when
looking at the dispersion of MCC and STD MCC values between models produced for a given method
among the 7, Bayes-based models were found to be more robust regarding the variations of their own
parameters than Tree-based models (note that this cannot be stated for NB Tree, which produced an
unique model per sampling). Indeed, for Bayes models the MCC score roughly varies from 0.76 to
0.98, while for Tree methods it may even drop to 0 for Simple Cart (0.58 for C4.5 and Random Forest)
and on the other hand reach a maximum of 0.99. Moreover, Figure 1 highlights models passing a 0.4
MCC threshold (above the dashed red line), with a large majority of Simple CART models that do
not meet this threshold. When looking at the STD MCC in Figure 1, the same tendencies can be
observed (here a 0.1 threshold was used and models should be below the dashed red line in order to
pass the filter): models are globally consistent across the samplings but the 3 Bayes methods seem
to be more robust with respect to the STD MCC (from 0.02 to 0.17) than Tree-based ones (ranging
from 0 to 0.41). Moreover, around 88% of Bayes models across all samplings pass the MCC and STD
MCC combined filter, while only 69% of the trees.



3.1.2 Evaluation by signature length and composition Classifiers are commonly evaluated
by performance metrics but rarely based on their signatures. In Figure 2 we examine the size of
the signatures output by the different models on the k different samplings. The results indicate that
signature lengths both for Bayes and Tree models tend to be stable across the 3 different samplings.
Moreover, the signatures have comparable lengths between models obtained with the same method
(A1DE models give signatures with lengths varying from 2 to 7, Bayes Network from 3 to 6, Naive
Bayes from 4 to 8, C4.5 from 1 to 6, NB Tree 4 to 6), except maybe for Simple CART (range from
1 to 7) and for Random Forest models (from 2 to 14). Additionally, the 3 NB Tree models (one per
sampling) give similar signature lengths between samplings.

Fig. 2. Signature size variation for A1DE, Bayes Network, Naive Bayes, C4.5, NB Tree, Random Forest and
Simple Cart algorithms across 3 different samplings without filtering on the MCC or STD MCC values.

For further investigations, given the great variations in performance according to MCC and STD
MCC scores, models were filtered based on their MCC and STD MCC values using the following
thresholds : ≥ 0.4, respectively ≤ 0.1. Next, we focus on the most relevant features for a given
sampling meaning, for each method, those features that are output in the signatures of at least 20%
of the associated trained models. This gives a consensus signature that is representative of a group
of models corresponding to a classifier. Figure 3 depicts the presence of common features between
the various algorithms, for a given sampling that was randomly picked to illustrate our remarks (the
second sampling among the 3 presented in this paper). For example, one may note that Naive Bayes
consensus signature has 6 specific features (that do not appear in the other consensus signatures),
while the other 5 features are shared with at least two other algorithms and with up to 5 others
algorithms. Apart from these features, the remaining 8 features are either unique to a given method
(4 features), or shared between 2 (3 features) or 3 methods (1 feature). Below, we discuss 5 features
that were found in the consensus signature for at least 2 methods.

4 Discussion and Conclusion

In our study, several classifiers from two important classes of supervised methods : Bayes and
Tree-based methods were able for the most part to label our various samples in normal and Stage IV
colorectal cancer. When looking at performance metrics obtained on 3 samplings (generated with a
stratified sampling strategy), like the MCC and the STD MCC, Bayes-based models appears to be less



affected by the variation of their parameters compared to the Tree-based methods. Moreover, Bayes
Network and Naive Bayes models, along with a majority of A1DE ones give the best results with
respect to these metrics (above a minimal MCC threshold of 0.4 and below a maximal STD MCC of
0.1). On the other hand, around 69% of the Tree-based models did not pass the STD MCC threshold
(and also MCC threshold for Simple CART models), thus suggesting that they are more impacted
than the Bayes ones with respect to parameter tuning.

Fig. 3. Number of features being specific or shared among consensus signatures for the 7 classifiers.

When analyzing the lengths of the signatures, except from Random Forest models, the range of
the length values is similar among the different methods. Additionally, when observing the prevalent
features between the different methods (present in more than 20% of the models for a given method),
half of them are specific to classifier, while the other half are shared between at least two algorithms.
Interestingly, the ones being shared are potential candidates for biomarkers of stage IV colorectal
cancer following the assumption that a prediction obtained by several methods is more likely to
be robust or meaningful. Among these, the PLUT regulator (an antisens RNA), stands out as being
shared across many algorithms and for all samplings. One of its targets, PDX1, has been characterized
as having a major role in glucose-dependent regulation of insulin gene expression and associated to
the early development of pancreatic cancers [24]. Looking at the other top genes, given by more than
50% of the algorithms, two additional RNA regulators are proposed, EDIL3-DT and LINC02418 that
are related to cancer development. Moreover, the latter has already been reported as a potential
biomarker for colorectal cancer [25, 26]. Finally, the SP8 transcription factor and the KLK7 gene
(member of the kallikrein gene family), were identified as biomarkers for cancer [27, 28] .

This first study is a proof of concept and needs to be generalized to explore the diversity of ML
methods used. Additionally, the impact of samplings will be also analyzed (by increasing the k value)
while integrating additional cohorts. The comparison of the signatures produced by the classifiers
will be central to define robustness criteria, based on the idea that a consensus prediction between
different methods is more relevant to the expert.
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