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Abstract—Long-Range Wide Area Networks (LoRaWAN) en-
able low-power data collection over long distances, and they are
thus widely used for Internet of Things applications, despite their
limitations to meet some traffic requirements (e.g., reliability). To
achieve the quality of service required by the applications, service
differentiation is a promising approach which can be provided
by network slicing. In this work, we show that related works are
either incompatible with the LoRaWAN specifications, or do not
isolate traffic, or assume an a priori known and stable traffic. In
this paper, we propose a lightweight approach to achieve slicing
in LoRaWAN, compatible with the LoRaWAN specifications. Our
approach allows to isolate traffic, to protect confirmed traffic, and
to deal with unsolicited traffic.

I. INTRODUCTION

Long-Range Wide Area Network (LoRaWAN) is a wireless
communications standard dedicated to data collection from
low-power end-devices over long distances. It is widely used
in Internet of Things (IoT) applications for three main reasons:
(i) it can trade-off communication range with data rate, (ii) it
enables the deployment of low-cost networks, and (iii) it is
simple to implement. Applications using LoRaWAN typically
include smart city monitoring, smart farming, and supply chain
management and optimization.

Because of the simple design of its medium access control
(MAC) protocol, LoRaWAN is not able to support the Quality
of Service (QoS) requirements of some IoT applications.
For this reason, several proposals ( [1]–[3]) were made to
use slicing in order to implement service differentiation over
LoRaWAN, i.e., to provide different levels of QoS. The idea
of slicing comes from 5G networks. It uses independent
resources, including radio resources, to create slices which
are isolated from each other, then allocates nodes to slices,
and manages these slices independently. In theory, a slicing
approach applied to LoRaWAN could provide different QoS
levels for various types of traffic: confirmed, unsolicited, traffic
from mobile end-devices, etc.

However, current slicing approaches for LoRaWAN fail to
meet key requirements: (i) several approaches are not entirely
compatible with the LoRaWAN specifications from the LoRa
Alliance, (ii) most approaches do not isolate traffic, which
does not allow to provide QoS guarantees, (iii) they require
an a priori knowledge of the traffic, and assume stable traffic
conditions, and (iv) they often assume that traffic parameters
are controlled by the IoT node, which is not practical for real
operated networks. Moreover, the current slicing approaches
for LoRaWAN are unable to deal with unsolicited traffic, for
instance coming from end-devices associated to an application

server that has been terminated: such a situation is unfortu-
nately likely to happen increasingly in the future, as some
old application servers will eventually be switched off without
removing the corresponding IoT nodes.

In this paper, we propose a lightweight slicing approach
for LoRaWAN that: (i) is compatible with the LoRaWAN
specifications, (ii) isolates traffic, (iii) is dynamic, and (iv)
is controlled by the network-server. Our approach is flexible,
and it can handle slices based on radio channels, spreading
factors or other radio/network parameters. We show that we
can take benefit from the adaptive data rate (ADR) mechanism
to create slices and to allocate end-devices to slices. In other
words, with our approach, everyone can slice LoRaWAN.

The remainder of this paper is organized as follows. Sec-
tion II gives a brief overview of LoRaWAN and of slicing in
5G networks. Section III presents the related works on slicing
for LoRaWAN, as well as on the ADR mechanism. Section IV
introduces our lightweight approach to perform ADR-based
slicing. Section V evaluates our approach through simulations.
Finally, Section VI concludes our work.

II. BACKGROUND

A. LoRaWAN network architecture and medium access

LoRaWAN defines the network architecture and MAC pro-
tocol of low-power wide area networks. It is based on the Long
Range (LoRa) physical layer modulation. In LoRaWAN, end-
devices send LoRa frames, which are received by (possibly
multiple) gateways. The gateways forward them to a central-
ized network server, which deduplicates them. The network
server then determines the target application from the headers,
and forwards the frames to the corresponding application
server. Both the application server and the network server can
also send frames to end-devices: in this case, the network
server decides through which gateway the frame should be
sent. Note that a join procedure is required before an end-
device can communicate.

LoRaWAN defines three classes of end-devices. We focus
here on Class A, as it is the only mandatory class, and is
used by a large majority of applications. In Class A, the end-
devices use an Aloha MAC mechanism: they can transmit
a frame without waiting or assessing the channel, but have
to comply with a duty-cycle. Each transmission is followed
by the opening of two short reception windows, where end-
devices can receive acknowledgments in the case the frame
they transmitted belongs to the confirmed traffic class.

The LoRa modulation integrates three main parameters: the
spreading factor (SF), the channel bandwidth (BW) and the



coding rate (CR). These three parameters have a direct impact
on the robustness of the modulation: a long communication
range can be reached with a small BW, a large SF and a
large CR. LoRaWAN can dynamically adapt both BW and SF
through a mechanism called ADR. When ADR is active, the
network server constantly monitors the received signal strength
of frames reaching the gateways, for each end-device. Then,
it chooses LoRa parameters for each end-device. Finally, the
network server uses a control message to request the end-
device to switch to this set of parameters.

Typical LoRaWAN applications produce traffic with differ-
ent QoS requirements: (i) the traffic might be confirmed (that
is, each uplink frame is requesting for an acknowledgment)
or unconfirmed, (ii) the end-devices can be mobile (in which
case, the ADR has to be disabled and end-devices use SF12)
or static (in which case, the ADR is usually enabled), and
(iii) there might be unsolicited end-devices producing traffic,
typically when the application server has been switched off
while some end-devices are still deployed and running.

The simple Aloha mechanism used in LoRaWAN does
not allow for service differentiation to provide QoS guaran-
tees. However, LoRaWAN uses several orthogonal frequency
channels and orthogonal SF at the physical layer. These two
orthogonalities are used by most slicing approaches, as we
will see later.

B. Network slicing

Slicing is a key feature in 5G networks, allowing the
support of a wide range of applications with very different
QoS requirements. This is made possible by the virtualization
of all resources (e.g., radio, backhaul, computation) and of
all the network functions in the cellular network. The main
idea is to use orthogonal (or independent) resources and
independent functions to design slices based on the application
QoS requirements. Each slice is isolated from the others, moni-
tored and managed independently, and can evolve dynamically
according to the network demand. Because of this isolation,
there is no impact of the traffic from a given slice on another
one, which allows to enforce the key performance indicators.

To provide slicing in a network architecture, it is mandatory
to identify independent resources. Then, a slice is defined
as the list of the necessary virtual network functions, the
dedicated radio resources, and the required network hardware.

III. RELATED WORKS

There are only a few existing slicing approaches for Lo-
RaWAN. In this section, we compare them based on three
crucial properties: the isolation guarantees, the support of
dynamic traffic, and the compatibility with the LoRaWAN
specifications (especially on the end-device side). We also give
a brief overview of proposed ADR enhancements.

A. Slicing in LoRaWAN

In [1], the authors propose a three-step approach to perform
slicing in LoRaWAN, while assuming an a priori knowledge of

the traffic. First, they group end-devices with similar QoS re-
quirements, which determines the slices. Second, they compute
the capacity for each slice and allocate channels accordingly.
Third, each end-device is managed by the best gateway. The
authors study the performance of their approach according to
various SF allocation strategies for the third step.

In [4], the authors propose to change the SF allocation based
on the device priority. They propose two greedy algorithms
that allocate the SF to high-priority end-devices first: one
algorithm allocates the smaller SFs first, while the other
allocates the larger SFs first. However, the approach assumes
that all end-devices can use the smallest SF, which is not
realistic in a real deployment.

In [5] and [6], the authors propose two similar approaches
to provide different QoS, expressed as differentiated targets
of frame delivery rate. They propose to separate the traffic
based on frequency channels, and to further limit the number
of devices per SF. The authors also propose to reduce the duty-
cycle of low-priority nodes in order to limit the traffic. In both
papers, some end-devices are forbidden to send traffic, which
requires to modify the behavior of end-devices, and thus does
not follow the LoRaWAN specifications.

In [2], the authors explain that slicing on LoRaWAN chan-
nels does not provide a fine QoS granularity, as the number
of channels in LoRaWAN is typically very small (from 3
to 8 in the European regional settings). Thus, they propose
end-devices of different priorities to be allocated to the same
channel. However, they introduce a blocking probability on
end-devices, in order to reduce the traffic of low-priority ones.
This proposal requires to modify the end-devices to support
priorities and a blocking probability, which is not supported
by the LoRaWAN specifications.

In [3], the authors propose an approach using Deep Deter-
ministic Policy Gradient to optimize resource allocation within
frequency-based slices. For each gateway, an agent attempts to
find the optimal pair of SF and transmission power for each
node. To reduce the learning time, the authors use Transfer
Learning. However, the proposal has two main drawbacks.
First, there is no isolation since the slices are defined by SF
and transmission power. Second, the authors assume that each
gateway can allocate channels to end-devices independently,
while the broadcast nature of LoRa communications generates
interference when two neighboring end-devices communicate
on the same channel for different gateways.

In [7], the authors define three classes of traffic, with
reliability and urgency components. Those three classes are
isolated in frequency-based slices. The authors then use Deep-
Q Networks to allocate efficiently SF and transmission power
to each node. Each slice uses a different reward function
which enables to define different allocations to ensure QoS
requirements. However, the authors achieve slightly better
scores than the ADR allocation scheme.

Table I summarizes these approaches by considering the
three properties which appear imperative for providing slices
in LoRaWAN: the ability to isolate slices, the ability to deal
with dynamic traffic without an a priori knowledge, and the



Table I: Summary and comparison of related works.

Reference Slicing approach Isolation Dyamic traffic support LoRaWAN Specification compatibility
[1] frequency-based + - +
[4] SF-based + - +
[5] SF-based and frequency-based + - -
[6] SF-based and frequency-based + - -
[2] frequency-based - - -
[3] frequency-based and power-based - - +
[7] frequency-based + + +

Our approach SF-based and frequency-based + + +

compatibility with the LoRaWAN specifications.

B. ADR modifications

The ADR mechanism enables the network server to allocate
the SF and transmission power to each end-device, based
on the quality of the links with gateways. However, several
major weaknesses were identified in this mechanism. First,
the ADR allocates parameters only based on the received
signal strength, without taking into account the other end-
devices. This causes congestion in the network, typically when
too many end-devices are allocated to the same SF. Second,
the ADR is unstable when channel conditions are volatile or
for mobile end-devices. Consequently, many researchers have
proposed modifications to the ADR mechanism, typically to
improve the throughput, to reduce the energy consumption,
and to increase capacity. More details on these ADR enhance-
ments can be found in [8].

IV. ADR-BASED SLICING FOR LORAWAN

A. Motivations

We aim to design a slicing architecture for LoRaWAN,
while remaining compatible with the LoRaWAN specifica-
tions. In other words, our proposal should be supported
by any real LoRaWAN deployment, without requiring any
modification on either the end-devices, the join server or
the application servers. We propose to leverage the ADR
mechanism to allocate and manage the slices, in addition to
its usual role of improving the link budget of LoRa devices.

The goal of using slices is to protect the traffic through isola-
tion in order to meet the QoS requirements of the applications.
In the context of LoRaWAN, we claim that the confirmed
traffic suffers from a lack of reliability in practice. Thus, we
propose to create a slice dedicated to end-devices sending
confirmed traffic. Moreover, in LoRaWAN networks, we also
observe unsolicited traffic, i.e. traffic from end-devices whose
application server is stopped. Indeed, when an application
server is switched off, thousands of end-devices may continue
to send traffic on their own, which drastically impacts the
performance of the whole network. Thus, we propose to
dedicate a slice to isolate such unsolicited traffic. Finally, we
dedicate a third slice to the end-devices which send only non-
confirmed traffic, which we refer to as normal traffic. Note,
that we can extend these three slices to a larger number of
slices, e.g., a slice to isolate mobile end-devices.

B. How to slice LoRaWAN?

According to the design principles of slices in 5G, we
should slice a LoRaWAN network both in the back-end
network (network server, application servers, join server), and
in the radio access part (end-devices, gateways).

1) The back-end network side: Because of the low traffic
intensity of IoT applications, originating from small IoT packet
sizes (typically in the order of tens of bytes), we claim that
slicing the back-end is not necessary. If it is requested by
some applications, for privacy issues or performance reasons,
a virtual local area network can easily isolate the traffic,
satisfying these QoS constraints.

2) The radio access side: Slicing the radio resource part
of a LoRaWAN network can be done either by using LoRa
frequency channels, or by using LoRa spreading factors.
Without loss of generality, we propose to consider a slicing
approach based on the use of spreading factors. Our work can
be easily extended to frequency channel slicing, or to both
frequency channel and SF slicing.

We chose to use SF to achieve slicing for two key reasons:
• Quasi-orthogonality: SF are often claimed to be orthog-

onal and independent. In practice, the SF are quasi-
orthogonal to one another [9]. Table II summarizes the
impact of each SF on the others. If chosen correctly, a
specific SF can be used to protect the confirmed traffic, a
second one to isolate unsolicited traffic, and all the others
for the non-confirmed traffic.

• Allocation and reallocation: LoRaWAN typically uses the
ADR mechanism to optimize the link budget through a
dynamic adaptation of the SF used by the end-devices.
Without modifying the end-device behavior, we extend
the ADR to also change the SF according to the slicing
strategy. Based on the header of LoRa frames, the net-
work server is able to detect devices sending mostly con-
firmed traffic. Based on the application_id of each
frame, it is also able to determine if the corresponding
application server is running: if not, we assume that the
traffic is unsolicited.

Table II: Interference matrix of Spreading Factor [9].

SF7 SF8 SF9 SF10 SF11 SF12
SF7 victim 76% 5% 1% 0% 0% 0%
SF8 victim 17% 80% 1% 0% 0% 0%
SF9 victim 17% 6% 80% 0% 0% 0%
SF10 victim 18% 6% 2% 80% 0% 0%
SF11 victim 18% 6% 2% 0% 81% 0%
SF12 victim 19% 6% 2% 0% 0% 64%



C. ADR-based slicing for LoRaWAN
1) Description of the slices: Our proposal supports the

following three slices: (i) the Normal slice manages all the
traffic coming from end-devices which do not have strong
reliability requirements, and whose application server is still
running, (ii) the Confirmed slice is dedicated to support only
the confirmed traffic, i.e., the traffic which requires to be
acknowledged, (iii) the Unsolicited slice is a slice which
receives all the unsolicited traffic, coming from end-devices
which are still running despite having an inactive application
server. Note that these latter nodes produce unwanted traffic.

2) Frames management and slice allocation: Each LoRa
frame is received by gateways, then forwarded to the network
server (NS). The NS analyzes the header of each LoRa
frame to determine the corresponding slice. For this, we use
information already existing in the LoRaWAN messages. If
the message type in the MAC header of the LoRa frame is
set to 100, the traffic is confirmed. During a join procedure,
which allows an end-device to be associated to a LoRaWAN,
the application_id is set. We use this field to keep track
of end-devices sending data to application servers that are not
reachable, and thus to identify unsolicited traffic. The traffic
generated by the other nodes is classified as normal. In each
case, the NS uses our ADR-based slice mechanism to allocate
the corresponding SF to the end-devices.

3) How to slice using SF?: We investigate two strategies
to create the three slices:

• Lower SF Slicing (LSF-Slicing): We can see from Ta-
ble II that SF7 is the SF being the least impacted by
other SFs, whereas SF11 is the most impacted by the
other SFs. For this reason, in this strategy, we use SF7
only for confirmed traffic, and SF11 only for unsolicited
traffic. The remaining SFs are shared among normal end-
devices, and are allocated using the usual ADR algorithm
to improve the link budget.

• Higher SF Slicing (HSF-Slicing): SF12 is known to pro-
vide the better coverage and the higher robustness, despite
its lower data-rate. We also recall that SF7 provides the
lower time-on-air value, at the cost of a very limited
radio range. Moreover, SF7 leads to a lower impact on
the other traffic and generates low interference. For these
reasons, in this strategy, we use SF12 only for confirmed
traffic, and SF7 only for unsolicited traffic. The remaining
SFs are shared among normal end-devices, and are again
allocated using the usual ADR algorithm.

Note that normal end-devices cannot use either SF7/SF11
(LSF-Slicing case), or SF7/SF12 (HSF-Slicing case). In the
event that the legacy ADR algorithm would recommend one
of these forbidden SFs to a normal device, we allocate a larger
SF if available, or a smaller SF otherwise.
Table III: Summary of SF allocation per slice (Normal,
Confirmed, Unsolicited), for the two strategies.

Strategy SF7 SF8 SF9 SF10 SF11 SF12
LSF-Slicing C N N N U N
HSF-Slicing U N N N N C

V. PERFORMANCE EVALUATION

We used the FLoRa module [10] for the OMNeT++ sim-
ulator [11] to run our simulations. We deployed either 100
or 250 end-devices in a square area of 300 m×300 m. The
single gateway is deployed at the center of this area, in a
square of 50 m×50 m. Traffic is generated using a Poisson
process, where the inter-arrival rate follows an exponential
distribution of intensity 1/600 (including for the first frame).
We randomly selected either 5% or 30% of the end-devices
to produce confirmed traffic, and either 5% or 30% of the
end-devices to produce unsolicited traffic. We used a single
frequency channel with a duty-cycle of 1%, in order to focus
on the impact of the SF. All the other end-devices produce
normal traffic. Each simulation lasts for eight hours. Each
scenario is repeated ten times, with random positions for the
end-devices and gateway.

A. Slices can be isolated

Figure 1 shows the distribution of the SF as a function
of time, for the baseline LoRaWAN (on the left), the LSF-
Slicing strategy (on the middle) and the HSF-Slicing strategy
(on the right), on a single instance of 100 nodes with 5%
confirmed traffic and 5% unsolicited traffic. As expected, the
baseline LoRaWAN allocates the SF independently of the
type of traffic. However, both our strategies can isolate the
traffic in the correct slices, as soon as the join procedure has
been finished. Thus, our approach is able to isolate slices
using independent resources. The allocation of the correct
slice requires the end-device to receive a message from the
network server. However, this requires some time, as downlink
opportunities are scarce in LoRa and are heavily influenced by
the duty-cycle limitation (1% in Europe). We call this delay
the slicing completion delay, and we define it as the longest
time required by a node to be allocated to its correct slice, once
it has initiated the join procedure. We can see from Figures 1b
and 1c that the slicing completion delay is lower than 3 hours,
which is reasonable. Note that the slice allocation does not
require the network server to collect 20 frames of history,
unlike the usual ADR, but only a single one.

B. The confirmed traffic is protected

Figure 2 shows the spatial distribution of the SF, for
all strategies, on a single instance of 100 nodes with 5%
confirmed traffic and 5% unsolicited traffic. The baseline ADR
of LoRaWAN allocates SF according to the received power at
the gateway, that is based on an approximation of the distance.
The LSF-Slicing strategy allocates SF7 (in light green) to end-
devices generating confirmed traffic (represented with stars),
and SF11 (in red) to end-devices generating unsolicited traffic
(represented with a hyphen). The other SFs are allocated based
on an approximation of the distance. Similarly, the HSF-
Slicing strategy allocates SF12 (in brown) to confirmed end-
devices (with stars), and SF7 (in light green) to unsolicited
end-devices (with hyphen).

Figure 3 shows the packet delivery ratio (PDR) per type of
traffic and per strategy, for three configurations: 100 nodes,



(a) Baseline LoRaWAN (b) LSF-Slicing (c) HSF-Slicing

Figure 1: Usage of SF as a function of time, on a single instance of 100 nodes, 5% confirmed traffic and 5% unsolicited traffic.

(a) Baseline LoRaWAN (b) LSF-Slicing (c) HSF-Slicing

Figure 2: Spatial distribution of SF, on a single instance of 100 nodes, 5% confirmed traffic and 5% unsolicited traffic.

(a) 100 nodes, 5% confirmed traffic, 5%
unsolicited traffic

(b) 250 nodes, 5% confirmed traffic, 5%
unsolicited traffic

(c) 250 nodes, 30% confirmed traffic, 30%
unsolicited traffic

Figure 3: Packet Delivery Ratio per type of traffic and per strategy, for three configurations.



(a) Baseline LoRaWAN (b) LSF-Slicing (c) HSF-Slicing
Figure 4: Spatial distribution of PDR, on a single instance of 100 nodes, 5% confirmed traffic and 5% unsolicited traffic.

5% confirmed traffic and 5% unsolicited traffic (on the left),
250 nodes, 5% confirmed traffic and 5% unsolicited traffic
(on the middle), and 250 nodes, 30% confirmed traffic and
30% unsolicited traffic (on the right). The LSF-Slicing strategy
achieves a very low performance for the confirmed traffic, in
all configurations. Indeed, while SF7 enables high throughput,
end-devices producing confirmed traffic are not necessarily
close to the gateway, and thus might not be able to commu-
nicate with it using SF7. The HSF-Slicing strategy is able
to improve the PDR of the confirmed traffic compared to
the baseline LoRaWAN, for two reasons: it uses a robust SF
for this traffic, while ensuring that the number of end-devices
using this SF is not too large. The HSF-Slicing strategy also
improves the PDR of the normal traffic, by completely
removing the congestion due to unsolicited traffic. Finally, it
yields a low PDR for unsolicited traffic, which is not an issue.

Figure 4 shows the spatial distribution of the PDR for
the three strategies, on a single instance of 100 nodes, 5%
confirmed traffic and 5% unsolicited traffic. With the LSF-
Slicing strategy, it can be seen that a low PDR is experienced
by confirmed end-devices that are not located close to the gate-
way. With the HSF-Slicing strategy, a low PDR is experienced
by normal end-devices that are far away from the gateway.
Those normal end-devices would have been allocated to SF12
with the baseline ADR, but SF12 is not available for normal
end-devices in HSF-Slicing.

C. Limitations of our approach

The main limitation of our approach is the identification
of end-devices sending unsolicited traffic. In our case, we
considered only one gateway, connected to a NS who is aware
of the state of all application servers (active or not). In practice,
some application servers might be reachable only through
some specific NS associated to their gateways. Therefore, not
all NS have knowledge about all application servers, meaning
that our classification solution for unsolicited traffic might
generate false positives. A way to solve this issue would be to
consider a federated approach in which application designers
register their end-devices with an expiration date.

VI. CONCLUSION AND PERSPECTIVES

In this paper, we proposed a lightweight slicing architecture
which is fully compatible with the LoRaWAN specifications.
We have shown that it is possible to exploit the ADR mech-
anism in order to manage and to allocate slices. We have
shown that the HSF-Slicing strategy is able to perform traffic
differentiation with a small convergence time, and it can
improve the performance of both the confirmed traffic and
the normal traffic.

In the future, we will consider end-devices joining and
leaving the network at any time, as well as mobile end-devices.
We will also add a slice monitor in order to dynamically adapt
the size of the slices to the number of end-devices they serve.
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