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Uniqueness of traveling fronts in premixed flames with stepwise

ignition-temperature kinetics and fractional reaction order.

Amanda Matson ∗ Claude-Michel Brauner † Peter V. Gordon ‡

May 3, 2023

Abstract

In this paper, we consider a reaction-diffusion system describing the propagation of flames under the
assumption of ignition-temperature kinetics and fractional reaction order. It was shown in [3] that this
system admits a traveling front solution. In the present work, we show that this traveling front is unique up
to translations. We also study some qualitative properties of this solution using the combination of formal
asymptotics and numerics. Our findings allow conjecture that the velocity of the propagation of the flame
front is a decreasing function of all of the parameters of the problem: ignition temperature, reaction order
and an inverse of the Lewis number.

Keywords: Reaction-diffusion systems, traveling front solution, uniqueness of solution, qualitative dependency
of solution on parameters.

AMS subject classifications: 35K57, 35C07, 34B08, 34E05, 80A25.

1 Introduction

The canonical constant density approximation model of flame propagation in one dimensional formulation reads
[1, 7, 13,15]: {

Tt̄ = Tx̄x̄ + Ω(T,C),
Ct̄ = ΛCx̄x̄ − Ω(T,C),

(1.1)

where T and C are appropriately normalized temperature and concentration of the deficient reactant, x̄ ∈
R, t̄ > 0 are normalized spatiotemporal coordinates, Λ > 0 is an inverse of the Lewis number and Ω is the
reaction rate. The reaction rate is typically specified as:

Ω(T,C) :=

{
CαF (T ) T ≥ θ and C > 0,
0 T < θ and/or C = 0,

(1.2)

where α ≥ 0 is the reaction order, θ ∈ (0, 1) is the ignition temperature and F (T ) is a positive non-decreasing
function that characterizes the enhancement of chemical reaction with the increase of the temperature.

The studies of system (1.1) trace back to pioneering works of Frank-Kamenetskii, Semenov and Zeldovich
in 1930’s and 1940’s [4, 12, 15]. This system was then analyzed by mathematicians and physicists alike. The
substantial body of literature concerning system (1.1) is dedicated to the analysis of traveling front solutions,
that is special solutions of the form:

T (x̄, t̄) := u(ξ), C(x̄, t̄) := v(ξ), ξ = x̄+ ct̄, (1.3)
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where c > 0 is an a-priori unknown speed of propagation. In a context of combustion, such solutions represent
flame fronts propagating with a constant speed from burned state far to the right to unburned state far to the
left.

When α ≥ 1 system (1.1), after substitution of an ansatz (1.3), reduces to the following system of ODE’s
on a real line:

uξξ − cuξ + Ω(u, v) = 0, Λvξξ − cvξ − Ω(u, v) = 0, ξ ∈ R, (1.4)

complemented with boundary like conditions:

u→ 1, v → 0 as ξ →∞, and u→ 0, v → 1 as ξ → −∞. (1.5)

Conditions (1.5) prescribe the steady temperature and reactant concentration far ahead (ξ → −∞) and far
behind (ξ →∞) the flame front.

Since solutions of (1.4), (1.5) are translationally invariant, we fix translations by imposing a constraint:

u(ξign) = θ, (1.6)

where ξign is an arbitrary fixed number.
The constraint (1.6) fixes the position of an ignition interface, the unique position where the temperature

is equal to the ignition temperature θ. Hence, when crossing the ignition interface, the reaction rate jumps
from some positive value to zero while preserving continuity of the temperature and concentration of reactant
as well as their fluxes. Consequently, the mixture ahead of the ignition interface (ξ < ξign) is in a non-reactive
state, whereas at and behind the ignition interface (ξ ≥ ξign), the chemical reaction takes place. We note that
uniqueness of the ignition interface follows from the monotonicity of any solution of problem (1.4),(1.5) that
results from the fact that Ω(u, v) ≥ 0 and can be directly verified.

In view of the discussion above, system (1.4) is equivalent to the following one:{
uξξ − cuξ = 0, Λvξξ − cvξ = 0, ξ ∈ (−∞, ξign),
uξξ − cuξ + vαF (u) = 0, Λvξξ − cvξ − vαF (u) = 0, ξ ∈ (ξign,∞),

(1.7)

complemented with conditions of continuity of a solution and its first derivatives when crossing the interface:

[u] = [v] = [uξ] = [vξ] = 0 at ξ = ξign. (1.8)

Here and below [·] stands for a jump of the quantity. A sketch of a traveling front solution for system (1.1)
with the reaction order α ≥ 1 is depicted on Figure 1.

System (1.4), (1.5), (1.6) (equivalently system (1.5), (1.6), (1.7), (1.8)) was extensively studied in the
literature. In the special case when Λ = 1, this system reduces to a single equation. This equation is well
understood by now, details can be found in many books and review articles on the subject, for example
[6, 10, 14, 15]. In particular, it is well known that in this case (1.4), (1.5), (1.6) admits a unique traveling front
solution for any Λ ∈ (0,∞) fixed. The general case when Λ 6= 1 is substantially more complex, and the complete
understanding of this case is still lacking. Review of many relevant results concerning this general case can be
found in [10, 11]. In particular, it was shown in [1] that when the reaction rate α is a positive integer then
system (1.4), (1.5), (1.6) admits a traveling front solution. Moreover, when α = 1 and Λ ∈ (0, 1] this solution
is unique [5]. The question whether uniqueness of a solution holds for α = 1 and Λ > 1 is still open.

When 0 < α < 1, non-linear term (1.2) becomes non-Lipschitz at C = 0. Consequently, the system that
describes traveling fronts for (1.1) changes substantially. After substitution of an ansatz (1.3) into (1.1) this
system reads:  uξξ − cuξ = 0, Λvξξ − cvξ = 0, ξ ∈ (−∞, ξign),

uξξ − cuξ + vαF (u) = 0, Λvξξ − cvξ − vαF (u) = 0, ξ ∈ (ξign, ξtr),
uξξ − cuξ = 0, v = 0, ξ ∈ (ξtr,∞),

(1.9)

where ξtr > ξign is an a-priori unknown constant which we refer to as a position of trailing interface. The
trailing interface, in the context of combustion, indicates the leftmost point where entire reactant available
for the reaction is fully consumed. As a result of it, as can be easily checked, the temperature at the trailing
interface as well as at all points to the right of it is equal to the temperature of the fully reacted mixture
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Figure 1: Sketch of a traveling front solution for system (1.1) with α ≥ 1. Flame (red) and deficient reactant
(blue) fronts propagating from burned ((u, v) = (1, 0)) to unburned ((u, v) = (0, 1)) states at ξ → ∞ and
ξ → −∞ respectively with the constant speed c > 0. The arrow indicates the direction of propagation.The
position of an ignition interface where the temperature is equal to an ignition one (u = θ) is indicated by ξign.

(u = 1, ξ ≥ ξtr). Hence, the distance between the ignition and trailing interfaces R = ξtr − ξign is the length of
the reaction zone.

In view of the discussion above, the last equation in (1.9) can be solved explicitly and the solution reads:

u = 1, v = 0, ξ ∈ (ξtr,∞). (1.10)

Hence, system (1.9) reduces to{
uξξ − cuξ = 0, Λvξξ − cvξ = 0, ξ ∈ (−∞, ξign),
uξξ − cuξ + vαF (u) = 0, Λvξξ − cvξ − vαF (u) = 0, ξ ∈ (ξign, ξtr),

(1.11)

complemented with boundary conditions at the trailing interface:

u = 1, uξ = 0, v = vξ = 0 at ξ = ξtr, (1.12)

that manifest continuity of the temperate and reactant and their fluxes when crossing the trailing interface.
Problem (1.11), (1.12) should be considered with constraint (1.6), continuity conditions at the ignition interface
(1.8) and boundary like conditions far ahead of the ignition interface:

u→ 0, v → 1 as ξ → −∞. (1.13)

We note that the main principle difference of a system describing traveling front solution for system (1.1) with
α ≥ 1 and 0 < α < 1 is that the latter involves a trailing interface which position is a-priori unknown. We
also note that any solution of (1.6), (1.8), (1.11),(1.12), (1.13) is monotone so for any such solution positions
of both ignition and trailing interfaces are uniquely defined. The sketch of the traveling front solution for this
system is depicted in Figure 2.

Despite the fact that reactions of fractional order (0 < α < 1) are common in various combustion applica-
tions, for example in high pressure combustion systems (see e.g [7]), problem (1.6), (1.8), (1.11),(1.12), (1.13)
has not received appropriate attention in mathematical literature partially due to the fact that the non-Lipschitz
reaction rate creates multiple technical difficulties for the analysis. To the best of our knowledge, a recent pa-
per [3] is the only mathematical paper where this system was analyzed. In [3] the authors considered (1.6),
(1.8), (1.11), (1.12), (1.13) with a stepwise ignition-temperature kinetics, that is with F (T ) being a Heaviside
step-function

F (T ) :=

{
1 T ≥ θ,
0 T < θ.

(1.14)
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Figure 2: Sketch of a traveling front solution for system (1.1) with 0 < α < 1. Flame (red) and deficient reactant
(blue) fronts propagating from burned ((u, v) = (1, 0)) to an unburned ((u, v) = (0, 1)) states at ξ → ∞ and
ξ → −∞ respectively with the constant speed c > 0. The arrow indicates the direction of propagation.The
position of an ignition interface where the temperature is equal to an ignition one (u = θ) is indicated by ξign.
The position of the trailing interface, the point to the right of which temperature and concentration of deficient
are identically one and zero (u = 1, v = 0), respectively is indicated by ξtr.

The particular choice of stepwise ignition-temperature kinetics, from perspective of applications, is justified
by the fact that such kinetic is apparently the most appropriate approximation of overall reaction kinetics for
certain hydrogen-oxygen/air and ethylene-oxygen mixtures as evident from multiple theoretical and numerical
studies of detailed reaction mechanism in such mixtures see [9] and references therein.

Under the assumption of stepwise ignition-temperature kinetics, system (1.11) simplifies to :{
uξξ − cuξ = 0, Λvξξ − cvξ = 0, ξ ∈ (−∞, ξign),
uξξ − cuξ + vα = 0, Λvξξ − cvξ − vα = 0, ξ ∈ (ξign, ξtr).

(1.15)

In [3] it was shown that problem (1.6), (1.8), (1.15), (1.12), (1.13) admits a solution, however, the question
of multiplicity of solution was not addressed there. In this paper, we prove that a solution constructed in [3] is
unique and discuss some qualitative properties of the solution.

The paper is organized as follows. In section 2, we set up the stage by giving some preliminaries and stating
the main result. In section 3, we give a proof of necessary lemmas and propositions used in the proof of the
main result. In the last section, we discuss certain properties of traveling front solutions and present results
of numerical simulations. In particular, we give some formal arguments based on asymptotic and numerical
studies of the problem that the velocity of propagation of the flame front is a decreasing function of the ignition
temperature θ, inverse of the Lewis number Λ and the reaction order α.

2 Preliminaries and the statement of the main result.

In this section, we give an alternative formulation of problem (1.6), (1.8), (1.15), (1.12), (1.13), and state the
main result of this paper. Let us first note that in a view of translational invariants of traveling fronts, we can
fix the position of trailing interface ξtr and treat ξign as a-priori unknown. Hence, we set ξtr = 0 and ξign = −R
where R > 0 is a-priori unknown. With this alteration, the problem describing traveling front solutions for
(1.1) with α ∈ (0, 1) and step-wise reaction kinetics discussed in the introduction reads:{

uξξ − cuξ = 0, Λvξξ − cvξ = 0, v > 0, ξ ∈ (−∞,−R),
uξξ − cuξ = −vα, Λvξξ − cvξ = vα, v > 0, ξ ∈ (−R, 0),

(2.1)
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This system is complemented with boundary like conditions far ahead of the combustion front:

u→ 0 v → 1 as ξ → −∞, (2.2)

continuity conditions for a solution and its first derivatives at the ignition interface:

[u] = [v] = [uξ] = [vξ] = 0 at ξ = −R, (2.3)

boundary condition at the ignition interface:

u = θ, at ξ = −R, (2.4)

and boundary conditions at the trailing interface

u = 1, uξ = 0, v = vξ = 0 at ξ = 0 (2.5)

Straightforward computations show that for any solution of problem (2.1) satisfying (2.3) and (2.4) has:

u(ξ) = θ exp(c(ξ +R)), ξ ≤ −R, (2.6)

and thus

u = θ, uξ = cθ at ξ = −R. (2.7)

Combining elementary computations above, we conclude that any solution of (2.1)–(2.5) on an interval
[0, R] must verify the following boundary value problem: uξξ − cuξ = −vα, Λvξξ − cvξ = vα v > 0, ξ ∈ (−R, 0),

u = θ, uξ = cθ ξ = −R,
u = 1 uξ = 0, v = vξ = 0, ξ = 0.

(2.8)

Therefore, the necessary condition for problem (2.1)–(2.5) to have a solution is the existence of solution for
problem (2.8). We note that the existence of solution of (2.8) does not guarantee existence of solution for
(2.1)–(2.5). Indeed, one can easily verify that for any solution of (2.1)–(2.5) we must have

v(ξ) = 1− a exp
( c

Λ
(ξ +R)

)
ξ ∈ (−∞,−R), (2.9)

for some constant a ∈ (0, 1). This constant, as follows from continuity conditions (2.3), has to be chosen from
the overdetermined system:

1− a = lim
ξ→−R+

v(ξ), −ca = Λ lim
ξ→−R+

vξ(ξ), (2.10)

which is not necessarily consistent. However, [3, Theorem 1.1] guarantees that for any set of relevant parameters
( θ ∈ (0, 1), α ∈ (0, 1), Λ ∈ (0,∞)) system (2.1)–(2.5) admits a solution. In view of this result, problem (2.8)
admits a solution and uniqueness of the solution for problem (2.8) implies uniqueness of the solution for (2.1)–
(2.5). The main result of this section is as follows:

Theorem 2.1. Let θ ∈ (0, 1), α ∈ (0, 1), Λ ∈ (0,∞). Then, problem (2.8) admits a unique solution.

Let us now show that the proof of Theorem 2.1 reduces to the analysis of the solution of a single second
order ODE. First, let us observe that integration of the equation for temperature u in (2.8) and integration of
the same equation multiplied by exp(−cξ) taking into account boundary conditions give:

c =

ˆ 0

−R
vα(ξ)dξ, (2.11)

cθ =

ˆ 0

−R
vα(ξ) exp(−c(ξ +R))dξ. (2.12)
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Next we introduce the following rescaling:

v(ξ) = Aw̃(x), (2.13)

where

x := cξ, A := c−
2

1−α . (2.14)

Substituting (2.13), (2.14) into the equation for concentration of reactant v in (2.8) and taking into account
boundary conditions, we have:{

Λw̃′′ − w̃′ − w̃α = 0, w̃ > 0, x ∈ (−cR, 0),

w̃ = 0, w̃′ = 0, x = 0,
(2.15)

where the prime denotes the derivative with respect to the variable x.
Consider now the first equation of (2.15) extended on the half line, that is, the following problem{

Λw′′ − w′ − wα = 0, x < 0,
w(0) = 0, w′(0) = 0.

(2.16)

Properties of (2.16) were studied in great detail in [3, Section 4] via a topological approach, see also appendix
below. In particular, the following result comes directly from Lemmas 4.7 and 4.8 of [3], see appendix for more
details.

Lemma 2.1. There exists a unique function w positive on (−∞, 0) that verifies (2.16).

It is clear that w is smooth as long as it does not vanish. The function w and its derivative can be extended
by 0 up to 0−. More precisely, it follows from [3, Lemmas 6.5 & 6.6] that the Hölder regularity of the function
w near x = 0 reads: w ∈ C∞(−∞, 0)) ∩ C2+[β],β−[β](−∞, 0]), β = 2α

1−α , 0 < α < 1. Moreover, w is decreasing
on (−∞, 0].

As a consequence, for an arbitrary c > 0, R > 0 there is a unique decreasing positive solution to (2.15) and
w̃(x) = w(x) on (−cR, 0].

In view of observations above we note that in terms of rescaled variables (2.11), (2.12) read:

c
2

1−α =

ˆ 0

−cR
wα(s)ds, (2.17)

θc
2

1−α =

ˆ 0

−cR
wα(s) exp(−(s+ cR))ds, (2.18)

which in particular imply

θ =

´ 0

−cR w
α(s) exp(−(s+ cR))ds´ 0

−cR w
α(s)ds

. (2.19)

Introduce the following function:

φ(x) :=

´ 0

−x w
α(s) exp(−(s+ x))ds´ 0

−x w
α(s)ds

, x ∈ (0,∞). (2.20)

The key observation that allows us to prove the main Theorem 2.1 is the following.

Proposition 2.1. Let w be the solution of (2.16) and set

φ(x) :=

´ 0

−x w
α(s) exp(−(s+ x))ds´ 0

−x w
α(s)ds

, x ∈ (0,∞). (2.21)

The function φ defined by (2.21) is strictly decreasing on (0,∞) and

lim
x→0

φ(x) = 1, lim
x→∞

φ(x) = 0. (2.22)
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Proof of Proposition 2.1 is given in the next section. This proposition makes the proof of Theorem 2.1 given
below elementary.

Proof of Theorem 2.1. From (2.17) and (2.18) we have

c =

(ˆ 0

−cR
wα(s)ds

) 1−α
2

, (2.23)

θ =

´ 0

−cR w
α(s) exp(−(s+ cR))ds´ 0

−cR w
α(s)ds

. (2.24)

By strict monotonicity of φ (Proposition 2.1), there is a unique value σ∗ ∈ (0,∞) such that φ(σ∗) = θ. Thus,
in (2.23) we must have cR = σ∗. This observation and uniqueness of the solution of (2.16) imply uniqueness of
the speed c = c∗ with

c∗ =

(ˆ 0

−σ∗
wα(s)ds

) 1−α
2

. (2.25)

The latter immediately implies uniqueness of position of the ignition interface R = R∗ = σ∗/c∗.

3 Proof of Proposition 2.1

In this section we present a proof of Proposition 2.1 which is based on the following three lemmas.

Lemma 3.1. Function φ(x) defined by (2.21) has the following properties:

lim
x→0

φ(x) = 1, lim
x→∞

φ(x) = 0. (3.1)

Proof. Let us first prove the first equality in (3.1). Observe that

e−x
ˆ 0

−x
wα(s)ds <

ˆ 0

−x
wα(s)e−(s+x)ds <

ˆ 0

−x
wα(s)ds, x > 0. (3.2)

Hence,

e−x < φ(x) < 1, x > 0. (3.3)

Sending x to zero in the inequality above we have the first equality in (3.1).
Now let us prove the second equality in (3.1). Integrating the equation in (2.16) and taking into account

boundary conditions we have:

−Λw′(−x) + w(−x) =

ˆ 0

−x
wα(s)ds. (3.4)

Since w′(−x) < 0 for x > 0 we have:

w(−x) <

ˆ 0

−x
wα(s)ds. (3.5)

Let

ρ(x) =

´ 0

−x w
α(s)ds

wα(−x)
. (3.6)

In view of the inequality above we have:

ρ(x) > w1−α(−x), (3.7)
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and thus

ρ(x)→∞ as x→∞, (3.8)

as w(−x)→∞ as x→∞.
Next observe that

ˆ 0

−x
wα(s)e−(s+x)ds =

ˆ 0

−x+
√
ρ(x)

wα(s)e−(s+x)ds+

ˆ −x+
√
ρ(x)

−x
wα(s)e−(s+x)ds ≤

e−
√
ρ(x)

ˆ 0

−x
wα(s)ds+ wα(−x)

√
ρ(x) (3.9)

Dividing the expression above by
´ 0

−x w
α(s)ds and using the definitions of φ(x) and ρ(x) we have:

φ(x) ≤ e−
√
ρ(x) +

1√
ρ(x)

. (3.10)

Sending x→∞ in this inequality and taking into account (3.8) we obtain the second equation in (3.1).

Lemma 3.2. Let Y be a non-negative solution of

ΛY ′′ − Y ′ − Y α = 0. (3.11)

Assume there is x0 ∈ R such that

Y (x0) > 0, Y ′(x0) < 0, Y ′′(x0)Y (x0) > (Y ′(x0))
2
. (3.12)

Then,

inf
x∈[x0,∞)

Y (x) > 0. (3.13)

Proof. Let

Y (x0) = Y0, Y ′(x0) = Y ′0 , (3.14)

and assume that (3.12) hold. Then, as follows from (3.11) and the last inequality in (3.12)

Λ
(Y ′0)

2

Y0
− Y ′0 − Y α0 < ΛY ′′(x0)− Y ′0 − Y α0 = 0, (3.15)

and hence

Λ

(
Y ′0
Y0

)2

−
(
Y ′0
Y0

)
− Y α−1

0 < 0. (3.16)

Therefore,

µ− <
Y ′0
Y0

< 0 < µ+, (3.17)

where

µ± =
1±

√
1 + 4ΛY α−1

0

2Λ
, (3.18)

are roots of the quadratic equation

Λµ2 − µ− Y α−1
0 = 0. (3.19)
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Next observe that a linear equation

ΛZ ′′ − Z ′ − Y α−1
0 Z = 0, (3.20)

satisfying

Z(x0) = Y0, Z ′(x0) = −γY0, (3.21)

has the following solution

Z(x) =

 2ΛY0√
1 + 4ΛY α−1

0

 exp

(
x− x0

2Λ

)
cosh


√

1 + 4ΛY α−1
0

2Λ
(x− x0)

×
|µ−|+ 1

2Λ
−
(

1

2Λ
+ γ

)
tanh


√

1 + 4ΛY α−1
0

2Λ
(x− x0)

 . (3.22)

In view that for x ≥ 0 cosh(x) ≥ 1, 0 ≤ tanh(x) < 1 we have from (3.22) that

Z(x) > Z0 =
2ΛY0√

1 + 4ΛY α−1
0

(|µ−| − γ) , x ∈ [x0,∞). (3.23)

Hence, Z(x) is uniformly bounded away from zero on [x0,∞) provided

γ < |µ−|. (3.24)

Let xM be the largest x > x0 such that

0 < Y (x) < Y0 x ∈ I = (x0, xM ). (3.25)

Note that the existence of such xM is guaranteed since Y (x0) = Y0 and Y ′(x0) < 0.
We claim that for any solution of (3.11) satisfying (3.12) the following inequalities hold

Y (x) > Z(x), Y ′(x) > Z ′(x), (3.26)

for x ∈ I. Here Z is the solution of (3.20), (3.21) with arbitrary

γ ∈
(
|Y ′0 |
Y0

, |µ−|
)
, (3.27)

fixed. Indeed, in view of the facts that Y (x0) = Z(x0) and Z ′(x0) < Y ′(x0) < 0 (which is guaranteed by our
choice of parameter γ) we first observe that (3.26) holds for x ∈ (x0, x0 + δ) with δ > 0 sufficiently small.
Assume now x∗ is a smallest value of x ∈ I at which (3.26) is violated. Consider two possibilities of how it can
happen. In the first one we have

Y (x∗) = Z(x∗) and Y ′(x∗) > Z ′(x∗), (3.28)

but then

Y (x∗ − ε) < Z(x∗ − ε), (3.29)

for ε > 0 sufficiently small. This contradicts the definition of x∗ and hence this situation is impossible. The
second possibility is

Y (x∗) ≥ Z(x∗) and Y ′(x∗) = Z ′(x∗), (3.30)

In this case we have

ΛY ′′(x∗) = Y ′(x∗) + Y α(x∗) > Y ′(x∗) + Y α−1
0 Y (x∗) ≥ Z ′(x∗) + Y α−1

0 Z(x∗) = ΛZ ′′(x∗), (3.31)
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and thus

Y ′′(x∗) > Z ′′(x∗). (3.32)

But then

Y ′(x∗ − ε) < Z ′(x∗ − ε). (3.33)

for ε > 0 sufficiently small, which again contradicts the definition of x∗.
Hence for x ∈ I we have Y0 > Y (x) ≥ Z0 > 0 and thus by continuity

Z0 ≤ Y (x) ≤ Y0 x ∈ [x0, xM ]. (3.34)

Clearly at x = xM we necessarily have

Y (xM ) = Y0, Y ′(xM ) ≥ 0. (3.35)

By (3.11) for x > xM we have

Y ′(x) = Y ′(xM )e
x−xM

Λ + Λ−1

ˆ x

xM

Y α(s)e
x−s

Λ ds. (3.36)

We now claim that Y (x) > Y0 for x > xM . Indeed, by continuity Y (x) > Y0/2 for x ∈ [xM , xM + δ] for some
possibly small δ > 0. Then by (3.36) we have

Y ′(x) ≥
(
Y0

2

)α (
e
x−xM

Λ − 1
)

x ∈ (xM , xM + δ]. (3.37)

This implies that

Y ′(x) > 0 on (xM , xM + δ], (3.38)

and hence

Y (x) > Y0 on (xM , xM + δ]. (3.39)

Thus,

Y (xM + δ) > Y0, Y ′(xM + δ) > 0. (3.40)

Now assume that x∗M is the first point greater than xM + δ such that Y ′(x∗M ) = 0, but by (3.36) and (3.40)

Y ′(x∗M ) ≥ Y ′(xM + δ)e
x∗M−(xM+δ)

Λ + Y α0

(
e
x∗M−(xM+δ)

Λ − 1

)
> 0, (3.41)

and hence Y (x) is strictly increasing on (xM ,∞). Thus

Y (x) > Y0 x ∈ (xM ,∞). (3.42)

Combining (3.34) and (3.42) we have

Y (x) ≥ Z0 > 0 x ∈ [x0,∞), (3.43)

that imply (3.13) and thus completes the proof.

Corollary 3.1. It follows immediately from Lemma 3.2 that the solution of (2.16) must satisfy

w′′(x)w(x) ≤ (w′(x))
2
, ∀x ∈ (−∞, 0). (3.44)

Indeed, if there was a point x0 < 0 where (3.44) didn’t hold, then it would imply that w(x) > 0 for x ∈ [x0, 0].
Thus such w would not satisfy boundary condition w(0) = 0 and hence would not solve (2.16) which gives a
contradiction.
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We note that formula (3.44) has a clear geometric interpretation. Consider problem (2.16) as a dynamical
system on the plane. Introducing change of variables

t = x, q(t) = w(x), p(t) = w′(x), (3.45)

we obtain the following system of two first order ODE’s:{
q̇(t) = p(t),
Λṗ(t) = p(t) + qα(t).

(3.46)

where dot stands for the derivative with respect to t. This problem is considered for t < 0 in the quadrant
Q = {q > 0, p 6 0}. Rewriting p and q in polar coordinates we have

q(t) := r(t) cos(ϑ(t)), p(t) := r(t) sin(ϑ(t)), (3.47)

where, t ∈ (−∞, 0), r > 0, θ ∈ (−π/2, 0). In terms of the new variables condition (3.44) is equivalent to

ϑ̇(t) ≤ 0. (3.48)

We present derivation of this formula in the appendix.

Lemma 3.3. Let w be the solution of (2.16) and set

f(x) :=

{
wα(x), x ≤ 0,
0, x > 0.

(3.49)

For any fixed y > 0, the function

ψ(x, y) =

´∞
−x+y

f(s)ds´∞
−x f(s)ds

, (3.50)

is non-decreasing function of x on (0,∞) and strictly increasing on (y,∞).

Proof. First we observe that

ψ(x, y) ≡ 0 for x ≤ y. (3.51)

Hence, ψ(x, y) is non-decreasing in x for x ∈ (0, y].
For x > y we have,

∂

∂x
ψ(x, y) =

f(y − x)
´∞
−x f(s)ds− f(−x)

´∞
y−x f(s)ds(´∞

−x f(s)ds
)2 . (3.52)

Thus to show that ψ(x, y) is strictly increasing in x for x ∈ (y,∞), we need to prove the following inequality

´∞
y−x f(s)ds

f(y − x)
<

´∞
−x f(s)ds

f(−x)
x ∈ (y,∞). (3.53)

Define

g(x) :=
f ′(x)

f(x)
= α

w′(x)

w(x)
x ∈ (−∞, 0). (3.54)

Observe that

g′(x) =
α

w2(x)

(
w′′(x)w(x)− (w′(x))

2
)
, (3.55)

and thus by Corollary 3.1

g′(x) ≤ 0 on (−∞, 0). (3.56)
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This in particular implies that for x > y > 0 we have

g(s+ y − x) ≤ g(s− x) s ∈ (0, x− y). (3.57)

Consequently,
ˆ s

0

g(τ + y − x)dτ ≤
ˆ s

0

g(τ − x)dτ. (3.58)

By the definition of the function g (see Eq. (3.54)) we have

ˆ s

0

g(τ + y − x)dτ =

ˆ s

0

d
dτ f(τ + y − x)

f(τ + y − x)
dτ =

ˆ s

0

(
d

dτ
log f(τ + y − x)

)
dτ = log

(
f(s+ y − x)

f(y − x)

)
,

ˆ s

0

g(τ − x)dτ =

ˆ s

0

d
dτ f(τ − x)

f(τ − x)
dτ =

ˆ s

0

(
d

dτ
log f(τ − x)

)
dτ = log

(
f(s− x)

f(−x)

)
. (3.59)

Therefore, by (3.58) and (3.59) we have that for x > y > 0 and s ∈ (0, x− y)

log

(
f(s+ y − x)

f(y − x)

)
≤ log

(
f(s− x)

f(−x)

)
, (3.60)

that is

f(s+ y − x)

f(y − x)
≤ f(s− x)

f(−x)
. (3.61)

Using the facts that f(x) ≡ 0 for x > 0 and f(x) > 0 for s ∈ (−y, 0) for y > 0 we observe that

ˆ x−y

0

f(s+ y − x)ds =

ˆ 0

y−x
f(s)ds =

ˆ ∞
y−x

f(s)ds,

ˆ x−y

0

f(s− x)ds =

ˆ −y
−x

f(s)ds <

ˆ 0

−x
f(s)ds =

ˆ ∞
−x

f(s)ds. (3.62)

Hence integrating (3.61) in s from 0 to x− y and taking into account (3.62) we conclude that (3.53) holds for
arbitrary x > y > 0 and hence ψ(x, y) is indeed strictly increasing in x for x > y > 0.

Now we are ready to give a proof of the proposition

Proof of Proposition 2.1. Let

χ(x, y) = 1− ψ(x, y) =

´ y−x
−x f(s)ds´∞
−x f(s)ds

. (3.63)

Observe thatˆ ∞
0

{ˆ y−x

−x
f(s)ds

}
e−ydy =

ˆ ∞
0

{ˆ y

0

f(s− x)e−yds

}
dy =

ˆ ∞
0

{ˆ ∞
s

f(s− x)e−ydy

}
ds

=

ˆ ∞
0

{ˆ ∞
s

e−ydy

}
f(s− x)ds =

ˆ ∞
0

f(s− x)e−sds =

ˆ ∞
−x

f(s)e−(s+x)ds. (3.64)

Hence,

ˆ ∞
0

χ(x, y)e−ydy =

´∞
−x f(s)e−(s+x)ds´∞

−x f(s)ds
=

´ 0

−x w
α(s)e−(s+x)ds´ 0

−x w
α(s)ds

= φ(x). (3.65)

In computation above we used the definition of f (see Eq. (3.49) ) and ψ (see Eq.(3.50)).
In view of the statement of Lemma 3.3, χ(x, y) is non-increasing function of x on (0,∞) and is strictly de-

creasing function of x on [y,∞). Consequently,
´∞

0
χ(x, y)e−ydy is a strictly decreasing function, and therefore,

φ(x) is strictly decreasing as follows from (3.65).
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4 Dependency of the speed of propagation on parameters: asymp-
totics and numerics.

In the previous sections, we established the uniqueness of a solution for problem (2.8). Our main result states
that for an arbitrary fixed θ ∈ (0, 1), Λ ∈ (0,∞) and α ∈ (0, 1) there exists a unique pair (c∗, R∗) for which this
problem admits a solution. This pair represents the velocity of propagation and width of the reaction zone for
this set of parameters. The natural question is then to investigate the dependency of these quantities on the
parameters of the problem, that is, dependencies c∗(θ,Λ, α) and R∗(θ,Λ, α). Of a particular interest is how the
velocity of propagation changes with the parameters of the problem as this quantity is the main characteristic
of the flame front.

As we showed in the previous sections, (c∗, R∗) are uniquely determined from the solution of problem (2.16)
that represents scaled distribution of the deficient reactant over the reaction zone. Hence, we start with a
discussion of qualitative properties of the solution of (2.16) . While the solution of this problem can not be
obtained in the closed form, it can be computed numerically. Figure 3 depicts function w for different values of
α and Λ = 1. We note that solutions of (2.16) for Λ 6= 1 can be obtained from solutions of this equation with

-20 -15 -10 -5 0
0
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30

40

50

60

70

x

w

Figure 3: Numerical solutions of problem (2.16) for α = 1/4 (blue), α = 1/2 (orange) and α = 3/4 (green).

Λ = 1 by rescaling. Indeed, one can verify by the direct substitution that

w(x|Λ, α) = Λ
1

1−αw
( x

Λ

∣∣∣Λ = 1, α
)
. (4.1)

Observe that solutions for (2.16) for different values of α are not ordered. Indeed, for fixed |x| > 0 sufficiently
small, w(x|Λ, α) is a decreasing function of α. Whereas for |x| sufficiently large, w(x|Λ, α) is increasing function
of α. Formal considerations (which can be made rigorous) show that asymptotic behavior of the solution of
(2.16) is as follows:

w(x) =

[
(1− α)2

2Λ(1 + α)

] 1
1−α

(−x)
2

1−α (1 + o(1)) |x| � 1,

w(x) = (1− α)
1

1−α (−x)
1

1−α (1 + o(1)) |x| � 1. (4.2)

That is, as α increases, w gets flatter and flatter near the origin and grows faster and faster for large values
of |x|. Another important observation is that the solution (2.16) near the origin is heavily influenced by the
specific value of the Lewis number as in this region the solution is obtained (in the first approximation) by
balancing diffusion and reaction whereas the transport term is negligible. In contrast, far from the origin, the
key ingredients are transport and reaction while diffusion is negligible in this region. Consequently, the solution
of (2.16) is essentially independent of the Lewis number when |x| � 1.
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Let us also discuss the limiting behavior of the function w as α → 0 and α → 1. It is straightforward to
verify that as α→ 0 the solution of (2.16) approaches, on a compact sets, to the limiting profile

w0(x) = −x+ Λ
(

exp
( x

Λ

)
− 1
)
, (4.3)

that verifies the limiting problem {
Λw′′0 − w′0 − 1 = 0, x < 0,
w0(0) = 0, w′0(0) = 0.

(4.4)

We now claim that as α → 1 the function w approaches zero on compact sets. Indeed, let η = w − Λw′. In
view that w(x) > 0 and w′(x) < 0 on (−∞, 0) and w(0) = w′(0) = 0, we have η(x) > 0 on (−∞, 0) as η(0) = 0.
By (2.16) we then have {

−η′ = wα, x < 0,
η(0) = 0.

(4.5)

Taking into account that η, w are positive on (−∞, 0) we the have

−η′ = wα ≤ ηα (4.6)

Integrating this inequality and taking into account the initial condition we have

η(x) ≤ [(1− α)(−x)]
1

1−α , x ≤ 0 (4.7)

Since w < η we conclude

w(x) ≤ [(1− α)(−x)]
1

1−α , x ≤ 0. (4.8)

Fixing x < 0 and taking a limit α→ 1 in the inequality above, we conclude that w → 0 as α→ 0 on compact
sets.

Now we turn to the evaluation of the pair c∗(θ,Λ, α), R∗(θ,Λ, α). An algorithm for finding this pair is
rather straightforward. First, we fix Λ and α and solve problem (2.16). Then, we follow the procedure outlined
in the proof of the main Theorem 2.1. Namely, using the solution of (2.16), we evaluate φ(x) given by (2.21)
and a function ζ(x) given as:

ζ(x) =

(ˆ 0

−x
wα(s)ds

) 1−α
2

. (4.9)

We next fix θ and find a unique number σ∗ > 0 such that

φ(σ∗) = θ. (4.10)

The existence and uniqueness of such σ∗ follows from Proposition 2.1. Hence as follows from (2.24)

c∗ = ζ(σ∗), (4.11)

and then by (2.25)

R∗ = σ∗/c∗. (4.12)

The function φ(x) is decreasing, and the function ζ(x) is increasing on x ∈ (0,∞). Moreover, by (4.1) we
have

ζ(x|Λ, α) =
√

Λζ
( x

Λ

∣∣Λ = 1, α
)
. (4.13)

Let us now discuss the dependency of φ, ζ on parameter α. Several profiles of functions φ and ζ for several
values of α and Λ = 1 are depicted in Figures 4. For a fixed x ∈ (0,∞), the function φ appears to be increasing

in α and the function ζ decreasing in α. It is also easy to check that on compact sets φ(x) → 1−e−x
x and
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Figure 4: Functions φ and ζ for α = 0.75 (blue), α = 0.5 (orange) and α = 0.25 (green) and Λ = 1. The arrow
indicates direction of increase of α.

ζ(x)→
√
x as α→ 0 which follows directly from the fact that w approaches to w0 in this limit. We now claim

that φ(x) approaches unity and ζ(x) approaches zero on any fixed compact subset of x ∈ (0,∞) as α→ 1. To
see that let us observe first that by (2.16) and (2.21) after integration by parts we have:

φ(x) = 1− φ̃(x), (4.14)

with

φ̃(x) =
Λ + (1− Λ)

´ 0

−x w(s) exp(−(s+ x))ds/w(−x)

1 + Λ|w′(−x)/w(−x)|
≤ Λ + |1− Λ|

1 + Λ|w′(−x)/w(−x)|
, x > 0, (4.15)

where the last inequality follows from the monotonicity of w. Next by (2.16) and (3.44) we obtain

w′′(x)w(x) =
1

Λ
(w′(x) + wα(x))w(x) ≤ (w′(x))2, x < 0. (4.16)

Dividing the expression above by w2 and taking into account that w′ < 0 we have

Λ

(
w′(x)

w(x)

)2

+

∣∣∣∣w′(x)

w(x)

∣∣∣∣ ≥ 1

w1−α(x)
, x < 0. (4.17)

Combining this observation with (4.8) we have

Λ

(
w′(x)

w(x)

)2

+

∣∣∣∣w′(x)

w(x)

∣∣∣∣ ≥ 1

(1− α)(−x)
, x < 0. (4.18)

Fixing x < 0 and taking a limit as α→ 1 in the expression above, we conclude that |w′/w| → ∞ as α→ 1 on
compact sets. This observation implies that φ̃(x) → 0 as α → 1 and hence φ(x) → 1 in this limit. Finally by
(4.8) and (4.9) we have

ζ(x) ≤
√

(1− α)
√
x. (4.19)

Taking a limit as α→ 1 for x > 0 fixed we obtain ζ → 0 as α→ 1 on compact sets.
We now will discuss the dependency of φ, ζ of α. Figure 5 depicts functions φ and ζ for several values of Λ

and α = 1/2. For a fixed x ∈ (0,∞), the function φ is increasing in Λ, and the function ζ is decreasing in Λ.
One obvious observation that follows from the monotonicity of φ is that σ∗ is a decreasing function of θ

which together with the monotonicity of ζ immediately implies that c∗ is a decreasing function of θ. This result
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Figure 5: Functions φ and ζ for Λ = 5 (blue), Λ = 1 (orange) and Λ = 0.2 (green) and α = 1/2. The arrow
indicates direction of increase of Λ.

is very natural in a physical context of the problem as an increase in ignition temperature decreases the speed
of propagation.

Let us now discuss the behavior of φ(x), ζ(x) near the origin which will allow us to obtain asymptotic
expressions for (c∗, R∗) for ignition temperatures near unity. This regime is of particular interest as flame
fronts are known to become unstable when ignition temperature approaches one. Discussion of flame front
instabilities in this regime for the cases of zero and first order kinetics can be found in [2].

The behavior of functions φ(x) and ζ(x) for small values of x can be reconstructed from asymptotic formula
(4.2). After rather tedious but straightforward computations, we have:

φ(x|Λ, α) ≈ 1−
(

1− α
2

)
x, ζ(x|Λ, α) = (2Λ)−

α
2

(
(1− α)

1+α
2

√
1 + α

)
x

1+α
2 for x� 1. (4.20)

This observation immediately implies that for ignition temperatures close to unity we have:

c∗(θ,Λ, α) '
√

2

1 + α
Λ−

α
2 (1− θ)

1+α
2 , R∗(θ,Λ, α) '

√
2(1 + α)

1− α
Λ
α
2 (1− θ)

1−α
2 , |1− θ| � 1.(4.21)

Direct verification shows that, in this regime, c∗ is a decreasing function of both α and Λ, whereas R∗ is an
increasing function of both of these parameters. Moreover, R∗ is decreasing function of θ. Figure 6 depicts
dependency of c∗ and R∗ on α for several values of Λ with θ = 0.98, and Figure 7 shows the dependency of the
velocity c∗ on α and Λ. These figures were generated using asymptotic formulas (4.21) which are extremely
close to their numerical counterparts .

Moreover, one can verify that c∗ and R∗ given by (4.21) fully reproduce the limiting behavior of these
functions in the limits α → 0 and α → 1. Indeed, when α = 1, the velocity of propagation and width of the
reaction zone are given by [2]

c∗(θ,Λ, α = 1) =

((
θ

1− θ

)
+ Λ

(
θ

1− θ

)2
)− 1

2

, R∗(θ,Λ, α = 1) =∞. (4.22)

whereas when α = 0, we have [2]

c∗(θ,Λ, α = 0) = R∗(θ,Λ, α = 0) =
√
κ. (4.23)

where κ is defined implicitly as the positive solution of

eκ =
1

1− θκ
. (4.24)
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Figure 6: Dependency of the velocity of propagation c∗ and width of the reaction zone R∗ on α for Λ = 0.2
(blue), Λ = 1 (orange) and Λ = 5 (green) for the ignition temperature θ = 0.98. The arrow indicates direction
of increase of Λ.

Figure 7: Dependency of the velocity of propagation c∗ on α and Λ for θ = 0.98. Left panel represents a three
dimensional plot of c∗(θ = 0.98,Λ, α) and the right plane depicts level sets of this function

For θ near unity these formulas give:

c∗(θ,Λ, α = 1) ' 1− θ√
Λ
, c∗(θ,Λ, α = 0) '

√
2(1− θ) for |θ − 1| � 1. (4.25)

Hence

c∗(θ,Λ, α→ 1)→ c∗(θ,Λ, α = 1), R∗(θ,Λ, α→ 1)→∞,
c∗(θ,Λ, α→ 0)→ c∗(θ,Λ, α = 0), R∗(θ,Λ, α→ 0)→ R∗(θ,Λ, α = 0). (4.26)

Now consider the regime of intermediate values of θ, we study this regime numerically. Figures 8, 9, 10
depict dependency of the velocity of propagation and width of the reaction zone on the reaction order α for
Λ = 0.2, 1, 5 and θ = 0.75, 0.5, 0.25, and Figure 11 shows dependency of the velocity of propagation on α and Λ
for θ = 0.5. According to numerics for intermediate values of θ, the character of the dependency of c∗ and R∗

on α and Λ remains similar to the one for θ near unity. However, dependency of c∗ on both α and Λ becomes
weaker as θ decreases. The dependency of R∗ on α in this regime is still very strong, but dependency on Λ
becomes weaker as θ decreases.
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Figure 8: Dependency of the velocity of propagation c∗ and width of the reaction zone R∗ on α for Λ = 0.2
(blue), Λ = 1 (orange) and Λ = 5 (green) for the ignition temperature θ = 0.75. The arrow indicates direction
of increase of Λ.
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Figure 9: Dependency of the velocity of propagation c∗ and width of the reaction zone R∗ on α for Λ = 0.2
(blue), Λ = 1 (orange) and Λ = 5 (green) for the ignition temperature θ = 0.5. The arrow indicates direction
of increase of Λ.

When θ becomes sufficiently small, the asymptotic behavior of φ(x) and ζ(x) can again be recovered from
the asymptotic formula (4.2) and reads:

φ(x|Λ, α) ≈
(

1

1− α

)
1

x
, ζ(x|Λ, α) =

(√
1− α

)√
x for x� 1. (4.27)

Therefore, in this regime we have:

c∗(θ) ≈ 1√
θ
, R∗(θ) ≈ 1

(1− α)

1√
θ
, θ � 1. (4.28)

Consequently in this regime, the velocity of propagation (in the first approximation) depends exclusively on
the ignition temperature θ, and the reaction width is independent of Λ and is an increasing function of α. As
in the regime θ near unity, the velocity of propagation and width of the reaction zone approaches to formal
limits as α→ 0 and α→ 1.
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Figure 11: Dependency of the velocity of propagation c∗ on α and Λ for θ = 0.5. Left panel represents a three
dimensional plot of c∗(θ = 0.5,Λ, α) and the right plane depicts level sets of this function.

The discussion above strongly suggests that the velocity of propagation decreases with the increase of
the reaction order. Consequently, the velocity of propagation with the reaction order α ∈ (0, 1) is bounded
from below by the velocity of propagation with the reaction order unity and from above by the velocity of
propagation with zero reaction order. This, far from obvious observation, is quite in line with the physical
intuition as an increase of the reaction order decreases the reaction rate which, in turn, slows the flame front.
Another observation which is less surprising is that the increase of the molecular diffusivity with regard to the
thermal diffusivity decreases the speed of the flame front. This is clearly the case for the reactions of first order
but remains true for reaction order α ∈ (0, 1).

We hence formulate the following:

Conjecture 4.1. The velocity of propagation c∗(θ,Λ, α) is a decreasing function of all of its arguments whereas
the reaction width R∗(θ,Λ, α) is a decreasing function of θ and an increasing function of Λ and α.
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5 Appendix

In this appendix we show that inequality (3.44) is equivalent to (3.47) and briefly discuss solution of problem
(2.16) from dynamical systems point of view.

In what follows we denote the vector field in the right hand side of (3.46) by Xc. The unique critical point
of this vector field in Q is the origin O = (0, 0).

System (3.46) was thoroughly investigated in [3, Section 4] using a weak version of Poincaré-Bendixson
theorem (see [8]). The following proposition summarizes the results of Lemmas 4.7 and 4.8 of [3].

Proposition 5.1. There exists a unique global stable manifold at the origin given by a trajectory of Xc in Q
converging toward the origin when t→ 0− such that the orbit defined by this trajectory is the graph of a function
p? = p?(q) with q ∈ (0,+∞). Moreover, p? is analytic for q > 0 and extends continuously at 0 with the value
p?(0) = 0.

The trajectory for system (3.46) can be obtained numerically. Figures 12 and 13 depict such a trajectory
on the phase plane for Λ = 1, α = 1/2 in cartesian and polar coordinates respectively. Qualitative behavior of
the trajectory is similar for other values of parameters Λ, α.
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Figure 12: Phase portrait for system (3.46) with Λ = 1 and α = 1/2 in cartesian coordinates (q, p).
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Figure 13: Phase portrait for system (3.46) with Λ = 1 and α = 1/2 in polar coordinates (ϑ, r).
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Next observe that by (3.47) we have

tan(θ(t)) =
p(t)

q(t)
. (5.1)

In view of Proposition 5.1, the trajectory (q, p)(t) is smooth and hence (differentiating the expression above)
we have

ϑ̇(t) =
q(t)ṗ(t)− p(t)q̇(t)

r2(t)
. (5.2)

Since

q(t)ṗ(t)− p(t)q̇(t) = w(x)w′′(x)− (w′(x))2, (5.3)

by (3.44) we obtain (3.48). The plot of ϑ(t) for Λ = 1 and α = 1/2 is depicted in Figure 14. The function
ϑ(t) is decreasing on (−∞, 0) and approaches −π/2 as t→ 0 and to zero as t→ −∞ regardless of the specific
values of parameters Λ, α as follows from asymptotic expressions for w (see equation (4.2)).
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Figure 14: Polar angle ϑ vs. time for the solution of system (3.46) with Λ = 1 and α = 1/2.
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[8] R. Roussarie, Some Applications of the Poincaré-Bendixson Theorem, Qual. Theory Dyn. Syst. 20 (2021), no. 64, DOI
10.1007/s12346-021-00498-2.

[9] A. L. Sánchez and F. A. Williams, Recent advances in understanding of flammability characteristics of hydrogen, Prog. Energy
Combust. Sci. 41 (2014), 1–55.

[10] A. I. Volpert, V. A. Volpert, and V. A. Volpert, Traveling wave solutions of parabolic systems, Translations of Mathematical
Monographs, vol. 140, American Mathematical Society, Providence, RI, 1994.

[11] V. Volpert, Elliptic partial differential equations. Vol. 2, Monographs in Mathematics, vol. 104, Birkhäuser/Springer Basel
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