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Abstract. The extraction of information from corporate documents is
increasing in the research field both for its economic aspect and a scien-
tific challenge. To extract this information the use of textual and visual
content becomes unavoidable to understand the inherent information of
the image. The information to be extracted is most often fixed before-
hand (i.e. classification of words by date, total amount, etc). The infor-
mation to be extracted is evolving, so we would not like to be restricted
to predefine word classes . We would like to question a document such as
”which is the address of invoicing?” as we can have several addresses in
an invoice. We formulate our request as a question and our model will try
to answer. Our model got the result 77.65% on the Docvqa dataset while
drastically reducing the number of model parameters to allow us to use
it in an industrial context and we use an attention model using several
modalities that help us in the interpertation of the results obtained. Our
other contribution in this paper is a new dataset for Visual Question
answering on corporate document of invoices from RVL-CDIP[8]. The
public data on corporate documents are less present in the state-of-the-
art, this contribution allow us to test our models to the invoice data with
the VQA methods.

Keywords: Visual question answering · Multimodality · Attention mech-
anism.

1 Introduction

Imagine a near future where you will not process any document but your digital
clone will do it for you. It will summarize and/or extract the relevant and useful
information for you. For some, this future seems close while for others it is a
simple illusion. Some companies have already started this transition such as the
New Zealand company UneeQ[16], which created an avatar of Albert Einstein
that you can interact with on various topics.

If we go back to the present, companies try to provide easy-to-use solutions to
extract information from the corporate documents. These corporate documents
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are varied in both content and form (i.e. invoices, order form, resume, pay slip
etc). Thus the customer processing are evolving everyday, and if they today only
focus on the extraction of information from invoice, tomorrow they will ask for
more and more intelligent process of documents (i.e for instance the automatic
processing of collaborators resume, or the automatic linking of file folders). We
would therefore like to have a method to extract information with few data and
able to adapt to another type of document while taking into account the changes
in layout and content to be extracted.

To answer these problems, various state-of-the-art papers have tried to pro-
vide a solution. Some few-shot learning [19] methods were trained only a corpus
composed of a hundred of documents. These methods have all shown their weak-
ness when used with a large dataset. Some other methods, based on deep-learning
techniques such as Lambert[6] or LayoutLM[22],have appeared recently. Their
performances were impressive but with the drawback that these methods require
a lot of data to converge. A very large dataset of annotated documents is not
always available and in order to deal with this limitation, some recent works
proposed to use incremental methods [18] which can evolve over time.

We propose in this paper a method to process different types of documents
and can also extract the different information by the customer for a question
answering model. The usefulness of visual question answering on corporate doc-
uments unlike predefined extraction is to allow to extract more general informa-
tion that can be adapted to a new corpus of data.

In general when we read a paper whether it is scientific or other, some ques-
tions come to mind. For example for our paper, if you try to understand our
contribution you quickly read the abstract or propose method to have an an-
swer. This natural ability to focus on a part of the information from questions is
innate to us we look at what is essential to solve a problem. It is by being inspired
by this that the mechanism of attention has seen the day several papers such
as [17] are sold the merit of mechanism of attention. The attention mechanism
is used in several situations, some to optimize the performance of their model,
others to be able to interpret the model and thus brings some element of answer
to the behavior of this black box. The visual question answering is known to be
very popular in the community because many problems can be solved with it,
from simple questions on images of natural scenes [7] to medical assistance [11]
to help specialties to better understand some images thanks to the strength of
accumulating a large amount of information to synthesize and then to keep it in
its memory of artificial neural networks.

The visual questions answering approaches on corporate documents are min-
imal and the data also concerns this subject. In this article we will describe our
method based on the Qanet architecture [23]. The key motivation behind the
design of our model is as follows: The convolution layer helps to capture the local
structure of the image and text. The co-attention layer allows to have a global
relationship between the inputs in order to define the positive or negative impact
of one in relation to the other. We have evaluated our model on the Squad [14]
and Docvqa [13] datasets. The choice of these two datasets is that one is only



I.S Mahamoud and al. 3

textual, it will allow us to test and optimize the textual part of our model while
the Docvqa is a corpus of documents of different type, it will allow us to test if
our model will manage to use well this multimodal corpus.

The contributions of this paper are summarized as follows:

– We have made available a corpus of Visual question answering data VQA-
CD for corporate documents, this corpus is to our knowledge the first in
the state-of-the-art. We have annotated 3 thousand questions from ∼ 693
documents.

– We propose a multi-modal co-attention model for visual question answer-
ing. This template will use the visual and textual content features of this
document and the layout features for each word. This model learns the best
way to use cross-modality to predict the answer of a question.We use this
self-attention to focus our network on common features from the input. This
will allow us to exploit the context and query correlation at the initial stage.

2 Related work

The approaches proposed for VQA are generally distinguished in three cate-
gories. Some use a single modality like Qanet [23]. Although these methods show
good performances by using some transformer-based model [17], they remain less
effective when the multimodal understanding is necessary.

The second category of methods proposes to rely on multimodal architectures
in order to be able to deal with the visual and the textual content at the same
time [20]. These methods have then be designed to include a second modality in
the proposed architecture. Even if only these models require better performances,
this can only be done by using large dataset and they require to re-train the
model each time new kind of input is used. This relies on the fact that the
document layout may vary in a significant way and this is not taken into account.
For example, if you train a model on a dataset where the addresses are generally
located at the top of documents, this one will have difficulties to find them
elsewhere (addresses could be located at the bottom, or in the middle of new
documents and dataset). Such kind of models then need to be re-trained on new
dataset which should come with its annotations.

To overcome this problem, some recent models like LayoutLM [22] have been
introduced to be able to add a third modality representing the layout informa-
tion of documents. The most recent and popular model from this third cate-
gory includes the famous LayoutLM [22], LamBERT [6] and ViBERTgrid [10].
LAMBERT [6] proposed a model based on the Transformer encoder architecture
RoBERTa [12]. The main contribution of this paper was to propose a general-
purpose language model that views text not simply as a sequence of words, but
as a collection of tokens on a two-dimensional page by applying relative attention
bias. In their industrial context the use of text, bounding box and therefore not
image allows to eliminate an important performance factor in industrial systems.
They have conducted several evaluations on several public datasets The Kleister
NDA and Kleister Charity, SROIE and CORD. A deep experimental study allows

https://drive.google.com/drive/folders/1Z496L2AYtfHaF0qh14Ig7oc0aw29Jwcc?usp=sharing
https://drive.google.com/drive/folders/1Z496L2AYtfHaF0qh14Ig7oc0aw29Jwcc?usp=sharing
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comparing it to other state-of-the-art methods such as their baseline Roberta,
LayoutLM [22], and LayoutLMv2 [21]. Although lambert is a good method, it
does not take into account the whole image and the correlation that can exist
between the layout information and the textual content. ViBERTgrid[10] pro-
posed a new multi-modal network by combining the best of BERTgrid and CNN
to generate a more powerful grid-based document representation. It simultane-
ously encode the textual, layout and visual information of a document in a 2D
feature map.

In order to go one step further, and to reduce the gap between users’ need
and the documents, we propose to integrate a question answering approach in
this kind of architecture. To the best of our knowledge, and as discussed before,
different 2D representation of documents have been proposed in the litterature
but none of them integrate a question answering in the process and no works
have proposed to inclide an attention mechanism mixing the question and the
2D representation.

3 Problem Definition

The main objective of our proposal is to provide solutions for the automatic
comprehension of documents that requires both a visual analysis and a semantic
understanding of their content. The visual analysis remains essential to cap-
ture some contextual information. In parallel, the document layout is necessary
to extract the correct word in the document (like when a human distinguish
two similar tokens based on their visual context). The other hand, automatic
comprehension means being able to provide an answer to a question about the
content of the document. Starting from a visual context with D documents, we
can define the document image I = i1, i2, .., id, its associated bounding boxes
(one for each word) B = b1, b2, .., bm and its textual information based on the
extracted text (using an OCR) T = t1, t2, .., tm with m being the number of
words from the document. We also propose to define the query sentence (with k
words) Q=q1, q2, ..; qk which then correspond to the resquest that a user could
submit to the system (what he/she is looking for). The questions are related
to the corporate document field (i.e. What is the total amount of this invoice?
What is this type of document? ) and the answer varies according to the question
they can be categorical, numerical or textual.

I ∈ Rd, B ∈ Rd×m, T ∈ Rd×mandQ ∈ Rd×k (1)

The questions refer to the document’s content. The answers are therefore
information extracted from the text present in the document. The objective
of our proposed prediction task is then to predict the present beginning and
ending word of the answer present in the text. The general assumption is that
an unknown function correlates the samples of the questions with the prediction
of the beginning word s1 and the end word s2 , i.e. (s1, s2) = f(Q). The goal of
the learning process is to provide an approximation of this unknown function.
To better approximate this function f , we need to know the correlation between
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the question and the answer from the visual and textual features and from the
similarity between the questions.

4 Proposed approach

In order to set up our proposed model, we got inspired by state-of-the-art models
such as Qanet[23] and LayoutLM[22] to propose an architecture based on tex-
tual and visual attention models. As we tend to address industrial tasks, where
the time needed to process each document must remain low, we only use con-
volutional and self-attention mechanisms, discarding recurrent neural network
(known as slower architectures as they can not process the input tokens in a
parallel way).

Another limitation from the most recent and relevant state-of-the-art mod-
els relies on their large number of parameters (i.e. 300M parameters for Lay-
outLMV2). Setting up a model mixing visual content, the semantic, the layout
and the question would then require more than 600 million data to converge. We
would like to remember that in industrial context, no large annotated dataset
could be available, and they would then require a huge effort of annotation to
link question and content. We then propose to develop a model able to learn with
few data (e.g. hundreds or thousands of annotated documents) while maintain-
ing the execution time as low as possible (generally, companies may not devote
more than a second to each document).

Several studies have been conducted to know if we could establish a cor-
respondance between the number of training data and the number of model
parameters. The paper [24] conducted several tests on hypothesis related to
the generalization capacity of neural networks. The authors demonstrated that
”Theoretically, a simple two-layer neural network with 2n+ d parameters is ca-
pable of perfectly fitting any dataset of n samples of dimension d”. We can then
observe that state-of-the-art approaches have much more than 2n+d parameters
and one of our hypothesis is to propose a model with much less parameters (less
than 10 Millions). In practice, finding the optimal number of parameters is not
an easy matter. It depends on the diversity and number of data available in the
training set and on the selected architecture. Models with many parameters are
likely to overfit while they have the advantage of being able to model much more
complicated knowledge (like some latent relationship between the data). Meth-
ods with a few numbers of parameters (i.e. less than 20M) are not much studied
in the state-of-the-art especially applied on the corporate document. Our second
contribution is then to propose a model having a maximum number of 8 mil-
lions parameters and which having almost similar results to the state-of-the-art
method thanks to our proposed attention mechanisms.
In a first step, we will present the global architecture. Then we will describe the
used encoder architecture, and finally we will discuss the proposed co-attention.
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Fig. 1. Description of the QAlayout model. The inputs are the textual context ex-
tracted from the image, the visual context is whole image . Also the layout information
(i.e bounding box of each word) and finally the question. We will try to predict two
probality the beginning and end of the answer from the word present in the textual
content.We have a self-attention and co-attention mechanism to learn multimodal com-
prehension

4.1 Global description

The global architecture, presented in figure.1, describes the inputs, the inter-
mediate layers and the prediction layer. This last step predicts the probality of
having the beginning and the end of the answer. The model has different input
features (denoted T , Q and B and I in the equation 2).

The features of each sample are decomposed as follows: T ∈ RD×m×d1 for
the textual context , B ∈ RD×m×d2 is the dimension of bounding box for each
word of the textual content ,Q is the question input with dimension RD×k×d1

and I is the image of the document with the dimension RD×d3 . The dimensions
d1 , d2 and d3 are the repective feature dimensions for the textual content, the
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bounding boxes and the visual parts. D is the document size of the dataset (i.e
1 ≤ i ≤ D).

The probality of the beginning and the end of the answers corresponding the
label as yi ∈ R2×m .The beginning and the end correspond to the first and last
words that the answer will contain, which is a selection from the words present
in the document. The symbole m corresponds the total number of word in the
textual context.
The textual content of a document is different, we can have a document with
ten words while others exceed 500 words. So that our entries are of the same
dimension we keep the prepocessing method described in Qanet to keep one size
for all entries. For the semantic embedding of each document, we chose to keep
the 400 first words. If the number of word is lower than this, we add some padding
tags. We justify this choice of 400 words as we observed that the the average
numbers of words in corporate documents is around 300. This parameters could
be obviously modified to other context, but we use this value even for larger
datasets like DocVQA. In a similar way, we chose to limite the question size to
the 50 first words. Once the text has been extracted, we use the classical BERT
embedding features [5], where each word is represented by 768 (d1) values. We
then obtain a total size of (400,768) for the textual context, and a total size of
(50,768) for questions.

For the bounding boxes, we used the outlines of the word from the original
image and we normalized them to the width and height of the image. We then
obtained a two dimensions vector d2 composed of their cartesian coordinates
(xmax,ymax,xmin,ymin).

The last part of the documents input relies on the visual content. To this
end, we resized document images to a dimension vector d3 = (224, 224). We then
use a VGG16 convolutionnel network to embbed the visual content to obtain a
(512,7,7) feature dimension vector. This vector is then provided as an input to
our co-attention model.

I = [i1, i2, ..., in] ∈ RD×d3

T = [[t1, t2, ..., tm], ..] ∈ RD×m×d1

B = [[b1, b2, ..., bm], ..] ∈ RD×m×d2

Q = [[q1, q2, ..., qk], ..] ∈ RD×k×d1

(2)

As described in the figure 1 ,it’s following end-to-end operations:

– In a first step, the input described in the equation goes through models such
as Bert and Vgg16 to extract the relevant embedding for our model.

– Then all the input text tensors are passed to the embedding encoding layer
which is a single encoding block with 4 conv layers. 8 attention heads are
used in the auto-attention module which is the same for all encoding blocks
of the model.

– Finally we use self-attention to transform our input into new input, allow-
ing us to exploit the correlation between question and context (e.g. textual
context, bounding box and image) at the initial stage.
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The self-attention mechanism used in this paper is inspired by [3]. They
propose a self-attention mechanism on the input image to consider the inherent
correlation (attention) between the input features themselves, and then use a
graph neural network for the classification task.

Self-attention allows us to transform T,B,Q, I into T ′, B′, Q′, I ′ which will
be the inputs to our co-attention model. To do that, we follow several steps, the
first one consists in computing the correlation matrices between the sample and
the label.

Ct = softmax(TTT )

Ci = softmax(IIT )

Cb = softmax(BBT )

Cq = softmax(QQT )

(3)

Here softmax(·) denotes a softmax operator.The inputs of this function have
all the same dimension where BBT , QQT , IITandTTT ∈ RN×N

The self-attention module exploits Ct, Ci, Cb, Cq (see eq 3).

Cm = fusion([Ct, Ci, Cb, Cq]) ∈ RN×N (4)

where [Ct, Ci, Cb, Cq] denotes the attention map concatenation. This fusion
function fusion is equivalent e.g Cm = w1C

t+w2C
i+w3C

b+w4C
q, where the

weighted parameters w1, w2,w3 and w4 are learned adaptively and N is batch
size .

T ′ = TCm

I ′ = ICm

B′ = BCm

Q′ = QCm

(5)

These modified inputs as indicated in the equation 5 will be reused in the co-
attention part of the model. In the following sections we will detail the encoder
part and the co-attention part.

4.2 Encoder

As presented in figure 2, the encoder is composed of several convolution layers
and a attention layer. Unlike the traditional convolution layer, we use depthwise
separable convolution [4]. In this paper [4] depthwise describes that this con-
volution layer is memory efficient and has better generalization. That help us
because this model will be used in a production system and it should be light
and fast. For this work, we chose to set up the kernel size to 7, the number of
filters to d = 128 and the number of convolutionnal layers within a block to 3.
The output of this convolutionnal model is then transfered to an attention layer.
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Fig. 2. One Encoder

We adopt the multi-headed attention mechanism defined in [17] which, for each
position in the input, called a query, computes a weighted sum of all positions,
or keys, in the input based on the similarity between the query and the key, as
measured by the system. the scalar product.

As one can see in the figure 2, the model involves residual connections, layer
normalizations and dropouts too. For each input x and a given operation f , the
f is defined as f = (layernorm(x)) + x [1] of identity at the input and output
of each block repeat. This block is repeated 7 times.

4.3 Co-Attention

Fig. 3. Description of the one co-attention

The proposed ”Co-attention” step proposed in our work is inspired by the
attention flow layer from the BIDAF architecture [15] (see Fig.3. It calculates
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attention in two directions. Context-query attention tells us what query words
are the most relevant to each context word like descripted in eq6 and 7. The
input 1 (i1) represents the textual context, the boundind box of each word is
input 3(i3) and input 2 (i2) represents the question finally input 4 (i4)the whole
box and encoded context and query respectively. Given that the context length
is j and query length is m, a similarity matrix is calculated first. The similarity
matrix captures the similarity between each pair of context and query words. It
is denoted by S and is a n-by-m matrix. The similarity matrix is calculated as,

S = f(i1, i2) (6)

where f is a trilinear similarity function defined as,

f(i1, i2, i3, i4) = W0[i1; i2; i1 · i2, i3 · i4] (7)

5 Experiments

5.1 Dataset

Proposed dataset VQA-CD is a new public dataset containing 3000 questions
extracted ∼ 693 documents from RVL-CDIP[9]. To the best of our knowledge, no
public visual question answering dataset exists for corporate documents. We then
decided to annotate and to share our work with the scientific community. This
dataset is based on the public RVL-CDIP [9] dataset. This document extracted
from RVL-CDIP[9] invoice class does not only contain invoices but also other
types of document such as purchase order.

The documents found in VQA-CD dataset contains some documents are well
structured while others contain some semi-structured or raw text. This hetero-
genity of content mimics the industrial context.

When we annotated, we were careful to make sure that each question could
be repeated on other documents in order to have a balanced corpus. This bal-
anced corpus is necessary because the inherent understanding of language forces
the model to focus on the question rather than the image. For example, if the
question is ”How much is the ...” and the prediction of the model is a number
even if this number does not correspond to the expected one, the model assigns
a high probability to it, the same for other type of question (”who is ...”, ”is it
...?”, etc) If for example the question is ”What is the total amount” and this
question is found in two images I and I’. If the answer related to two images
differs then the model will be forced to learn the visual feature to distinguish it.

In order to ensure a kind of compatibility with the DocVQA dataset, we
use the same organization of the dataset. We separated our questions for each
document randomly. We then divided our 3000 questions into train, test and
validation. We took 50% for train and 25% for validation and test.

SQuAD dataset Stanford Question [14] Answering Dataset is a reading
comprehension dataset consisting of questions posed by crowdworkers on a set
of Wikipedia articles. The answer to each question is a segment of text.

https://drive.google.com/drive/folders/1Z496L2AYtfHaF0qh14Ig7oc0aw29Jwcc?usp=sharing
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This dataset consists of 100,000 questions. The corpus content is only text
and no layout or image information is available.

DocVQA dataset is to our knowledge the most complete dataset in both
content and number of samples. The dataset consists of 50,000 questions defined
on 12,000 document images. In the figure 4 you will notice the most recurrent
words in the questions and also in the answers.So we can see our questions are
often linked to a date or an amount inside in the document.

Fig. 4. Word clouds of words in answers (left) and questions (right).

Table 1. This table contains the results of the proposed QAlayout model and the
results of the state-of-the-art method (LayoutLm,Bert).

Modality Data SQUAD DOCVQA

Method Param F1-SCORE ANLS

Text only

Bert ∼ 110M 74.430% 45.57%

QAlayout(Only Text) ∼ 1M 82.19% 48.63%

Text + Layout + Image

LayoutLMv2 ∼ 426M — 86.72

LayoutLM ∼ 160M — 68.93

QAlayout(All inputs) ∼ 8M — 77.65%

Implementation details The training phase of our model was run with the
ADAM optimizer with β1 = 0.8, β2 = 0.999 and a batch size of 64, an initial
learning rate of 10−3 scaled from 0.1 every 3 epochs without improvement in
validation loss and an early stopping after 5 epochs without improvement.

5.2 Performance evaluation

To evaluate the performance of our models we will use three metrics (ANLS,F1-
SCORE,EM). Average normalized Levenshtein (anls) measure the distance be-
tween two string (qk, pk) see the equation 8. where Q is the total number of
questions. Each question can have 3 answers and k words , qk the ground truth
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Table 2. The result for the different categories of question-answer in the Dovqa

Method Figure/Diagram Form Table/List Layout Free text

Bert 22.33% 52.59% 26.33% 51.13% 77.75%

QAlayout(Only Text) 18.53% 56.12% 35.85% 53.42% 74.75%

QAlayout(All inputs) 39.20% 73.21% 86.21% 63.20% 71.96%

Method Image/Photo Handwritten Yes/No Others

Bert 48.59% 35.65% 3.45% 5.778%

QAlayout(Only Text) 30.10% 37.26% 17.24% 34.50%

QAlayout(All inputs) 44.66% 62.82% 59.07% 67.49%

answers and pk is the prediction of model. NL(qk, pk) is the Normalized Lev-
enshtein distance between ground truth and the prediction . Then a threshold
τ = 0.5 to filter NL values larger than τ by returning a score of 0.

ANLS = max
1..3

s(qk, pk)

s(qk, pk) =

{
(1−NL(qk, pk) if NL(qk, pk) < τ

0 if NL(qk, pk) >= τ

(8)

precision =
1 ∗ same word

tail(pk)
recall =

1 ∗ same word

tail(qk)
f1 =

2 ∗ precision ∗ recall
(precision+ recall)

(9)

The metric F1-SCORE is descripted in 9 . Where same word count the num-
ber of similar words between GT and the prediction.

In the table 1, we have the results on the corpus squad containing only text
and the corpus Docvqa containing image and text.

First we tried to compare the performance of the text-only part using the
context text and the question only (QAlayout(Only Text)) with Bert [5].

When we compare our QAlayout(Only Text) to the state-of-the-art Bert [5]
model on the squad corpus we get better results as described in the section.
These good performances also add up to a much faster training time. The dif-
ferent attention mechanisms that we have detailed in section Global description
have largely contributed to these results. QAlayout(Only Text) despite its good
performance has limitations. These limitations in a text-only corpus may be
due to not understanding the syntactic structure. For example if the question is

Table 3. The results VQA-CD dataset with different metrics

Method ANLS F1-SCORE Exact

QAlayout(Only Text) 36.29% 29.16% 25.58%

QAlayout(All inputs) 42.54 % 35.92% 33.01%
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”What is the name of the Bungie Inc. founder who is also a university gradu-
ate?” and the context contains the following words: ”In the arts and entertain-
ment, minimalist composer Philip Glass, dancer, choreographer and leader in the
field of dance anthropology Katherine Dunham, Bungie founder and developer of
the Halo video game series Alex Seropian, ...” our model predict ”Katherine
Dunham” while the correct prediction is ”Alex Seropian”. Although Kather-
ine is close to the word founder this does not grant her the status of founder.
QAlayout(Only Text) also has other limitations related to the question related
to the document layout. For example in the result table, we notice that the
QAlayout(Only Text) is good when the question is related to free Text and has
trouble with the question related to Figure or Form.

The QAlayout method using the image and the characteristic bounding box
in addition to the QAlayout(Only Text) is that allowed to provide answers to
the question related to visual structure of the text. The performance has greatly
improved on the question related to figure/diagram or form.

In the table 3 we also get the performance of our model on the VQA-CD
dataset.

In our VQA for corporate documents, we have either ∼ 80% of the answers
with one word and ∼ 17% of contain only two words. Unlike to the other VQA
task where the answer size is longer. These one-word answers will certainly result
in a kiss on the F1-SCORE. You will notice that the multimodal model is better
than the QAlayout(Only Text) model 5% in all scores . For the VQA-CD corpus
we have managed to compute several scores because we have the GT.

The metrics ANLS, F1-SCORE and EM have a value of 100% each if the
correspondance between the prediction and GT are totally similar. Their differ-
ence comes if the prediction is different from the GT in this case for the em score
will have 0% (i.e. either we have all or nothing for this score). For example if
the model predicts 1200 and the GT is 100 for the metric ANLS we would have
1 - transformation cost so NL is 1-0.25=0.75 and as the threshold is equal
to 0.5 (i.e the same as the paper [2] ) this result it will be taken into account
in the final results. In a document this two numbers (1200,100) can be two dif-
ferent amounts or just a case where the ocr can’t extract the character 2 in the
image. This score ANLS remains an approximate value that can help in some
cases to limit the impact of ocr errors. Finally for the metric F1-SCORE as it
is based on the token, we have calculated two tokens one at the word level and
another at the character level (i.e. in table 3 it is the token at the word level).
The F1-SCORE that we obtained at character level is ∼ 60%. It remains clearly
higher than the token words. Nevertheless this F1-SCORE metric is not adapted
in our task VQA for corporate document because either we take a token at word
level and as the majority of our tokens are one word we end up with a very low
score or we take at character level and therefore the ANLS score would be more
accurate.

Although our model has a good performance, in most cases it confuses the GT
amount with another amount or extracts only a part of this answer. The other
errors are often OCR errors as the images VQA-CD are old with low-resolution
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Also the limitations of QAlayout are also numerous. Sometimes, these limita-
tions are due to a bad understanding of the visual part (i.e difficulty to correlate
the elements inside the image). Also the multimodality help us on some cases
its performance is not yet the desired one.

6 Conclusion and future work

Visual question answering is a task that requires a good understanding of both
visual and textual information by correlating this information with the question.
We propose a fast and accurate end-to-end method QAlayout that uses visual
information the whole image document or layout as well as textual information.
Our QAlayout method uses an attention mechanism to take into account the
inherent correlation between the question and its visual or textual context at
the input of the model with self-attention or after with co-attention. Compared
to some state-of-the-art models we have much better results while having less
parameters (8M). The limit number of parameters corresponds to the expecta-
tion of the industrial context which requires a fast training and prediction time
while keeping a reasonable performance. We also contributed to annotate a new
dataset VQA-CD containing 3000 questions on corporate documents. Despite
the good performance of our model, some limitations exist and we will try to
provide a solution. For example, we will build a graph system to establish links
between words in the textual content or between areas in the visual content.
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