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Abstract
Research on graph representation learning (a.k.a. embedding) has received great attention in recent years and shows effective 
results for various types of networks. Nevertheless, few initiatives have been focused on the particular case of embeddings 
for bipartite graphs. In this paper, we first define the graph embedding problem in the case of bipartite graphs. Next, we 
propose a taxonomy of approaches used to tackle this problem and draw a description of state-of-the-art methods. Then, we 
establish their pros and cons with respect to conventional network embeddings. Finally, we provide a description of available 
resources to lead experiments on the subject.

Keywords Graph embeddings · Bipartite graph · Representation learning · Graph-based pattern representations · Machine 
learning · Data mining · Survey · Benchmark

1  Context and overview

Networks come as a natural way to model a diverse set of 
real-world information. They are used in topics as diverse 
as computational biology, recommendation systems, finance 
or social networks (Hegeman and Iosup 2018). Networks 
offer a rich structure that can model complex relationships. 
However, this advantage may turn as a downside because of 
the processing capacities that they require. In the era of big 
data, information networks can contain billions of nodes and 
edges. Therefore, it can be intractable to perform complex 
inference procedures on the entire network.

A common way to bypass this limitation is network 
representation learning, also known as network embed-
ding (Arsov and Mirceva 2019). The main principle here 

is to reduce the dimension of the network in an embedding 
space while preserving major network characteristics (struc-
ture, nodes’ proximity, edges). Precisely, the purpose of 
embeddings is to find a mapping function which associates 
a low-dimensional latent representation to each node in the 
network. Such representations require less effort to be han-
dled; hence, they can be used as features for common tasks 
on graphs and are directly usable by various downstream 
machine learning algorithms.

With quantities of data exploding, this area of research 
has attracted a strong interest from the scientific commu-
nity and inspired numerous works. In particular, recent years 
have seen the emergence of several sub-domains of graph 
embeddings with a particular focus on the considered net-
work type. Consequently, a variety of tailor-made methods 
have been created to investigate specific network types, e.g., 
homogeneous networks (Cai et al. 2017), attributed networks 
(Li et al. 2021), heterogeneous networks (Yang et al. 2020), 
hyper networks (Ha et al. 2016), dynamic networks (Barros 
et al. 2021), or bipartite networks (Stauffer et al. 2017).

Bipartite graphs have a particular importance since many 
real-world applications such as topic modeling, medical 
diagnosis or recommendation can be modeled as computing 
on bipartite graphs (see Table 2 for more examples of appli-
cation). Nevertheless, representation learning for bipartite 
graphs has only received little attention, with a few papers 
dedicated to it. In this survey, we try to bring an overview 
of works related to bipartite graph embeddings and gather 
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a list of tools available to explore this area. To the best of 
our knowledge, this work is the first survey focused on this 
subject.

The rest of this paper is structured as follows. Section 2 
introduces the notations and provides some mathematical 
background to define the bipartite graph embedding prob-
lem. Section 3 describes state-of-the-art methods used to 
tackle bipartite graph embeddings and categorizes them into 
a taxonomy of approaches. Moreover, it establishes the pros 
and cons of each method and points toward directions of 
future improvements. Section 4 draws a description of avail-
able resources to lead experiments on bipartite graph embed-
dings. Finally, Sect. 5 concludes the paper with a discussion 
on several open problems and possible research directions.

2  Notations and problem formulation

We hereby introduce notations and definitions of concepts 
required to formalize the bipartite network embedding 
problem.

2.1  Notations

Throughout this paper, we use the following notations: sca-
lars are denoted as lowercase italic letters (e.g., s); matrix 
is denoted as uppercase bold letters (e.g., A ); the transpose 
of a matrix A is denoted AT ; the element of i th row and j th 
column is denoted aij.

Additionally, both ’graph’ and ’network’ terms will be 
used to describe the same data structure, i.e., a set of nodes 
connected by edges.

2.2  Definitions

In this section, we define important terms and definitions 
used to describe bipartite graph embedding.

• Homogeneous graph In this work, we use the term 
homogeneous graph to refer to simple graph, as opposed 
to bipartite graph. The term ’homogeneous’ is used to 
highlight that every node of the graph belongs to a same 
unique type of node. Formally, a simple or homogeneous 
graph G = (U,E) is defined by a set of nodes U and a set 
of edges E between these nodes. An edge going from 
node u ∈ U to node v ∈ U is denoted as (u, v) ∈ E . This 
definition closely follows [9].

• Bipartite graph A bipartite graph G = (U,V ,E) is com-
posed of two sets of different domains (or types) of nodes 
U and V, and a set of edges E ⊂ U × V  . Bipartite graphs 
have the particularity that they only consider inter-
domain edges: within a domain (U or V) two nodes can-
not be connected. Figure  1 gives an example of bipartite 
graphs where we can observe the two distinct domains 
and their connections. Let n = |U| and m = |V| . Let ui be 
the i th node of U, i = 1, 2, ..., n and vj be the j th node of V, 
j = 1, 2, ...,m . Each (ui, vj) edge may carry a weight wij 
describing the strength of the relationship between nodes 
ui and vj . If a graph is unweighted, we can consider that 

Fig. 1  Example of a bipartite 
graph with the adjacency matrix 
of both domains U and V on 
the right side. The positions in 
the adjacency matrix represent 
the weights in the bipartite 
graph. The weight wij = 1 if 
nodes ui and vj are connected, 
0 otherwise. In some bipartite 
graphs, the weights may be 
any non-negative scalar, hence 
describing the strength of the 
relationship between nodes
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all weights are equal to 1. Likewise, if two nodes i and j 
are not connected, we set wij = 0 . Therefore, we can use 
a n × m matrix W = (wij) to represent all weights in the 
bipartite network. Precisely, W is named the adjacency 
matrix of domain U and the adjacency matrix of domain 
V is the transpose of W : WT ∈ ℝ

m×n . Graphs may also be 
associated with attribute or feature information such as 
profile information associated with an user in an online 
platform, words contained in an article or movie genres. 
Table 3 provides details about bipartite graph datasets 
with examples of real-world nodes’ types. Feature infor-
mation is node-level attributes that are represented with 
a real-valued matrix X

U
∈ ℝ

n×p and X
V
∈ ℝ

m×p� , where 
we assume that the ordering of the nodes is consistent 
with the ordering in the adjacency matrix. For bipar-
tite graphs, each type of node has its own distinct set 

of attributes. Figure 2 provides an illustration of node 
features of the domains in the bipartite graph of Fig. 1.

• Network embedding The goal of bipartite network 
embedding (as well as network embedding in general) 
is to map all nodes of G to a vector in the low-dimen-
sional embedding space H ∈ ℝ

d , where each node u is 
represented as a d-dimensional embedding vector h. In 
general, d is considerably smaller than the number of 
nodes. Figure 3 gives an illustration of the embedding 
process, where nodes of the bipartite graph are mapped 
to a low dimensional embedding space. The final purpose 
of the embedding process is to optimize this mapping 
so that geometric relationships in the embedding space 
reflect the structure of the original graph. After optimiz-
ing the embedding space, the learned embeddings can be 
used as feature inputs for downstream machine learning 

Fig. 2  Illustration of node fea-
tures of both domains U and V
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Fig. 3  Illustration of the 
embedding process for bipartite 
networks. The embedding 
operation aims to map nodes to 
a low dimensional embedding 
space. One of the challenges is 
that distances in the embed-
ding space should reflect the 
node positions in the original 
graph. For instance, in the 
original graph, nodes u2 and v1 
are connected; therefore, their 
representations should be close 
in the embedding space. The 
same goes for node v3 and u4
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tasks, such as classification or clustering. This definition 
closely follows Hamilton et al. (2017).

• Direct and high order relationship Direct relationship 
is defined as any edge from the original bipartite graph, 
while first-order relationship represents any couple of 
nodes sharing a common neighbor. In the particular case 
of bipartite graphs, one can note that nodes in a first-
order relationship share the same type. Unlike the previ-
ous concepts, two nodes are said to have a second-order 
relationship if they share a neighbor that shares a neigh-
bor. An illustration of the concept is available in Fig. 4. 
The image in the center shows direct neighbors or 1-step 
neighbors, while the one on the right shows a first-order 
neighbor or 2-step neighbor. One can extend recursively 
to define higher order relationship. The high-order prox-
imity represents the similarity between the neighbor sets 
of two nodes. These different relationships are among the 
characteristics that graph embedding aims to preserve.

3  Taxonomy

In this section, we present and group existing algorithms 
for bipartite graph embedding into two categories based on 
shared common characteristics. The categories are inspired 
by Yang et al. (2020).

The overall purpose of graph embedding methods is to 
reduce the dimension of high-dimensional graph data into 
a lower dimensional representation while preserving the 
desired characteristics of the original graph, such as direct 
or high order relationship or the heavy tailed distribution of 
degrees. Since most techniques do not consider the degree 
distribution, high degree nodes in the network space do not 
necessarily have a dense neighborhood in the embedding 
space (and the same applies to low degree nodes). This 
specific topic has been studied in more details in Liu et al. 
(2021).

Bipartite graph embedding models also aim to preserve 
characteristics of the original graph, and it often assumes a 
huge number of nodes as described by network’s number 
of nodes in Table 3. Thus, further consideration is given to 
scalability issues.

Due to this assumption, most methods of representation 
learning for bipartite graphs are unsupervised, or at best self-
supervised. Indeed, labels needed for a supervised approach 
on a network with millions of nodes would require massive 
efforts of annotation. Furthermore, current supervised meth-
ods cannot embed the rich information contained in distinct 
node features from two domains and topology information 
into a single node representation (Dwivedi et al. 2022; Gao 
et al. 2018; Bobadilla et al. 2013).

We provide the following taxonomy for existing bipartite 
graph embedding algorithms: 

1. Proximity-Preserving Approaches;
2. Message-Passing Approaches.

3.1  Proximity‑preserving approaches

This group of methods leverages the local and global struc-
tures of a graph in order to preserve relevant characteristics 
in the embeddings. Figures 5 and 6 illustrate a few prob-
lems related to such methods. In order to understand the 
essence of these methods, consideration must be taken to 
the notions of direct, first-order and high order relationship 
that we defined in Sect. 2.2.

Following classical network embedding solutions, a few 
works have tried to transfer the random walk idea. These 
methods typically apply a two-step solution. First, random 
walks are performed from several nodes in order to explore 
the network. The goal being to establish a “corpus” of nodes. 
The random walks applied in the network build a list of 
sequences of nodes, similar to word sentence in Natural Lan-
guage Processing (NLP) domain, that forms the corpus of 
visited nodes. Then, in the second step, a word embedding 
method (such as word2vec (Mikolov et al. 2013)) is applied 

Fig. 4  Illustration of multi-order 
relationship within a standard 
graph. The image in the left 
highlights the node we focus on. 
The image in the center shows 
its direct neighbors or 1-step 
neighbors, while the one on the 
right shows its first-order neigh-
bor or 2-step neighbor

focus node 1-step neighbors 2-step neighbors
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to the nodes sequences to obtain the embeddings of nodes. 
These methods can be suboptimal for embedding bipartite 
networks due to two reasons: 

1. Most of the time the two nodes’ domains of the bipar-
tite graph are treated equally, and no distinction is done 
between the node information of the two domains;

2. The generated corpus may not preserve the characteris-
tics of a bipartite network, such as the long tail distribu-
tion of nodes’ degree (Guillaume and Latapy 2004) or 
the power-law distribution of real-world bipartite graphs 
(Chakrabarti and Faloutsos 2006).

BiNE (Gao et al. 2018) is a random walk-based method. It 
adheres to a group of methods inspired by the pioneer works 
of DeepWalk (Perozzi 2014) and node2vec (Grover and 
Leskovec 2016) that adapt the idea of Skip-gram (Mikolov 
et al. 2013) to model homogeneous networks, and try to 
extend this method to bipartite networks.

BiNE performs biased random walks purposefully in 
order to preserve some properties of the bipartite graph. 

One of the key objectives of BiNE is to maintain the degree 
distribution of a network  (Guillaume and Latapy 2004; 
Newman et al. 2001). To do so, BiNE takes careful con-
sideration in modeling explicit relations as well as implicit 
relations. Explicit relations aim to reconstruct the bipartite 
network by targeting the observed links (direct links between 
nodes), while the implicit relations capture the high-order 
correlations (second-order relationship between nodes or 
unobserved links). To conserve the main characteristics of 
the bipartite network, BiNE performs biased random walks 
that adapt themselves to the node where they start, based 
on the importance of the latter. Specifically, the number of 
random walks and their length are defined depending on said 
importance. This way the node distribution in the generated 
corpus is more consistent with the original bipartite network.

BiNE stands out of regular network embedding methods 
because of its two contributions. The first one is the incorpo-
ration of implicit relations which have shown improvement 
of embeddings (Yu et al. 2018; Jiang et al. 2016). The sec-
ond one is the definition of a joint optimization framework to 
account for both explicit and implicit relations. A dedicated 

A B C D

Fig. 5  Example of structural consideration within networks. The fig-
ure represents different patterns of connection between nodes. On 
the left side of the figure, nodes A and B have 3 common neighbors, 
whereas in the right part of the figure, nodes C and D share one com-
mon neighbor. Different methods are available to evaluate which 
of the pairs A-B or C-D have the strongest relationship. One could 

argue that nodes A and B share more neighbors than nodes C and D 
and therefore, should be considered as the strongest connection. But 
on the other hand, one could argue that node C and D share exactly 
the same neighbors unlike A and B and should be considered as a 
stronger connection

B

A

1-step neighbor

2-step neighbor

A

B

Fig. 6  The left side figure represents a graph where node A owns one 
1-step and four 2-step neighbors, while the right side figure repre-
sents a graph where node A owns five 1-step neighbors. If 1-step and 
2-step neighbors are treated equally, i.e., if distance is not considered, 

then these two structurally different graphs are perceived similarly 
by node A. This is counter-intuitive and shows how k-step neighbors 
processing can impact graph structural considerations
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objective function is defined for every relation, and the node 
embeddings of each objective function are gathered to rein-
force each other.

BiANE (Huang et al. 2020) aims to improve the consid-
eration of the relationship between the attribute informa-
tion and the structure information of nodes, often neglected. 
Indeed, both information represent different but complemen-
tary aspects of the nodes; however, most works about net-
work embeddings overlook their different properties. To do 
so, the main contribution of BiANE is the introduction of 
an innovative way to take into account high-order proximity 
structure without adding scalability difficulties to the calcu-
lation process. BiANE defines the inter-domain proximity 
as the links that exist across the two domains of the bipar-
tite graph and the intra-domain proximity as the underlying 
proximity within each domain (e.g., the proximity between 
nodes of the same type).

In details, BiANE extracts and isolates intra-domain 
and inter-domain proximities. It then uses an autoencoder 
(Rumelhart and Mcclelland 1986) to get an embedding 
in a latent space. Specifically, given a bipartite attributed 
network, BiANE first partitions the network according to 
nodes’ type or domain. Then, it extracts the structure infor-
mation and the attribute information from each partition and 
compresses them through different auto-encoders. Next, it 
integrates the first-order proximity within each partition. At 
that point, BiANE performs dynamic positive sampling in 
the latent space and proposes a novel correlation training to 
enhance the correlation between attribute information and 
structure information. Modeling the high-order structure 
proximity may be a tricky problem as existing works (Gao 
et al. 2018, 2019) add large amounts of additional links to 
do so, but they make the network much denser and intro-
duce scalability problems. Finally, after performing dynamic 
positive sampling (Malkov and Yashunin 2016), BiANE 
aggregates the encoding vectors from the aforementioned 
autoencoders and models the inter-domain proximity of the 
bipartite attributed network. BiANE offers a convenient way 
to preserve both intra-domain and inter-domain proximities 
while introducing an efficient dynamic positive sampling 
strategy that improves the training process. Nevertheless, 
further experiments should be conducted to validate the 
dynamic positive sampling strategy used by the authors. In 
fact, the positive sampling strategy is different from tradi-
tional sampling method.

FOBE and HOBE [28] aim to preserve the characteristics 
of the close and distant neighborhoods of bipartite graphs. It 
introduces two bipartite embedding models that learn dense 
latent representations of bipartite graphs while preserving 
type-specific semantic information. Both methods share the 
same approach. They first observe structural relationship by 
sampling on certain types of relationship between nodes. 
Then, they learn an embedding to minimize the difference 

between the observed nodes’ similarities and their corre-
sponding estimated similarities. Each of the methods differs 
in the way they lead theirs observations, estimations and 
objectives. The major contribution of FOBE and HOBE is 
that they generate estimations of similarities within each 
node domain separately and thus, allow to better preserve 
type-specific latent features.

Technically, FOBE first samples direct links and first-
order relationships between nodes. Then, it learns embed-
dings by minimizing the Kullback–Leibler Divergence 
(Shlens 2014) between observations and embeddings esti-
mations. On the other hand, HOBE first computes algebraic 
similarities for pairs of nodes of all edges. The algebraic 
distance (Chen and Safro 2011) has proven to be a good 
mean to capture implicit similarities in hypergraphs. The 
computation of algebraic distance allows HOBE to take into 
account second-order relationships in addition to direct and 
first-order relationships. Then, HOBE fits the embeddings 
with mean-squared error.

FOBE retains local relationships, while HOBE captures 
higher-order relationships. Therefore, in order to unify these 
approaches, a method of combination is proposed to join 
the different embeddings into a ’best of both world’ embed-
dings. Two versions of the combination method are sug-
gested. The first version fosters the maximization of per-
formance on the training task (the direct version), while the 
second exploits the full encoding of input embeddings (the 
auto-regularized version).

3.2  Message‑passing approaches

Message-Passing-based methods rely on a simple intuition: 
for every node, an embedding is iteratively built based on 
the node’s feature and the aggregated information of its local 
neighborhood.

Precisely, two differentiable functions, an ’update’ func-
tion and an ’aggregate’ function, are defined and will be 
used at each iteration of the embedding process. For each 
node, at each iteration, the aggregate function takes as input 
the set of embeddings of the node’s neighborhood and out-
puts a message gathering information about this neighbor-
hood. Then, the update function merges this message with 
the previous embedding of the node to produce the updated 
embedding, and the process is then repeated a finite number 
of times. Figure 7 illustrates this process. The Message-Pass-
ing mechanism is at the root of the Graph Neural Networks 
(GNNs) framework for defining deep neural networks on 
graph data [9] and inspires numerous works of graph repre-
sentation (Wu et al. 2021).

BGCN [32] extends the notion of Graph Convolutional 
Networks (GCNs) (Kipf and Welling 2016) to bipartite net-
works. Although GCNs are usually limited to homogeneous 
network, BGCN extends it to bipartite networks by adapting 
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the equations of network representation learning to the spec-
ificity of bipartite network matrix notations. Then, it applies 
an embedding function composed of 2 elements: a one-hop 
neighbor features aggregation and a nonlinear transforma-
tion that take as input the aforementioned aggregation. Next, 
after defining the concept of GCN for bipartite networks, 
the paper examines two types of decoder architectures. The 
first decoder is a standard multi-layer perceptron (MLP) 
model that aligns the output from the embedding function 
with each node feature through two fully connected neural 
network layers. The second decoder is based on an adver-
sarial approach: it trains a discriminator to separate between 
elements from the original feature matrix and the embedding 
vectors. The discriminator aims to maximize the ability to 
identify the feature representation, and BGCN aims to pre-
vent the discriminator from doing so by generating encoded 
representations that are as similar as possible.

Finally, in order to go beyond the one-hop neighbor infor-
mation limit of the previous models, a cascaded architecture 
based on the BGCN-decoder is introduced to capture the 
multi-hops structure information.

Bi-HGNN [32] proposes a recommender system for an 
e-commerce platform that utilizes both the users’ com-
munity-level generalization as well as their individualized 

preferences. The model is part of hierarchical message-
passing models but sets itself apart by considering the 
user-specific information, often ignored in regular models, 
that is not captured by the community-level generalization.

The proposed method tackles the drawback of com-
munity-level generalization encountered in recommender 
systems where individualized preferences are not reflected 
in the communities the users belong to. To do so, it draws 
inspiration from works on hierarchical neural networks, 
commonly used for the task of graph classification, and 
apply such concepts on the task of link prediction.

Bi-HGNN first uses a standard GNN model (Hamil-
ton et al. 2018) to model users and items in a bipartite 
graph and encodes users and items’ raw features using 
Wide and Deep (Cheng et al. 2016). Bi-HGNN relies on 
predefined communities of nodes of users and assigns low-
dimensional embeddings to these communities. Then, it 
uses said embeddings to perform a clustering on every 
user node. In details, the model computes the distance 
between nodes of users and every community by using the 
aforementioned embeddings. This distance metric allows 
to softly assign each node of users into a few communities. 
Then, the user node information is decomposed into two 
orthogonal spaces representing the information captured 
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Fig. 7  Illustration of the message passing process. The example 
shows a 2 steps depth message passing process for node 1. Starting 
from node 1, the layer 1 contains all the direct neighbors of node 1, 
namely nodes 3, 4 and 2. Then, the same operation is repeated for 
every node in the layer 1. For example, all direct neighbors of node 
3 (in layer 1) are put into layer 2; hence, one can see nodes 1 and 
4 in the upper part of layer 2. To get the other nodes of layer 2, the 

same principle is repeated for the other nodes of layer 1. The arrows 
converging toward a node embed its update and the transmission of 
its neighbors’ information. This takes place into two distinct opera-
tions. First, all neighbors’ features are aggregated by an aggregation 
function. Then, the node’s state is updated by an update function that 
takes into account both the features’ aggregation and the previous 
state of the node
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by community-level generalization and individualized 
users’ preferences.

Cascade-BGNN (He et al. 2020) is a self-supervised 
representation learning framework for large-scale bipartite 
graphs. There are three key designs within the architecture 
of the embedding model. The first is inter-domain message 
passing (IDMP). Its goal is for one domain to aggregate 
information from the other domain through the connected 
edges. IDMP only performs aggregation on each node’s 
neighbor nodes without involving the node itself.

Once the aggregated features from the opposite domain 
are attached, intra-domain alignment (IDA) is used to fuse 
these two distinct features into a single representation. As 
IDMP does not include the information of the node itself, 
IDA allows to take into account the node features. After one 
layer is trained through minimization of an adversarial loss 
for both domains in a self-supervised manner, the represen-
tation of the two domains is obtained.

The embedding thus obtained merely captures the one-
hop topology structure between domains as well as feature 
information from both domains. However, one-hop aggrega-
tion does not sufficiently characterize diverse graph struc-
tures; hence, a multi-hop mechanism is required. Instead of 
leveraging the typical end-to-end training method, this paper 
develops a cascaded training method to drive multi-hop mes-
sage passing. In details, cascaded training is the concatena-
tion of several basic BGNN blocks, and a basic BGNN block 
is the sequence of IDMP with IDA. A basic BGNN block 
constitutes a one depth training and completes its training 
with one-hop embedding. Then, the trained embedding is 
used as the input for later training (e.g., as input for the next 
BGNN block).

HGCN (He 2019) proposes an extension of convolutional 
model to learn graph representations of bipartite networks. 
Regular convolution-based models are limited to homo-
geneous graph, and HGCN is an attempt to overcome this 
boundary. Moreover, many random walk algorithms may not 
preserve the power-law distribution of real-world bipartite 
graphs (see Sect. 3.1), which causes a loss of information in 
high degree nodes. HGCN has been designed to address a 
few challenges related to bipartite graphs. First, it is adapted 
to large-scale graphs and to deal with heterogeneous edge 
and node features. Plus, it is suited for unsupervised learn-
ing and takes into account nodes’ types in bipartite graphs.

This approach proposes a three-step cascaded HGCN 
architecture in order to capture both explicit and implicit 
relations between the two domains of the bipartite graph. 
The first two steps are symmetric and include, respectively, 
feature information from one domain and structural informa-
tion from the opposite domain. The third step then combines 
their output. Specifically, the first step consists in capturing 
the explicit representation by learning node representations 
from the first domain while including neighbor features of 

the second domain. The second step captures the implicit 
relation by learning node representations from the second 
domain while including neighbor features of the first domain. 
Finally, the third step merges both the implicit and explicit 
relations. Two output models are then proposed: a decoder 
model and an adversarial learning model. A drawback of 
HGCN is the lack of consistency of the method used to fuse 
nodes feature information with structural information.

IGE (Zhang et al. 2017) generalizes embedding tech-
niques to the challenging case of dynamic bipartite graphs 
with attributed edges, or attributed interaction graphs as 
called by the paper. In attributed interaction graphs, an edge 
represents an interaction between two nodes of different 
domain, and attributes of the edge represent the content of 
the interaction. The stock market may be taken as an exam-
ple for a better understanding. Each transaction involves an 
investor that buys or sells a stock at a certain price, in a 
certain quantity and at a certain time. Here, the nodes of the 
bipartite graph are the investors and the stocks, the edges 
between them are the transactions and the transactions’ char-
acteristics are the attributes of the edge.

IGE bypasses the difficulties of dynamics and heterogene-
ous attributes of edges by investigating the temporal depend-
ency of edges instead of the structure of graphs. To do so, it 
introduces a deep node embedding method. IGE consists of 
a three neural networks architecture containing two coupled 
multiplicative neural networks for prediction and an attrib-
utes’ encoding network. The encoding network transform 
attributes into homogeneous fixed-length vectors in order to 
overcome the heterogeneity of attributes. Then, the homoge-
neous encoded attributes are provided to the coupled predic-
tion networks that investigate the temporal dependency by 
learning node embeddings for interaction graphs.

3.3  Discussion

The aforementioned methods have limits that we summarize 
and discuss in this section.

FOBE and HOBE bring an innovative approach, but few 
consideration is given to nodes features in the embedding. 
Plus, the scalability of the algorithms is not discussed.

Despite its advantages and good results on both link pre-
diction and recommendation tasks, BiNE suffers from some 
limits. Indeed, it relies exclusively on observed edges and 
thus, may encounter difficulty in reconstituting nodes that 
have very few or even no connections. This obstacle may be 
addressed by including auxiliary side information, such as 
numerical features or textual descriptions, into the model. 
Finally, a major axis of improvement for BiNE is to take into 
account the dynamic aspect of networks.

BGCN and Cascade-BGNN are relevant methods, but 
the advantages of the cascaded architecture over traditional 
methods are not explicit, except the efficiency.
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Bi-HGNN proposes an interesting way to overcome a 
well-known limitation in regular recommender systems 
(community-level generalization), but the adopted point of 
view is too geared toward e-commerce platforms. Thus, the 
brought innovation is not obvious and the links with gen-
eral embeddings issues are sometimes hidden. Moreover, the 
scalability potential of Bi-HGNN lacks details.

Similarly to other methods of this work, IGE focuses on 
node embeddings without incorporating edge embeddings. 
However, in the case of IGE, which considers attributed 
interaction graphs, this choice is questionable as the edges 
of such graphs carry more information than regular bipartite 
graphs. This constitutes an improvement axis of the IGE 
method. Besides, IGE only uses nodes information and does 
not leverage structural information, which may be another 
improvement axis. Finally, a general drawback of IGE is that 
it does not embed nodes of different type in the same latent 
space. Thus, a major enhancement would be to remove this 
drawback by mapping nodes of different types in the same 
space.

The limitations pointed above show that bipartite graph 
embedding suffers from scalability issues and from coupling 
heterogeneous information which should motivate future 
works in the area. Moreover, these limitations do not decide 
between the categories, but the proposed taxonomy shows a 
clear trend toward Message-Passing approaches in the sci-
entific community.

4  Tools for evaluation and experimentation

In this section, we list a set of commonly used tools to 
explore the domain of representation learning for bipartite 
networks and provide a list of online resources to lead works 
and experiments. This list is composed of libraries as well as 
datasets that are conventionally used in papers in this area. 
Table 1 presents the tasks that have been previously identi-
fied in the literature.

4.1  Evaluation tasks

In the vast majority of current graph applications, repre-
sentation learning is used for four tasks: node classifica-
tion, graph classification, relation prediction or network 
reconstruction. These tasks allow to cover a large range of 
real-world applications. For an exhaustive explanation of 
machine learning tasks on graphs, and how they interact 
with the standard machine learning categories, the interested 
reader may refer to Chapter 1.2 of [9].

4.1.1  Node classification

Node classification is a machine learning task on graph 
data and has gained popularity in recent years. Node clas-
sification is about building a model able to classify nodes 
into pre-identified categories. Given only a small number 
of manually labeled examples from the entire network, the 
goal is to predict the label associated with all the nodes of 
the network. Node classification seems very similar to tra-
ditional supervised classification, but a major distinction 
remains that nodes in a network are not independent and 
identically distributed. Indeed, node classification breaks 
this i.i.d. assumption because the goal of network analysis 
is to model an interconnected, and thus, dependent set of 
nodes. Examples of node classification application are any 
kind of community detection. Node classification may be 
used in social network to classify similar users into the same 
community (Min et al. 2021), or in a document database to 
classify document sharing related content.

4.1.2  Graph classification

Graph classification is a common task from Graph Theory 
as it aims to characterize entire graphs. The idea is to learn 
over graph data. Instead of predicting over the individual 
components (nodes and edges) of a unique graph, a graph 
classification model takes as input a dataset of multiple dif-
ferent graphs and perform independent predictions for each 
graph. Here, each graph is an i.i.d. datapoint associated with 
a label and the goal is to use a training set of labeled data 
to learn a mapping and predict labels. Examples of graph 
classification application include molecular property mod-
eling. For instance, in enzyme identification, a collection 
of graphs, each representing a chemical compound, is used 
to train a model to predict whether a graph is an enzyme or 
not. The same holds for drug discovery, where molecular 
graphs are considered to identity desired pharmacological 
and ADME/T (absorption, distribution, metabolism, excre-
tion, and toxicity) properties (Basile et al. 2019). However, 
the algorithms described in this work do not treat the graph 

Table 1  Evaluation tasks used by bipartite graphs embedding models

Method Category Node clas-
sification

Relation 
predic-
tion

BiNE Random walk ✓

BGCN GNN ✓

Bi-HGNN GNN ✓

BiANE Random walk ✓ ✓

FOBE/HOBE Proximity based ✓

Cascade-BGNN GNN ✓

IGE GNN ✓

HGCN GNN ✓
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classification task which constitutes a major axis of explo-
ration for future research on the bipartite graph embedding 
topic.

4.1.3  Relation prediction

Relation prediction, also known as link prediction or graph 
completion, is among the most popular machine learning 
tasks on graph. In the standard setup for relation prediction, 
given a set of nodes and an incomplete set of edges between 
these nodes, the goal of relation prediction is to use the par-
tial information available to infer the missing edges of the 
graph. The complexity of relation prediction is highly cor-
related with the type of analyzed graph data. For instance, 
in simple graphs (e.g., “friendship” social network) there are 
simple heuristics based on how many neighbors two nodes 
share, whereas in more complex multi-relational graph (e.g., 
biomedical knowledge graphs with hundreds of biological 
different interactions), complex reasoning and inference 
strategies are exploited. Some examples of relation predic-
tion application are recommender systems (Gao et al. 2021). 
Relation prediction is used for content recommendation in 
social networks and product recommendation in online shop-
ping platform.

4.1.4  Network reconstruction

As network embeddings may be interpreted as network 
compression, an accurate compression should be able to 
reconstruct the network from the embeddings. The network 
reconstruction task uses the embeddings to predict the 
original links of the network. This task is closely related 
to relation prediction task, but network reconstruction uses 
the existing links of the network as ground truth, whereas 
relation prediction aims at predicting the probability of plau-
sible link formation. For example, network reconstruction is 
used in the study of climate changes, to reveal the atmos-
pheric teleconnection patterns and understand their underly-
ing mechanisms, or for identifying functional properties of 
genes, where gene regulatory networks are predicted from 
expression data (Gardner et al. 2003). Network reconstruc-
tion task is not popular in the literature and is not repre-
sented in table 1.

4.2  Benchmark datasets

This section presents several tables providing information 
on the datasets used by the studied articles.

Table 1 describes the evaluation tasks used in the meth-
ods of the taxonomy. It provides information on popularity 
of evaluation tasks in the recent literature. Table 2 gathers 
high level information on the bipartite graph datasets. In 
detail, it gives the kind of graph type, the evaluation tasks 

the graphs have been used for and the methods in which 
the graphs have been used. Table 3 summarizes statistics as 
well as descriptive elements about the nature of the bipartite 
graph datasets. This is the more furnished table related to 
the dataset and should be considered as the reference point 
to have a global view of datasets.

4.3  Open‑source libraries

We present here several open-source libraries used for 
network embedding in general and that can be applied to 
bipartite network embedding. Furthermore, Table 4 provides 
links to the source code of the bipartite graphs embeddings 
models described in Sect. 3.

4.3.1  Pytorch geometric

Pytorch Geometric [69] consists of various methods for 
deep learning on graphs and other irregular structures, also 
known as geometric deep learning, from a variety of pub-
lished papers. In addition, it consists of an easy-to-use mini-
batch loader for many small and single giant graphs, multi 
gpu-support, a large number of common benchmark datasets 
(based on simple interfaces to create your own), and helpful 
transforms, both for learning on arbitrary graphs as well as 
on 3D meshes or point clouds.

4.3.2  DGL—Deep graph library

DGL (Wang et al. 2019) aims to bring graphs closer to deep 
learning researchers by making easy to implement models 
from the Graph Neural Networks family. It also intents to 
make the combination of graph-based modules and tensor-
based modules (e.g., PyTorch or MXNet) as smooth as 
possible.

4.3.3  Spektral

Spektral (Grattarola and Alippi 2020) is a Python library for 
graph deep learning, based on the Keras API and Tensor-
Flow 2. The main goal of this project is to provide a simple 
but flexible framework for creating Graph Neural Networks. 
Spektral may be used to classify users of a social network, 
predict molecular properties, generate new graphs with Gen-
erative Adversarial Networks (GANs), clustering nodes, pre-
dict links, and any other task where data are described by 
graphs.
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Table 3  This table summarizes statistics as well as descriptive elements about the nature of the bipartite graph datasets.

Dataset Node type 1 Node type 2 Edge type #Class 
node 1

#Class node 2 #Edges/#Nodes #Node 1 #Node 2 #Edges

Tencent [44] User Community 1 (behavior 
record)

2 N/A 1.399 619,030 90,044 991,734

Cora (McCal-
lum et al. 
2004)

Paper Paper 1 (citation) 7 6 1.119 734 877 1,802

Citeseer (Giles 
et al. 1998)

Paper Paper 1 (citation) 6 6 0.890 613 510 1,000

MovieLens 
(Harper and 
Konstan 
2015)

User Movie 5 (5-star) 1 1 111.607 162,000 62,000 25,000,000

PubMed (Sen 
et al. 2008)

Paper Paper 1 (citation) 3 3 1.114 13,424 3,435 18,782

DBLP (Sen 
et al. 2008)

Author Conference 1 (publica-
tion)

5 1 2.908 35,851 20 104,325

LastFM (Ber-
tin-Mahieux 
et al. 2011)

Artist User 1 (records) 1 1 4.755 17,632 1,892 92,834

Amazon 
(Leskovec 
et al. 2007)

Product Product 1 (co-purchas-
ing)

1 1 4.711 262,111 N/A 1,234,877

YouTube [51] User Group 1 (member-
ship)

1 1 2.613 1,134,890 8,385 2,987,624

Friendster [51] User Group 1 (member-
ship)

1 1 27.132 65,608,366 957,154 1,806,067,135

Livejournal 
graphs 
(Backstrom 
et al. 2006; 
Leskovec 
et al. 2008)

User Group 1 (member-
ship)

1 1 8.093 3,997,962 287,512 34,681,189

AMiner (Tang 
et al. 2008)

Paper Author 1 (authorship) 1 1 1.150 80,461 66,107 168,525

Frappe (Bal-
trunas et al. 
2015)

User Item 1 (users’ 
entries)

1 1 19.092 957 4,082 96,203

CiteULike 
(Wang et al. 
2013)

User Item 2 (like/dislike) 1 1 9.343 5,551 16,980 210,504

Netflix (Ben-
nett and 
Lanning 
2007)

User Movie 5 (5-star) 1 1 200.820 480,189 17,770 100,000,000

MovieLens-
Latest 
(Harper 
et al. 2015)

User Movie 5 (5-star) 1 1 79.881 280,000 58,000 27,000,000

Last.fm-360K 
(Celma 
2010)

User Artist many (play 
count)

1 2 26.876 359,347 294,015 17,559,530

Amazon-Book 
(He and 
McAuley 
2016)

User Item 1 (feedback) 2 2 1.970 133,960 431,827 1,114,563
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4.3.4  Graph nets library

Graph Nets [72] is DeepMind’s1 library for building GNNs 
in TensorFlow and Sonnet. The library comes with demos 
which show how to create, manipulate, and train graph net-
works to reason about graph-structured data, on a shortest 
path-finding task, a sorting task, and a physical prediction 
task.

4.3.5  Jraph—A library for graph neural networks in jax

Jraph [73] (pronounced ’giraffe’) is a lightweight library for 
working with graph neural networks in jax.2 It provides a 
data structure for graphs, a set of utilities for working with 
graphs, and a ’zoo’ of forkable graph neural network models.

5  Conclusion and future directions

In this work, we conducted a comprehensive survey of the 
literature on bipartite graph representation learning tech-
niques. We analyzed recent approaches of bipartite graph 
embedding that transform a bipartite graph into a low-
dimensional vector representation while preserving intrinsic 
properties of the original graph. We suggested a taxonomy of 
bipartite graph embedding algorithms that gathers the algo-
rithms by common principles. We described the most com-
mon evaluation tasks to compare different bipartite graph 
embedding methods and to draw insights from algorithms 
performance. We also gathered lists of datasets and existing 
libraries to ease the implementation of further research on 
the subject.

In order to inspire future research on the topic, we now 
briefly discuss specific directions potentially worth pursuing.

Coupling heterogeneous information Bipartite graphs are 
constituted by nature with disparate components that make 
them hard to represent. Bipartite graph embedding methods 

Table 3  (continued)

Dataset Node type 1 Node type 2 Edge type #Class 
node 1

#Class node 2 #Edges/#Nodes #Node 1 #Node 2 #Edges

Epinions-
Extend 
(Tang et al. 
2012)

User Item 1 (rating) 1 27 2.896 22,166 296,277 922,267

Echonest 
(McFee 
et al. 2012)

User Song 1 (play count) 1 1 34.457 1,019,318 384,546 48,373,586

PPD (Wang 
et al. 2017)

Investor Loan 1 (investment) 1 6 16.181 9292 4,501 223,190

Stock (Xu 
et al. 2018)

Investor Stock 2 (buy/sell) 3 1 2.916 22,001 939 66,890

Yelp (Asghar 
2016)

User Business 1 (review) 1 10 3.329 724,884 15,726 2,465,173

Wikipedia 
(West and 
Leskovec 
2012; West 
et al. 2009)

Article Navigation 
path

1 (hyperlink 
click)

1 2 1.488 4604 76,193 119,882

 It provides useful information about graph size, density and its applications.

Table 4  Source code of bipartite graphs embedding models

Method Source code

BiNE https:// github. com/ clhch tcjj/ BiNE
BGCN https:// tinyu rl. com/ ABCGr aph
Bi-HGNN No code available
BiANE No code available
FOBE/HOBE http:// bit. ly/ fobe_ hobe_ code
Cascade-BGNN https:// github. com/ chaoy anghe/ bipar tite- graph- 

learn ing
IGE No code available
HGCN https:// github. com/ chaoy anghe/ bipar tite- graph- 

learn ing

2 https:// github. com/ google/ jax.1 https:// www. deepm ind. com/.

https://github.com/clhchtcjj/BiNE
https://tinyurl.com/ABCGraph
http://bit.ly/fobe_hobe_code
https://github.com/chaoyanghe/bipartite-graph-learning
https://github.com/chaoyanghe/bipartite-graph-learning
https://github.com/chaoyanghe/bipartite-graph-learning
https://github.com/chaoyanghe/bipartite-graph-learning
https://github.com/google/jax
https://www.deepmind.com/
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must take into consideration both information at the level of 
nodes (type, edge information, etc.) and at the level of the 
graph as a whole. Merging these different types of informa-
tion is not an easy task and effort must be done to preserve 
this information in the final representation of the bipartite 
graph.

Scalability of graph embedding Graphs often are large 
structures that tend to grow at a rapid pace. We expect to 
see more and more graphs of a larger scale. Therefore, scal-
ability is central and bipartite graph embedding methods 
must be designed to deal with this aspect. If a compromise 
between scalability and quality of the embedding cannot be 
found, then scalability is an essential characteristic that can 
discriminate between usable and non-usable approaches.

Dynamic graph embedding Existing works on bipartite 
graph embedding have barely treated the case of dynamic 
bipartite graphs (i.e., graphs that evolve through time). How-
ever, a lot of real-world graphs are dynamic, such as social 
graphs. Even if bipartite graph embedding is a nascent area, 
modeling dynamic mechanisms in the embedding methods is 
an important research topic as it finds industrial applications. 
An option to do that is to use bipartite graph with attributed 
edges, such as Zhang et al. (2017), and to consider time 
information in the edges of the bipartite graph.

Open Access This article is licensed under a Creative Commons Attri-
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as you give appropriate credit to the original author(s) and the source, 
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included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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