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Abstract—Medical images largely contribute to the diagnosis
of lung diseases, especially pneumonia, an inflammation of lungs
tissue. Since the emergence of COVID-19 in late 2019, medical
imaging systems, notably computed tomography (CT) scans, have
considerably helped in its diagnosis as well as revealing its
infection severity. Serving as such an important role in clinical
practice, the quality of medical images is therefore crucial for
an accurate diagnosis. Denoising techniques, as a common image
processing method, are being more and more used in medical
imaging. However, how image denoising technique influences
medical images’ quality in terms of diagnostic performance
still remains to be answered. In this paper, a primary study
was carried out thanks to a detection task-based image quality
assessment experiment, where we explored the performance of
COVID-19 classifiers on both original and denoised chest CT
scans. Two different denoising methods, i.e., anisotropic diffusion
(AD) and total variation (TV) filters, were used. Results showed
that the TV denoised model performed better than both baseline
and AD denoised model, despite its less favorable mathematical
image quality metrics.

Index Terms—COVID-19 classification, image quality assess-
ment, task-based quality, computed tomography, image denoising

I. INTRODUCTION

S INCE December 2019, COVID-19 has caused a world-
wide severe health crisis . The reverse transcription poly-

merase chain reaction (RT-PCR) test has been widely used
to diagnose this disease from the beginning of the pandemic.
This method is effective to detect the presence of the virus;
however, it does not allow a clear diagnosis on the disease’s
severity. To address this limitation, and as the COVID-19
mainly affects lungs, physicians used computed tomography
(CT) scans to visualise lung damage, as well as the spread
of the infection [1]. Indeed, lung infection by COVID-19
presents distinct characteristics; the most common CT patterns
are ground glass opacities (GGOs) and consolidations, related
to the stage and severity of the disease [2]. Comparing to RT-
PCR test, the main advantages of CT imaging encompass its
accuracy and low scanning time [3]. Consequently, with the
number of COVID-19 cases exponentially increasing, health
professionals have been using CT scans for rapid identification
and isolation of infected individuals, or even for an early
prevention of the disease. Moreover, the comparisons between

Fig. 1. Protocol to evaluate the quality of COVID-19 CT images with an
objective task-based approach.

CT scans and RT-PCR test results of COVID-19 patients at
early stages showed that abnormalities on the CT images may
appear before RT-PCR positivity [4].

Despite all these advantages, CT scans are realized by a
series of X-ray beams, inevitably generating radiation risk for
patients, which, in some cases, causes cancer [5]. A solution
to lessen this issue is to reduce the radiation dose, at the cost
of more noise and artifacts related to the reduced dose. Some
other factors during image acquisition, transmission, and re-
construction also contribute to the noise in medical images [6].
However, adequate image quality, which provides enough and
reliable diagnostic information for doctors, is crucial in clinical
practice. To achieve better image quality, denoising methods
are commonly employed in image processing, including in
the medical imaging domain [7]. Meanwhile, the influence of
image denoising techniques on medical image quality is not



yet well studied. Besides, unlike for natural images, where
there are numerous image quality assessment (IQA) metrics
[8], [9], standards developed specially for medical image
quality assessment are still under discussion. Some other IQA
methods therefore need to be explored to evaluate medical
images quality.

As good medical image quality insures and increases con-
fidence of decisions in a diagnostic task, it can be defined
as how well desired information can be extracted from an
image, or the performance of an observer for a given task [10].
In the literature, several studies have intended to assess the
performance of medical experts using this so-called task-based
approach for lesion detection or localisation [11]. Even though
radiologists are considered the gold standard for medical IQA,
subjective experiments are time-consuming and tedious. There
is therefore a great need for model observers (MOs), i.e.,
numerical models that can perform the same tasks as humans
[12]. To perform an efficient task-based assessment, several
elements have to be defined, i.e., population, observer, task,
and figure of merit (FOM), to assess how observers perform
[13]. The detection task is the most commonly addressed task
by traditional MOs, which are mainly based on mathematical
methods [12]. Some widely known models are as follows:
ideal observer (IO), formulated in terms of Bayesian statistical
inference [14]; hotelling observer (HO), a practical alternative
to the IO using a linear discriminant [10]; and channelised
hotelling observer (CHO), that approximates the HO using
effective channels or a series of filters [15]. Artificial in-
telligence (AI)-based MOs have been recently undergoing a
significant evolution, whereas traditional MOs need a huge
amount of computation and data. Like traditional models, they
aim to approximate the statistical test by training a model to
maximise a specific FOM, or solving an optimisation problem.
Few studies [16], [17] proposed supervised learning-based
approaches and demonstrated good accuracy and sensitivity
in detecting anomalies. Zhou et al. presented a study using
deep learning (DL) methods for binary signal detection tasks
[18]. They employed artificial neural networks to approximate
the IO and HO, by a convolutional neural network (CNN)
and a single layer neural network (SLNN), respectively. The
performance of developed observers were compared to tra-
ditional observers in terms of computational feasibility. The
authors succeeded in approximating traditional MOs with good
accuracy on computer-simulated images.

Ideally, in the medical context, denoising methods shall
remove noise while preserving clinical information [19]. Sev-
eral studies presented very interesting works on low-dose
CT denoising using deep learning, such as the sharpness-
aware low-dose CT denoising generative adversarial network
(SAGAN) [20], the radiologist-inspired deep neural network
(RIDnet) [21], and the generative adversarial network with
Wasserstein distance and perceptual loss (WGAN-VGG) [22].
Li et al. proposed denoising methods based on deep neural
networks on synthetic medical images and evaluated the image
quality using task-based approach, on simulated images, and
concluded on loss of task-relevant information [23].

The purpose of our study is to assess, using an objective
task-based method, the quality of real (i.e., non-simulated)
CT images on the COVID-19 pneumonia detection task.
More specifically, we applied two commonly used denoising
methods, the anisotropic diffusion (AD) and total variation
(TV) filters, on a publicly available COVID-19 dataset of chest
CT scans, to generate denoised CT images, then evaluated
the quality of these images along with the original ones by a
COVID-19 classifier, as illustrated in Figure 1.

II. METHOD

As mentioned previously, CT scans have been used to help
with the diagnosis, prognosis, and monitoring of COVID-
19, and thus provide a large source of data for scientific
studies. The objective of our research is the evaluation of
CT image quality for the detection of COVID-19 using a
task-based approach. For this goal, we decided to apply a
COVID-19 classifier to achieve the detection task, rather than
approximating traditional MOs using AI. Hence, a present vs.
absent signal / COVID classification gives out the medical
image quality evaluation. This detection task is applied on
both the original images and the denoised ones, enabling to
figure out the effect of denoising methods and levels on CT
image quality.

A. COVID-19 database

Compared to the huge selection of natural image databases,
medical imaging databases suffer from a lack of content and
from the unavailability of large amounts of labeled experimen-
tal data [24].

The dataset selection criteria for our study were as follows.
It should contain 1) both COVID-19 and non-COVID-19
cases, 2) chest CT scans, 3) a wide variety of data with
many well-labeled training cases, and 4) the dataset should
have been collected from single equipment and reconstruction
algorithms. Therefore, the COVID-CT-MD dataset [25] was
chosen, which contains 171 COVID-19 cases, 76 healthy
cases, as well as 60 community-acquired pneumonia (CAP)
cases. It has further been reviewed and annotated by radiolo-
gists.

For our study, we selected 36 COVID-19 infected patients,
as well as 36 healthy cases, with detailed labels for this
experiment. To be more specific, 183 COVID slices and 191
non-COVID slices from those patients were chosen as training
dataset, while the validation dataset consisted of 86 COVID
slices 89 non-COVID slices.

B. COVID-19 classifier

Extensive research has been carried out on the application
of signal processing and AI in COVID-19 classification. These
COVID-19 classifiers can be divided into three categories: 1)
DL models developed from scratch [26], 2) transfer learning
on pre-trained DL models [27], [28], and 3) machine learning
(ML) models on extracted features [29], [30]. Some classifiers
combined both DL and ML techniques, by employing DL
networks as feature extractors [31].



Fig. 2. Architecture of proposed COVID-19 classifier

In this study, we firstly tested the COVID-FACT1 classifier
[32] accompanied with the chosen database, i.e., COVID-CT-
MD. It reached an accuracy of 0.92. The COVID-FACT clas-
sifier is a fully automated network for identifying COVID-19
cases from capsule network-based chest CT scans. The model
processes in three steps, i.e., lung segmentation, selection of
infected slices, and classification of cases as COVID-19 vs.
non-COVID-19.

Since our goal here was the COVID-19 classification, we
developed a simpler but more efficient CNN model, with less
computing complexity and higher accuracy. The architecture
of this classifier is shown in Figure 2. It mainly consists of
four convolutional layers, one max pooling layer, one global
average pooling layer, and three fully connected layers. The
input is CT images at their original size 512*512, and the
output is a probability between 0 (referring to COVID-19)
and 1 (referring to non-COVID-19).

Training parameters were set as follows: Adam optimiser
with learning rate at 1e−4, loss function as binary cross
entropy, batch size at 4, and epochs at 100.

C. Denoising methods

Whether denoising methods can improve the performance
of model observers on COVID-19 pneumonia detection tasks
remains unexplored. We therefore applied two traditional
denoising methods on the COVID-CT-MD database, i.e., the
anisotropic diffusion (AD) filter [33] and the total variation
(TV) filter [34]. The choice of these filters was made based
on a review on CT image noise and its denoising methods [7].

First brought up by Perona and Malik [35], AD filtering
is used to remove noises without losing image edges. Its
principle is to generate a series of successively more and more

1https://github.com/ShahinSHH/COVID-FACT

blurred images from one image, based on a diffusion process,
as described in Equation 1:

In = div(c(x, y, n)∇I)

c(x, y,n) = g(∇I) = e(−
||∇I||

K )2
(1)

where In is the blurred image of input image I after nth
iteration; ∇ is the gradient operator; constant c(x, y, n) is the
diffusion rate, whose value is a function of ||∇I||; constant K
controls the sensitivity to edges, which is usually determined
beforehand or as a function of image noise.

TV filtering aims to reduce the total variation of an image,
which reflects the noise level, while maximally preserving the
details of original image [36]. Mathematically, this process is
defined by Equation 2 as follows:

V (I) =
∑
i,j

(
√

|Ii+1,j − Ii,j |2 +
√
|Ii,j+1 − Ii,j |2)

min
I

= E(I0, I) + λV (I)

(2)

where V (I) is the total variation of an image; E(I0, I) is the
2D L2 norm of original image I0 and denoised image, which
is found by minimizing this second equation; constant λ is
the denoising weight, and the larger λ leads to more blurred
denoised image.

In our experiments, we applied these two denoising methods
with two different sets of parameters, as shown in Table I, in
order to explore the influence of different denoising levels.
These four datasets (i.e., AD1, AD2, TV1, TV2) generated
from original CT dataset were used for training our COVID
classifier.

TABLE I
DENOISING METHODS PARAMETERS

Denoised Image Parameters
AD1 K = 10, n = 10
AD2 K = 50, n = 50
TV1 λ = 0.0001
TV2 λ = 0.1

III. RESULTS

A. Denoised CTs

With the methods mentioned in section II-C, we generated
four denoised datasets. Figure 3 presents an example of these
datasets, where the first row represents the original CT image
(oriCT) and four denoised images; the second row displays
the region of interest (ROI), that is to say the COVID lesion
in corresponding images; and the last row demonstrates the
difference between every denoised image and oriCT, i.e., the
noise image that subtracted from oriCT.

As shown in Figure III-A, all these four denoised images
are more blurry comparing to the original one, especially AD2
ad TV2, where the denoising level is higher. We can also see
from Figure III-A that both denoising methods have different
denoising patterns.

https://github.com/ShahinSHH/COVID-FACT


(a) Original and denoised CT

(b) Original and denoised CT (ROI)

(c) Difference between original and denoised CT

Fig. 3. Example of an original CT image and four types of denoised CT images (from left to right: oriCT, AD1, AD2, TV1, and TV2).

Apart from this visual example, we also conducted mathe-
matical analyses on these four denoised datasets, as shown
in Tables II and III, where the mean value and standard
deviation of every metrics are presented. From Table II,
we can notice that the either the mean pixel value, which
reflects the luminance level of an image, or the standard
deviation, referring to the variation of pixel values, do not
show significant difference between oriCT and the four types
of denoised images. Meanwhile, the entropy of all denoised
images is higher than oriCT, which comes from the subtraction
of noise, a rather homogeneous component in images.

Table III demonstrated the impact of different denoising
levels on image quality, from the perspective of traditional
IQA metrics. In terms of mean squared error (MSE), AD1
images are the ones closest to oriCTs, while TV2 are the
further ones, as well as in terms of peak signal noise ratio
(PSNR). Consequently, if we evaluate the quality of denoised
CT images by their mathematical indices, TV2 ones are the
worst.

B. COVID Classifier Performance

Figure 4 illustrates the performance of our COVID classifier
on all those five datasets (i.e., oriCT, AD1, AD2, TV1, and
TV2), from which we can observe that the models learned
from images with lighter denoising weights (i.e., AD1, and
TV1) learnt faster than other ones. However their performance

TABLE II
INTRA-IMAGE MATHEMATICAL ANALYSIS

Image Mean (std) SD (std) Entropy (std)
oriCT 497.45(89.12) 458.84(16.54) 9.196(0.217)
AD1 497.45(89.12) 458.80(16.54) 17.70(0.115)
AD2 497.45(89.12) 457.61(16.65) 17.96(0.022)
TV1 500.98(89.75) 461.59(16.68) 17.92(0.152)
TV2 500.98(89.75) 455.35(16.77) 17.92(0.146)

TABLE III
INTER-IMAGE MATHEMATICAL ANALYSIS

Image MSE (std) PSNR (std)
AD1 vs oriCT 11.546(1.475) 85.743(0.580)
AD2 vs oriCT 654.78(108.20) 68.225(0.694)
TV1 vs oriCT 48.363(8.172) 79.546(0.738)
TV2 vs oriCT 1140.36(257.14) 65.884(1.086)

is less stable. On the contrary, the models based on AD2 and
TV2 images, that is to say the more denoised ones, learnt
slightly slower but were more stable. In terms of accuracy,
all five models reached an accuracy greater than 0.97 at the
end of the training. The lower denoising weight ones (AD1,
TV1) achieved a loss (around 0.03) slightly smaller than that
of greater denoising weight ones (around 0.08).

To test these trained models, we selected 100 COVID slices
and 100 non-COVID slices from the original COVID-CT-MD



(a) Training accuracy and loss

(b) Validation accuracy and loss

Fig. 4. Performance of COVID classifiers on five datasets during training
process

database, which were not used for training nor validation.
The results are presented in Table IV. The first four columns
directly depict the predictions of these models, by giving their
true positive (TP), false negative (FN), true negative (TN), and
false positive (FP) rates. The last three columns illustrate the
sensitivity (Se), specificity (Sp), and area under the ROC curve
(AUC). The first part of this table presents the test results of
all five models on their corresponding original or denoised
images, and the second part shows the results of the four
denoised models on the original CT images.

TABLE IV
CLASSIFICATION PERFORMANCE OF DIFFERENT MODELS

Model TP FN TN FP Se Sp AUC
oriCT 95 5 92 8 0.95 0.92 0.935
AD1 100 0 83 17 1.0 0.83 0.915
AD2 91 9 88 12 0.91 0.88 0.895
TV1 100 0 89 11 1.0 0.89 0.945
TV2 95 5 95 5 0.95 0.95 0.95
AD1 on oriCT 100 0 81 19 1.0 0.81 0.905
AD2 on oriCT 100 0 12 88 1.0 0.12 0.56
TV1 on oriCT 100 0 83 17 1.0 0.83 0.915
TV2 on oriCT 100 0 1 99 1.0 0.01 0.505

We can see that the classification performance of the AD
models are worse than the baseline model, while the TV
models show a better performance. By comparing the different
denoising levels, we can notice that lower denoising weight
models (i.e., AD1 and TV1) are indeed less ideal than the
corresponding higher denoising weight ones i.e., AD2 and
TV2), in spite of their better IQA metrics.

It can also be highlighted that the classification performance
of AD2 and TV2 models drastically dropped when evaluated
on the original CT images, while that of AD1 and TV1 showed
only a slight decrease. This phenomenon might relate to the

loss of details (even change of texture) when the denoising
weight is great, so that the models trained on denoised images
cannot recognize the original ones the same way as they do
for denoised ones and therefore failed to classify.

IV. DISCUSSION

From this experiment, three interesting observations can
be made: 1) the training process of our COVID classifier is
faster on slightly denoised images than on original and heavily
denoised ones, 2) models trained on heavily denoised images
have better classification performance than those trained on
slightly denoised ones, even though the latter obtained better
IQA metrics; however, they are not applicable for original
images, and 3) TV filtering as a denoising method permits
better classification performance than AD filtering and original
images.

These discoveries could help us, among others, to better
understand the quality of medical images, and to improve
classification performance of DL models. For instance, light
denoised images could be used as data augmentation, in order
to accelerate the training process, while not harming the final
classification performance. We could also apply TV filtering
with great denoising weight on the whole dataset to achieve
better classification results. However, these phenomenons still
need further validations since our study is only a preliminary
work.

V. CONCLUSION

In this paper, we presented a study on the influence of two
denoising methods, i.e., the anisotropic diffusion (AD) and
total variation (TV) filters, at two different levels, on chest CT
images for the classification task of COVID-19. A simple but
efficient COVID classifier was developed as a model observer
for our objective task-based quality assessment.

The classification performance of models trained on four
types of denoised images and the original ones demonstrated
that the TV filter outperformed the AD filter and original
images, and that the heavier denoising weight lead to better
classification, in spite of its less favorable image quality
metrics and slower training process. On the contrary, lighter
denoising weights make training process faster but less helpful
for the improvement of the classification performance.
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