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Abstract

We consider a stochastic matching model with a general compatibility graph, as introduced
in [26]. We prove that most common matching policies (including FCFM, priorities and random)
satisfy a particular sub-additive property, which we exploit to show in many cases, the coupling-
from-the-past to the steady state, using a backwards scheme a la Loynes. We then use these results
to explicitly construct perfect bi-infinite matchings, and to build a perfect simulation algorithm
in the case where the buffer of the system is finite.

1 Introduction

We consider a general stochastic matching model (GM), as introduced in [26]: items of various classes
enter a system one by one, to be matched by couples. Two items are compatible if and only if their
classes are adjacent in a compatibility graph G = (V, ) that is fixed beforehand. The classes of the
entering items are drawn following a prescribed probability measure on V. This model is a variant of
the Bipartite Matching model (BM) introduced in [14], see also [1], in which case the compatibility
graph is bipartite of bipartition V = V; U V,. Along the various natural applications of this model,
the nodes of V; and V, represent respectively classes of customers and servers, kidneys and patients,
blood givers and blood receivers, houses and applicants, and so on. The items are matched by couples
of V1 X Vs, and also arrive by couples of V; x V. See [2], and reference therein. The extension of the
BM to the context of general (instead of bipartite) compatibility graphs, leading to the GM model,
allows naturally to take into account applications for which there is no bipartition of the classes of
items, such as assemble-to-order systems, dating websites, car-sharing and cross-kidney transplants.

An important generalization of the BM is the so-called Extended Bipartite Matching model (EBM)
introduced in [11], where this independent assumption is relaxed. Possible entering couples are element
of a bipartite arrival graph on the bipartition V; U V5. Importantly, notice that the GM can in fact
be seen as a particular case of EBM, taking the bipartite double cover of G as compatibility graph,
and duplicating arrivals with a copy of an item of the same class.

Coming back to GM models, [26] investigated the form of the stability region of the model, namely
the set of probability measures on V rendering the corresponding system stable. Partly relying on
the aforementioned connection between GM and EBM, and the results of [11], [26] shows that the
stability region is always included in the set of measures satisfying the natural condition (14) below.
The form of the stability region is then heavily dependent on the geometry of the compatibility graph,
and on the matching policy, i.e. the rule of choice of a match for an entering item whenever several
possible matches are possible. A matching policy is said to have a maximal stability region for G if
the system is stable for any measure satisfying (14). It is shown in [26] that a GM on a bipartite G
is never stable, that a designated class of graphs (the complete k-partite graphs for k > 3, see below)
make the stability region maximal for all matching policies, and that the policy ‘Match the Longest’
always has a maximal stability region for a non-bipartite G. Applying fluid instability arguments
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2 THE MODEL

to a continuous-time version of the GM, [29] show that, aside for a very particular class of graphs,
whenever G is not complete k-partite there always exists a policy of the strict priority type that does
not have a maximal stability region, and that the ‘Uniform’ random policy (natural in the case where
no information is available to the entering items on the state of the system) never has a maximal
stability region, thereby providing a partial converse of the result in [26]. Following the approach of
[2] (see also [19]), [28] shows that the GM model also enjoys a product form in steady state under the
FCFM (‘First Come, First Matched’) policy. In recent years, the GM model was studied along various
other angles, among which: Optimization [31], optimal control [20], stability of matching models on
hypergraphs [33], of graphs with self-loops [5], or models with reneging, see [9, 22]. Recently, GM
models have been shown to share remarkable similarities with order-independent loss queues, see
[15], and to exhibit performance paradoxes (non-monotonicity of the performance of the system with
respect to the number of edges), in [12]. See also [16, 4] for a in-depth study of the form of the set
defined by (14) and thereby, for an explicit construction of stabilizing matching rates for FCFM and
ML, in function of the general graph geometry.

In this work, we use coupling-from-the-past techniques to construct the stationary state of stable BM
models, for a set of matching policies that includes FCFM and ML (in view of the maximality result
announced above). It is well known since the pioneering works of Loynes [25] and then Borovkov [6],
that backwards schemes and specifically strong backwards coupling convergence, can lead to an explicit
construction of the stationary state of the system under consideration within its stability region. One
can then use pathwise representations to compare systems in steady state, via the stochastic ordering
of a given performance metric (see Chapter 4 of [3] on such comparison results for queues). Moreover,
we know since the seminal work of Propp and Wilson [32] that coupling-from-the-past algorithms
(which essentially use backwards coupling convergence) provide a powerful tool for simulating the
steady state of the system, even whenever the latter distribution is not know in closed form. We aim
at achieving such constructive results for the general matching model: under various conditions, we
derive a stationary version of the system under general stationary ergodic assumptions, via a stochastic
recursive representation of the system on the canonical space of its bi-infinite input. For this, we first
observe that most usual matching policies (including FCFM, the optimal "Match the Longest’ policy,
and - possibly randomized - priorities) satisfy a remarkable sub-additive property, which allows to
build the appropriate backwards scheme to achieve this explicit construction. These results lead to a
result of backwards coupling convergence, to a unique stationary state. Then, we apply this coupling
result in two directions: First, we deduce the construction of a unique (up to the natural parity of
the model, in a sense that will be specified below) stationary bi-infinite perfect matching. This result
extends the results of [1, 2] to general graphs, and to a wide class of matching policies. Second, we
use this backwards coupling result to construct a perfect simulation algorithm, in the case where the
system capacity if finite.

The paper is organized as follows. In Section 2 we introduce and formalize our model. The sub-
additivity property of a wide class of matching policies is shown in Section 3. Our coupling result
is then presented and proven in Section 4. In Section 5 we show how these results can be used
to construct (unique) perfect bi-infinite matchings of the incoming items. Our perfect simulation
algorithm for finite-capacity systems is developed in Section 6.

2 The model

2.1 General notation

Denote by R the real line, by N the set of non-negative integers and by N, the subset of positive
integers. For any two integers m and n, denote by [m,n] = [m,n] N. For any finite set A, let S4 be
the group of permutations of A, and for all permutation s € S4 and any a € A, let s[a] be the image
of a by s. Let A* (respectively, A**) be the set of finite (resp., infinite) words over the alphabet A.
Denote by ), the empty word of A*. For any word w € A* and any subset B of A, we let |w| be the
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2.2 Formal definition of the model 2 THE MODEL

number of occurrences of elements of B in w. For any letter a € A, we denote [w|, := |w|(,, and for
any finite word w we let |w| = > ., |w[, be the length of w. For a word w € A* of length |w| = g,
we write w = wiws...wy, i.e. w; is the i-th letter of the word w. In the proofs below, we understand
the word w;...wy as ) whenever k& = 0. Also, for any w € A* and any i € [1, |w[], we denote by wy,,
the word of length |w| — 1 obtained from w by deleting its i-th letter. We let [w] := (Jw]|,)aca € N4
be the commutative image of w. Finally, a suffiz of the word w = w;...w;, is a word wj...w;, obtained
by deleting the first j — 1 letters of w, for some j € [1, k]. For any p € N4, a vector z in the set AP is
denoted = = (z(1),...,x(p)). For any i € [1,p], we denote by e; the i-th vector of the canonical basis
of R?, i.e. e;(j) = d;; for any j € [1,p]. The ¢; norm of R? is denoted || . ||.

Consider a simple graph G = (V, &), where V denotes the set of nodes, and £ C V x V is the set
of edges. We use the notation u—v for (u,v) € £ and urfv for (u,v) & £. For U C V, we define
U¢=V\U and

EU)={veV:Fuel, u—-v}.

An independent set of G is a non-empty subset Z C V which does not include any pair of neighbors,
i.e. (Vi+#j €T, i/j). Let I(G) be the set of independent sets of G. An independent set Z is said to
be mazimal if ZU {j} € I(G) for any j ¢ Z.

2.2 Formal definition of the model

We consider a general stochastic matching model, as was defined in [26]: items enter one by one a
system, and each of them belongs to a determinate class. The set of classes is denoted by V, and
identified with [1,|V|]. We fix a connected simple graph G = (V, ) having set of nodes V), termed
compatibility graph. Upon arrival, any incoming item of class, say, ¢ € V is either matched with an
item present in the buffer, of a class j such that i—j, if any, or if no such item is available, it is stored
in the buffer to wait for its match. Whenever several possible matches are possible for an incoming
item 4, a matching policy ¢ decides what is the match of i without ambiguity. Each matched pair
departs the system right away.

We assume that the successive classes of entering items, and possibly their choices of match, are
random. We fix a probability space (2, F,P) on which all random variables (r.v.’s; for short) are
defined, and view, throughout, the input as a bi-infinite sequence (V,,%,),., that is defined as
follows: first, for any n € Z we let V,, € V denote the class of the n-th incoming item. Second, we
introduce the set

S= Sg(l) X ... X Sg(n;‘),

in other words for any o = (o(1),...,0(|V|)) € S and i € V, o(4) is a permutation of the classes of
items that are compatible with ¢ (which are identified with their indexes in [1,|V|]). Any array of
permutations o € S is called list of preferences. For any n € Z, we let 3,, denote the list of preferences
at time n, i.e. if 3,, = o and V,, = v, then the permutation o(v) represents the order of preference of
the entering v-item at n, among the classes of its possible matches. Throughout this work, we suppose
that the sequence ((Vy,, %)),z is iid from the distribution p ® vy on V x S.

We also assume that p has full support V (we write 4 € M(V)). Then, the matching policy ¢ will be
formalized by an operator mapping the system state onto the next one, given the class of the entering
item and the list of preferences at this time. The matching policies we consider are presented in detail
in Section 2.4.

Altogether, the compatibility graph G, the matching policy ¢ and the measure p fully specify the
model, which we denote for short general matching (GM) model associated with (G, y, ¢).
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2.3 State spaces

Fix the compatibility graph G = (V,€) until the end of this section. Fix an integer ng > 1, and
two realizations vy, ...v,, of V1,..., Vo, and o1, ..., 05, of 1, ..., %,,. Define the two words z € V* and
¢ € 8* by z := v1..up, and < := 0y1...0,,. Then, for any matching policy ¢ there exists a unique
matching of the word z associated to ¢, that is, a graph having set of nodes {vy, ..., v, } and whose
edges represent the matches performed in the system until time ny, if the successive arrivals are given
by z and the lists of preferences by ¢. This matching is denoted by My(z,<). The state of the system
is then defined as the word Wy(z,5) € V*, whose letters are the classes of the unmatched items at
no, i.e. the isolated vertices in the matching M?(z,¢), in their order of arrivals. The word Wy(z,<) is
called queue detail at time ng. Then any admissible queue detail belongs to the set

W = {wev* L V(i) € &, Jwliwl; :o}. (1)

As will be seen below, depending on the service discipline ¢ we can also restrict the available infor-
mation on the state of the system at time ng, to a vector only keeping track of the number of items
of the various classes remaining unmatched at ng, that is, of the number of occurrences of the various
letters of the alphabet V in the word Wy (z,<). This restricted state thus equals the commutative
image of W?(z,<), and is called class detail of the system. It takes values in the set

X = {sc e NV : 2(i)y(j) = 0 for any (i, ) € 5}: {[w] we W}. 2)

2.4 Matching policies

We now present and define formally, the set of matching policies which we consider. Notice that,
contrary to various policies addressed in [20, 31], or in [13] regarding bipartite matching models, we
address here only non-retarded policy; namely, it is never the case that two compatible items are
stored together in the system. To the contrary, the (possibly retarded) matching policies addressed
in the three aforementioned references allow the possibility of not executing a possible match, to wait
for a more profitable future match.

Definition 1. A matching policy ¢ is said admissible if the choice of match of an incoming item
depends solely on the queue detail and the list of preferences drawn upon arrival.

An admissible matching policy can be formally characterized by an action ©y of V xS on W, defined
as follows: if w is the queue detail at a given time and the input is augmented by the arrival of a
couple (v,0) € V x § at that time, then the new queue detail w’ and w satisfy the relation

w =w o4 (v,0). (3)

2.4.1 Matching policies that depend on the arrival times

We first introduce two matching policies that depend on the arrival dates of the items. In ’First Come,
First Matched’ (FCFM) the map Opcry 18 clearly independent of the list of preferences o. It is given
for all w € W and all couples (v, 0), by

w o (v,0) = wv if |wlgy = 0;

FORMEAT W(p(w,v)] else, where ®(w,v) = argmin{|wi| : k € E(v)},
In 'Last Come, First Matched’ (LCFM) the updating map Opcpym is analog to Opepy, for ®(w,v) =
argmax{|wg|: k € E(v)}.
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2.4.2 Class-admissible matching policies

A matching policy ¢ is said to be class-admissible if it can be implemented by knowing only the class
detail of the system. Let us define for any v € V and x € X,

Plz,v) = {j cEW) : z(j) > o},

the set of classes of available compatible items with the entering class v-item, if the class detail of
the system is given by x. Then, a class-admissible policy ¢ is fully characterized by the probability
distribution vy on S, together with a mapping pgs such that pg(x, v, o) denotes the class of the match
chosen by the entering v-item under ¢ for a list of preferences o, in a system of class detail x such that
P(z,v) is non-empty. Then the arrival of v and the draw of ¢ from v, corresponds to the following
action on the class detail,

x+ e, if P(z,v) =0,
x else.

v00 (0.0) = { ()

~ €ps(z,0,0)

Remark 1. As is easily seen, to any class-admissible policy ¢ corresponds an admissible policy, if
one makes precise the rule of choice of match for the incoming items within the class that is chosen
by ¢, in the case where more than one item of that class is present in the system. In this paper,
we always make the assumption that within classes, the item chosen is always the oldest in line, i.e.
we always apply a FCFM policy within classes. Under this convention, any class-admissible policy ¢
is admissible, that is, the mapping ®4 from X x (V x §) to X can be detailed into a map ©®4 from
W x (V x8) to W, as in (3), that is such that for any queue detail w and any (v, o),

[w Oy (v,0)] = [w] @ (v,0).

Random policies. In a random policy, the only information that is needed to determine the choice
of match of an incoming item, is whether its various compatible classes have an empty queue or
not. Specifically, the order of preference of each incoming item is drawn upon arrival following the
prescribed probability distribution; then the considered item investigates its compatible classes in that
order, until it finds one having a non-empty buffer, if any. The incoming item is then matched with
an item of the latter class. In other words, a list of preferences o = (o(1),...,0 (|V|)) is drawn from
Vg on S, and we set

po(z,v,0) = o(v)[k], where k = min{i c &) : a(v)li] e P(x,v)}. (5)

In particular, the ‘Class-uniform’ policy U is such that v4 is the uniform distribution on S. In other
words, for any ¢ € V and any j such that j—i, o()[j] is drawn uniformly in £(i), that is, the class of
the match of the incoming i-item is chosen uniformly among all compatible classes having a non-empty
buffer.

Priority policies. In a priority policy, for any v € V the order of preference of v in £(v) is deter-
ministic. This is thus another particular case of random policy in which a list of preference 0% € ¥ is

fixed beforehand, in other words v4 = §,0 and (5) holds for o := .

‘Match the Longest’ and ‘Match the Shortest’ In ‘Match the Longest’ (ML), the newly arrived
item chooses an item of the compatible class that has the longest line. Ties are broken by a uniform
draw between classes having queues of the same maximal length. Formally, set for all x and v such

that P(z,v) # 0,
L(z,v) =max{z(j) : j€ &)} and L(z,v)={i€&W) : x(i)= L(z,v)} C P(z,v).
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Then, set v4 as the uniform distribution on S. If the resulting sample is o, we have
pu(z,v,0) = o(v)[k], where k = min{i e &) : o(v)i] € L(y, c)}
Likewise, the ‘Match the Shortest’ (Ms) policy is defined similarly to ML, except that the shortest non

empty queue is chosen instead of the longest.

2.5 Markov representation

Fix a (possibly random) word w € W and a word ¢ € §* having the same length as w. Denote for

all n > 0 by W™} the buffer content at time n (i.e. just before the arrival of item n) if the buffer
content at time 0 was set to w, in other words

It follows from (3) that the buffer-content sequence is a Markov chain, since we have that

Wo{w} = w;
{ — Wi 0y (V,50), n e N.

-~
g
—~
|

Second, we deduce from (4) that for any class-admissible matching policy ¢ (e.g. ¢ = RANDOM, ML or
Ms), for any initial conditions as above, the X-valued sequence (X,,),,c of class-details is also Markov:
for any initial condition x € X,

X = ©)
in}l — x}l= ©¢p (Vp, Bp), n € N.

3 Sub-additivity
We show hereafter that most of the models we have introduced above satisfy a sub-additivity property
that will prove crucial in our main result.

Definition 2 (Sub-additivity). An admissible matching policy ¢ is said to be sub-additive if, for all
22" e V¥, for all ¢',¢" € S&* whose letters are drawn by vy and such that |¢'| = |2'| and |¢"| = |2"],
we have that [Wy(2'2",¢'<")| < [Wy (2, ")+ |We(2",¢")|.

3.1 Non-expansiveness

In the framework of stochastic recursions, the non-exrpansiveness property with respect to the £1-norm,
as introduced by Crandall and Tartar [17], amounts to the 1-Lipschitz property of the driving map of
the recursion. Similarly,

Definition 3 (Non-expansiveness). A class-admissible policy ¢ is said non-expansive if for any x and
' inX, anyv €V and any o € S that can be drawn by vy,

12" @ (v,0) =z @ (v,0)|| < [|2" — 2. (7)

Proposition 1. Any random matching policy (in particular, priority and U) is non-expansive.

Proof. The result has been proven for priority and U in [29]: this is precisely the inductive argument,
respectively in the proofs of Lemma 4 and Lemma 7 therein. As is easily seen, the same argument can
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3.1 Non-expansiveness 3 SUB-ADDITIVITY

be generalized to any random policy ¢, once the list of preference that is drawn from v4 is common to
both systems. Indeed, the following consistency property holds: for any states z and z’, any incoming
item v and any list of preferences o drawn from vy,

[{p¢(x,v,a),p¢(x’, v, O’)} C P(z,v)N P(xﬂv)} — [p¢(:r,v, o) = pe(a’,v,0)], (8)

in other words, the choice of match of v cannot be different in the two systems, if both options were
available in both systems. The result follows for any random policy. |

Proposition 2. ML is non-expansive.

Proof. The proof is similar to that for random policies, except for the consistency property (8),
which does not hold in this case. Specifically, an entering item can be matched with items of two
different classes in the two systems, whereas the queues of these two classes are non-empty in both
systems. Let us consider that case: specifically, a v-item enters the system, and for a common draw
o according to the (uniform) distribution vy, we obtain py(z,v,0) = k and py.(2',v,0) = Kk for
{k,k'} C P(z,v)NP(z',v) and k # k’. Thus

|2 @ (v,0) = @, (v,0)|| = Y |a(i) — 2(i)| + R, (9)
itk k!

where R = |(z(k) — 1) — 2/ (k)| + |z(k') — (2 (K’
[2(k) — 2/ (K)] + (k) —

1)| . Then we have

/ !/

(K) =
) — ' (k)| — if x(k) > 2/(k) and «' (k") > x(k');
R=< |z(k)—2' (k)| + |x(K') — 2’ (k)] if (k) < 2'(k) and 2/ (k") > z(k');
|z(k) — 2/ (k)| + |x(k") — 2/ (K')] if (k) > 2/(k) and 2/ (k') < z(K').
Observe that the case z(k) < a/(k) and 2/ (k') < x(k’) cannot occur. Indeed, by the definition of ML
we have that z(k") < (k) and 2/(k) < 2/(k"), which would imply in turn that z(k) = z(k') = 2’ (k) =
2/(K’). This is impossible since, in that case, under the common list of preferences o both systems
would have chosen the same match for the new v-item. As a conclusion, in view of (9), in all possible
cases we obtain that

|2 @ (v,0) =z @, (0,0)[| < D (i) — ()] + |(k) — &' (k)| + [a(K) — 2/ (K)| = |2’ — x|,
itk k’

which concludes the proof. |

As the following counter-example demonstrates, the policy ‘Match the Shortest’ is not non-expansive:

Example 1 (Ms is not non-expansive). Take the graph of Figure 1 as a compatibility graph. Set
x=(2,0,1,0), ' = (1,0,2,0) and v = 2. Then we obtain that for all o, x ©Oys (v,0) = (2,0,0,0) and
x' ©us (v,0) = (0,0,2,0), and thus

7" ©us (v,0) — 2 Oys (v,0)]| =4 > 2 = ||z — ||

3 4
Figure 1: The ‘paw’ graph.

We have the following result,
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Proposition 3. Any non-expansive policy is sub-additive.

Proof. Fix a non-expansive matching policy ¢. Keeping the notations of Definition 2, let us define
the two arrays (v;)i—1,. |0 and (});_; o] tO be the class details of the system at arrival times,
starting respectively from an empty system and from a system of buffer content w’, and having a

common input (v, 0}),_; or|» Where (07 )i=1,....|u| are drawn from vg on S. In other words, we set
{ xg =0; and { Tnp1l = Tn O (V1. 0m1), nef{0,... [0 —1};
xy = [w'] T =, @4 (UZH,U;{_H),nE{O,...,\v”|—1}.

Applying (7) at all n, we obtain by induction that for all n € {0,...,[v"|},

2h = 2nll < [lz6 — 2ol = [w']. (10)
Now observe that by construction, x|, = [w”] which, together with (10), implies that
] = [Jafun | < || = @] + o | < 'l + .
[ ]

From Propositions 1, 2 and 3, we deduce the following,

Corollary 1. The matching policies Random (including Priorities and U) and ML are sub-additive.

3.2 FCFM and LCFM

As Example 2 demonstrates, we cannot exploit a non-expansiveness property similar to (7) for the
disciplines FCFM and LCFM.

Example 2. Consider the graph of Figure 1. Then, regardless of o we have for instance that

11133 ©rceas (2,0)] — [311 Operns (2,0)]| = 1133] = [11]]| = 4 > 2 = [|[138] - [311]]|;
11331 Oror (2,0)] — [113 Operns (2,0)]]| = [I[33] - [11]]] = 4 > 2 = [[331] — [11]] .

We nevertheless have the following result,

Proposition 4. The matching policies FCFM and LCFM are sub-additive.

Proof. As we cannot apply the arguments of Proposition 3, we resort to a direct proof for both FCFM
(related to the proof of Lemma 4 in [2]) and LCFM. We keep the notation of Definition 2, where we
drop for short the dependence on ¢ in the notations Mycpy(.) and M cpy(.), as the various FCFM and
LCFM matchings do not depend on any list of preferences.

FCFM. We start with the policy FCFM. We proceed in two steps,

Step I: Let |2/| = 1, and assume that Mpcpy(2”) has K unmatched items. We need to show that
Myera(7'2”) has at most K + 1 unmatched items. There are three possible cases:

(a) The item 2z’ is unmatched in Mycpy(2'2”) . Then, by the definition of FCFM z’%z&’ for any letter
27 of 2. Again from the definition of FCFM, the presence in line of this incompatible item z" does
not influence the choice of match of any subsequent item of the word z”. Thus the matched pairs in
Myern(2'2") are exactly the ones in Myepy(2”), so there are K + 1 unmatched items in Myepy(2'2").

(b) The item 2’ gets matched in Mycpy(2'2”) with an unmatched item 23/1 of Mycen(2”"). Then, any
unmatched item in Micpy(2”) remains unmatched in Myepy(2'2”). On another hand, for any matched

8
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item z! in Meeru(2”) (let z;/ be its match), either z;’%zé’l, and thus choses its match in Mycpy(v)
regardless of whether 2/ is matched or not, and thus choses again 2, or 2;'—27 and thus from the
FCFM property, we have 7 < 7; and in turn 2/ remains matched with zg’ in Mycpu(2'2”). Therefore
the matching induced by the letters of z” in Mycpy(2'2") remains precisely Mycew(2”), 80 Mycen(2'2")
has K — 1 unmatched items.

(c) The item 2] gets matched with an item 27 that was matched in Mycpy(2”) to some item 2;’. The
FCFM matching of 2] with 2]/ breaks the old match (21, 2],), so we now need to search a new match
for z” . Either there is no FCFM match for z and we stop, or we find a match zj . The new pair
(i, ;;) potentlally broke an old pair (z;,, ;’2 ) We continue on and on, until either 2 cannot find

a new match or zJ was not previously matched, and consequently, with K unmatched items in the
first case and K — 1 in the second. Observe that due to the FCFM property, we have iy, < ip47 and

Je < jeyq forall £ < k.

Step II: Consider now an arbitrary finite word z’. Observe, that if (2, 2;) € Mycen(2'), then (2}, 2%) €

77 _] 7 _]
Myern(2'2"), as is the case for any admissible policy. Thus, denoting w' = Wyepn(2'), we have
Weern(2'2") = Weepn (0'2”). Denote w’ = wj ... w,. We will consider one by one the items in
w', from right to left. If we denote for all 1 < i < p, (Mscen)i = Mrepu(w;,_; 4y .. wp,2") and K,

the number of unmatched items in (Mpcry)i, Step I entails by an immediate induction that for all
1<i<p, K; <i+|Wg(z")|. Hence we finally have

(W (2'2")| = Kp <p+ W (2")] = [Wo ()] + [Ws(2")]

LCFM. We now turn to LCFM, for which we apply the same procedure as above,

Step I: Set |2'| = 1 and assume that Mpcpy(2”) has K unmatched items. The three different cases
are the same as above,

(a) If 21 is unmatched in M, cpy(2'2"), then 2] is incompatible with 27, otherwise the two items would
have been matched. In turn, if follows from the definition of LCFM that the presence in line of z] does
not influence the choice of match of any item z;' that is matched in M\ ey (2”), even though zﬂ—z&’ .
So Micry (2'2”) has exactly K + 1 unmatched items.

(b) Whenever 2| is matched in Mgy (2'2") with an item zg’ that was unmatched in Mycru(2"), any
matched item 2} in Mpcpy(2") that is Compatlble with zj has found in 2" a more recent compatible
match zg’ . The matching of 2z} with z] still occurs in M cpy(2'2"”). Thus, as above the matching
induced in M, cpy(2'2") by the nodes of 2" is not affected by the match (z1, 2 ), so there are are K —1

unmatched items in My ey (2'2").

(c) Suppose now that 2| is matched with a server 27 that is matched in M;c(2”). We proceed as
for FCFM, by constructing the new corresponding matchings (z’l, zé’l), (z;’l,z;’z), (z{’z,z;’a), and so on,
until we reach the same conclusion as for FCFM (with the only difference that in LCFM the indexes
i1,1%2,... and j1, ja, ... are not necessarily ordered increasingly). Therefore, at Step I we reach the same

conclusions as for FCFM.

Step II: The construction for FCFM remains valid for any admissible policy, such as LCFM. ]

Example 3 (Example 1 continued: Ms is not even sub-additive). We saw in example 1 that the
matching policy MS is not non-expansive. As a matter of fact, it is not even sub-additive. Indeed, take
again the graph of Figure 1 as a compatibility graph. Letting 2z’ = 11 and 2" = 133224, we immediately
obtain that for all (', ¢", [Wys(2'2",6's")| =4 and |Wys(2',¢")| + |Was(2”,6")| = 2, see Figure 2.
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Figure 2: "Match the Shortest’ is not sub-additive.

4 Coupling from the past

The stationary state of matching models is in general, not known in closed form. The only remarkable
exception is the case where ¢ is ‘First Come, First Matched’, for which it is shown that the stationary
distribution can be given in closed form, see Theorem 1 in [28]. But, as observed in a similar context
in Section 5.4 of [2], the computation of the normalizing constant in the latter form can be intractable
for compatibility graphs that have more than a few nodes and not many edges. Hence the need for
alternative techniques to compute, or at least simulate, the stationary state of the system. As is well
known, strong backwards coupling convergence (in the sense - specified below - of Borovkov and Foss)
can lead to a perfect simulation algorithm of the equilibrium, by sampling values of the Markov chain
under consideration (here, the buffer-content process (W,),,cx) at the coalescence time, see Section 6.
This Section is devoted to the construction of the steady state of the system, using strong backwards
coupling convergence. As will be seen below, these coupling results will also guarantee in many cases,
the existence of a unique stationary buffer content, and thereby, of a unique bi-infinite stationary
complete matching, in a sense that will be specified in Section 5.

The argument will be more easily developed in the ergodic-theoretical framework that we introduce
in Sub-section 4.1. Our main coupling result, Theorem 1, is stated in Sub-section 4.2. Subsections 4.3
(with the introduction of the useful concept of erasing words) and 4.4 are then devoted to the proof
of Theorem 1.

4.1 Framework

The general matching model is intrinsically periodic: arrivals are simple but departure are pairwise,
so the size of the system has the parity of the original size at all even times - in particular a system
started empty can possibly be empty only every other time, and two systems cannot couple unless
their initial sizes have almost surely the same parity. To circumvent this difficulty, at first we track
the system only at even times. Equivalently, we change the time scale and see the arrivals by pairs of
items (as in the original bipartite matching model [14, 11, 2]) which play different roles: the first one
investigates first all possible matchings in the buffer upon its arrival according to ¢, before possibly
considering the second one if no match is available, whereas the second one applies ¢ to all available
items, including the first one. By doing so, it is immediate to observe that we obtain exactly a GM
model as presented thus far, only do we track it at even times.

To formalize the above observation, we let (U, ),y be the buffer content sequence at even times (we
will use the term ”even buffer content”), that is, U, = Wa,, n € N. We will primarily construct a
stationary version of the sequence (Uy,), .y of even buffer contents, by coupling. For this, we work on
the canonical space Q0 := (V x S x V x 8)% of the bi-infinite sequence (V2,5 Ban, Vant1, Zont1))nez
on which we define the bijective shift operator 6 by 0 ((wn)nez) = (Wn+1)nez for all (wp)nez € Q.
We denote by 6~ the reciprocal operator of #, and by 6™ and #~™ the n-th iterated of § and 6!,
respectively, for all n € N. We equip Q° with a sigma-algebra .#° and with the image probability
measure PO of the sequence ((Va,, Yon, Vani1, Y2n41))pez O Q. Observe that under the IID assump-
tions for the input, P is compatible with the shift, i.e. for any & € .#° P°[&/] = P? [§~'./] and
any f-invariant event % (i.e. such that 8 = 0~19) is either P'-negligible or almost sure. Altogether,

10



4.2 Main result 4 COUPLING FROM THE PAST

the quadruple 2° := (QO, 90,]}1’0,9) is thus stationary ergodic, and will be referred to as Canonical
space of the input at even times. For more details about this framework, we refer the reader to the
monographs [10], [3] (Sections 2.1 and 2.5) and [34] (Chapter 7).

We define the r.v. (VO,ZO,Vl,El) by (VO,EO,Vl,Zl) (wn) = (vo, 80,v1,81), for any (wn), ez =
((v2,,52n, Van 41, 52n41)) pez 0 Q0. Thus (VO7 0.V, El) can be interpreted as the input brought to
the system at time 0, i.e. at 0 an item of class V° and then an item of class V' enter the system,
having respective lists of preferences X° and X! over V, and the order of arrival between the two is
kept track of (VO and then V). Then for any n € Z, the r.v. (VO o, 00 f" Viohn, Nlo 0”)
corresponds to the input brought to the system at time n. Define the following subsets of W,

Wy ={weW : |w|is even };
Wa(r) ={w e Wy : |w| <2r}, r e N,. (11)
For any Ws-valued r.v. Y, we define on Q° the sequence ( éy}) as the even buffer content
neN

sequence of the model initiated at value Y, i.e.

U{Y} -V
0 ] (12)
{ Uiif = (UWEY} ®¢ (V0o b, 300 9")) ©p (VIof, X1 ohm), neN.

A stationary version of (12) is thus a recursion satisfying (12) and compatible with the shift, i.e. a
sequence (U 0 0"), ., where the Wo-valued r.v. U satisfies the functional equation
Uot=(Uoy (V1) 0y (V!,5), (13)

see Section 2.1 of [3] for details. To any stationary even buffer content (U 06"), ., corresponds a
unique stationary probability for the sequence (Wa,),cy on the original probability space (€2, F,P).
Moreover, as will be shown in Section 5, provided that P°[U =] > 0 the bi-infinite sequence
(U0 8"), cq corresponds on 2° to a unique stationary matching by ¢ (we write a ¢-matching), that
is obtained by using the bi-infinite family of construction points {n € Z : U o ™ = (}}, and matching
the incoming items by ¢, within each finite block between construction points.

4.2 Main result

It follows from the discussion above that the construction of a stationary buffer-content at even times
and thereby, of a stationary ¢-matching on Z, amounts to solving on 2° the almost-sure equation
(13). This will be done by constructing the associated backwards scheme, as in [25]: for a Wa-valued

r.v. Y and any fixed n > 0, the r.v. Uéy} 067" represents the even buffer content at time 0, whenever
initiated at value Y, n time epochs in the past. Loynes’ theorem [25] shows the existence of a solution

to (13), as the PP-almost sure limit of the non-decreasing sequence (U,{Lw} o 9*") , whenever the
neN

random map driving the recursion (U, ), cy is almost surely non-decreasing in the state variable. In

the absence of a clear monotonicity in the recursion dynamics, we resort instead to Borovkov’s and

Foss theory of Renovation, see [7, 8].

Following [6], we say that the buffer content sequence ( n{y}) N converges with strong backwards
ne

coupling to the stationary buffer content sequence (U o 6™) if, PO-almost surely there exists a finite

neN

N* > 0 such that for all n > N*, Uéy} = U. Note that strong backwards coupling implies the

(forward) coupling between ( ;{LY}) and (U 00"), ., i.e. there exists a.s. an integer N > 0 such
neN

that U,l{LY} =U o 0" for all n > N. In particular the distribution of Uéy} converges in total variation

to that of U, see e.g. Section 2.4 of [3].

11



4.3 (Strong) Erasing words 4 COUPLING FROM THE PAST

Denote for any Wy-valued r.v. Y and any j € N*, by 7,(Y) the j-th visit time to () (or return time if
Y = 0) for the process (Uéy}> , that is

neN
71(Y) := inf {n >0,UY) = @} , 7;(Y):=inf {n > 1Y), Ui} = @} , > 2.

The stability of the system is characterized by the following condition depending on the initial condi-
tion Y,

(H1) The stopping time 71(Y) is integrable.

We are ready to state our main coupling result.

Theorem 1. If the policy ¢ is sub-additive and assumption (H1) holds, there exists a unique solution
U to (13) in Z5°, to which all sequences (Uiy}> , for'Y € 5, converge with strong backwards
neN

coupling.

At this point, it is useful to provide a list of simple cases in which Theorem 1 applies. It is well know
that the following set of measures plays a key role in the stability of the system at hand (see e.g. the
survey in Section 3 of [4]): For any compatibility graph G = (V, ),

NcoND(G) ={p e Z (V) : u(Z) < n(&E(Z)), for all independent sets Z of G} . (14)

Observe that the Markov chain (Uy),, oy is clearly irreducible on Wy. So (H1) holds true whenever
the chain is positive recurrent. Therefore, applying Theorem 1 of [28] for FCFM, and Theorem 2 of
[26], we obtain the following list of sufficient conditions for (H1),

Proposition 5. Condition (H1) holds true for any Wa-valued initial condition Y, whenever G is
non-bipartite, u € NCOND(G), and in either one of the following cases:

1. ¢ = FCFM;

2. ¢ = ML;

3. ¢ is any admissible policy and G is complete p-partite for p > 3.

Theorem 1 is proved in Sub-section 4.4. For this, we first need to introduce the notion of erasing
words.

4.3 (Strong) Erasing words

Definition 4. Let G = (V,€) be a connected graph, and ¢ be an admissible matching policy. Let
u € Wy. We say that the word z € V* is an erasing word of u for (G, ¢) if |z| is even and for any
two words ' and ¢ possibly drawn by vy on S* and having respectively the same size as z and u, we
have that

Wy (z,6") =10 and Wy (uz,¢¢") = 0. (15)

In other words, an erasing word of u has the twofold property of being perfectly matchable by ¢ alone,
and together with u. The following proposition guarantees the existence of erasing words for any
stabilizable graph and any sub-additive policy.

Proposition 6. Let G be a non-bipartite graph and ¢ be a sub-additive matching policy. Then any
word u € Wy admits an erasing word for (G, ¢).

12



4.3 (Strong) Erasing words 4 COUPLING FROM THE PAST

Proposition 6 is proven in Section A.

Clearly, uniqueness of the erasing words does not hold true. In particular, if 2! and 22 are both erasing
words of the same word u for (G, ¢), then 2!2? also is. Hence the following,

Definition 5. Let u € Wy. An erasing word z of u for (G, ) is said to be reduced, if z cannot be
written as z = z'2%, where 2! and 2% are both non-empty erasing words of u. A reduced erasing word
z of u is said to be minimal, if it is of minimal length among all reduced erasing words of u.

To show our perfect simulation result, we will also need to strengthen the concept of erasing word.

Definition 6. Let C € N.. A word z € V* of even length 2p is said to be a 2C-strong erasing word
of the graph G = (V, &) and the matching policy ¢ if

(i) z is completely matchable by ¢ together with any word of Wo(C'), i.e. for any w € Wy (C) and
any two words ¢ and s’ of S* whose letters can be possibly drawn by vy and of respective length
|w| and 2p, we have that Wy (wz,¢¢") = 0;

(i) for any even prefix 2 of z of length 2r, for any w € Wy(C) and any two words ¢ and ' of
S* whose letters can be possibly drawn by vg and of respective length |w| and 2r, we have that
W (wz,6¢") < Wy (w,6).

In other words, (i) a 2C-strong erasing word of (G, ¢) is perfectly matchable by ¢ alone, and together
with any buffer content of size less or equal than 2C and (ii), the corresponding input never leads to
an increase of the buffer size before depleting the system. In particular, plainly, a 2C-strong erasing
word for (G, ¢) is a an erasing word for any w € Wy(C).

Definition 7. An 2q-strong erasing word z for (G, ®) is said to be reduced, if z cannot be written as

z = 2122, where z' and z* are both non-empty 2C-strong erasing words.

We start by observing the following composition rule regarding sub-additive policies,

Lemma 1. Let ¢ be a sub-additive matching policy on G. Then, for any C € Ny, and any family
2o 29 of (possibly equal) 2-strong erasing words of (G, ¢), the word z = 2122 --- 2¢ is a 2C-strong

erasing word of (G, ).

Proof. The arguments of this proof do not depend on the drawn lists of preferences, as long as they
are fixed upon arrival. Again, we thus skip this parameter from all notations. It is immediate that
assertion (ii) of Definition 6 holds for all C. We now show that it also the case for (i), and for this
we proceed by induction on C. The property (i) holds by definition for C' = 1. Now suppose that it
holds for a given C. Then, take a word w € Wo(C + 1) and a family 2, --- , 2! of 2-strong erasing
words. If w € Wy(C), then Wy(wz'z2---2%) = () by the induction assumption, and thus

W¢ (wzl R ZCZC+1) — W¢ (W¢(wz1 . “ZC)ZC+1) _ W¢ (@ZC+1) — 0.

Now suppose that |w| = 2(C +1). We write w = wlw? - - - w*!, where the w*’s are two-letter words

of the form w* = ij for i/j. Again, we have that
Wy (w2l -+ 271 = Wy (Wy(wz' - 29)29T) = Wy, (W, (w'w? - w2t 29) 20T 0 (16)
But, by the sub-additivity property and the recurrence assumption we get that
Wy (w'w? - wC 2t 2C) | < W) + [ W (w7 - wC T2t 2C) | = [Wy(wh)] =2,

so Wy (wlw2 coeqCtlgl zc) is either a two-letter word of the form 4j for i-#4j, or the empty word.

Injecting this in (16), in the first case we obtain that
Wy (wzl e zC'H) =Wy (ijzc+1) =0,

13



4.3 (Strong) Erasing words 4 COUPLING FROM THE PAST

while in the second, we get that

Wy (w2 - 291) =W, (:977) =0,
because z¢*! is a 2-strong erasing word. Hence z!--.2¢*! is a 2(C + 1)-strong erasing word, which
concludes the proof.

Hereafter we provide a list of cases for which the existence of 2C-strong erasing words is granted,

Proposition 7. Let C' € N.. The following conditions are sufficient for the existence of a 2C-strong
erasing word for (G, d):

(i) G is complete p-partite for p > 3 and ¢ is any sub-additive policy;
(i) G is non-bipartite, and ¢ = LCFM;
(iii) G is an odd cycle, and ¢ = FCFM;

(iv) G is the ‘paw’ graph of Figure 1, and ¢ is any sub-additive policy.

Proof. In view of Proposition 1, as ¢ is sub-additive it is enough to check that there exists a 2-strong
erasing word z! in all cases, since for all C, it is then enough to set z = z' - -- z! to obtain a 2C-strong

c
erasing word.

(i) Suppose that G is complete p-partite for p > 3, and let 7y, ...,Z, be the corresponding maximal
independent sets. Let z be a word of length 2p containing exactly two (possibly identical) letters
belonging to each one of the Z;’s, i = 1,...,p, but such each letter of odd index and the immediate
succeeding letter are of two different maximal independent sets Z; and Zy, j # k. Then it is immediate
that z! is a 2-strong erasing word for (G, ¢) for any admissible ¢.

(ii) The proof of Assertion (ii) is given in Appendix B.
(iii) The proof of Assertion (iii) is given in Appendix C.

(iv) It can be immediately checked by hand that z! = 234234 is a 2-strong erasing word for the paw
graph of Figure 1. |

Remark 2. It is immediate that the result of (ii) can be extended to any admissible policy ¢ inducing
the same choices as LCFM on the input ijz!, for any i£j. This is true in particular for any priority
policy such that, in the spanning cycle &, for any j € [2,2q + 1], ¢; prioritizes ¢;_1 over any other
node, and c; prioritizes coq41 Over any other node.

Example 4. Consider the compatibility graph G on V = [1,6], represented in Figure 3. It is
immediate that G is complete 3-partite, of 3-partition

Il UIQ UIg = {1,4} U {2, 5} @] {3, 6}

Then from the proof of (i) above, the word z' = 121653 is a strong erasing word for any admissible

0.

We believe that the above list of sufficient conditions for the existence of strong erasing is far from
exhaustive. Checking that given words are strongly erasing for particular graph geometries is a very
interesting problem involving intricate combinatorial arguments - see the proofs of assertions (ii) and
(iii) in Appendix B and C. We leave this more thorough investigation for future research.
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4.4 Proof of Theorem 1 4 COUPLING FROM THE PAST

Figure 3: 3-partite complete compatibility graph.

4.4 Proof of Theorem 1
Define the following family of events for any Wsy-valued r.v. Y,
Ay (Y) = {UT{LY} - (z)} - {W¢(YVOV1V° 00V 00.. V0oV 01 = @}, n>0,

We first have the following result,

Proposition 8. For any Y € %>, if (H1) holds, then we have

lim P°
n—o0

=1 (17)

ﬂ U (V) N0 Ak (Y)
k=0 =0

Proof. Fix throughout € > 0, and r € N such that Y € #". As a consequence of the integrability of
71(Y"), the random variable
k=sup{keN: m(Y)of7F > k}

that is, the largest horizon in the past from which the first visit to () takes place after time 0, is a.s.
finite. In particular there exists a positive integer K. such that

P [k > K.] < % (18)

Again in view of (H3), there exists an integer T, > 0 such that

PO [r(Y) > T.] < =, (19)

ol ™

and let us denote H. := 2K, 4 2r+T.. We know from Proposition 6 that any word admits at least one
minimal erasing word. Also, there are finitely many words in Wy of size less than H., and thus finitely
many minimal erasing words of those words. So the following integer is well defined, and depends
only on H,

1 .
—  max min |z|. (20)
2 weEWo:|w|<H. ZzEV™:

z minimal erasing word of u

We now define the sequence (7;) ieN, (where we drop the dependence on Y for notational convenience),
as the following subsequence of (7;(Y)),cy, :
Ai=n(Y), Fo=inf{n>fig 46, UM =0}, i>2

Also define the following family of events: for all kK € N and i € N,

Le
DY) = U {VO o Ttk ylogTith | Y0 gTithtm=lysl g gTithktm=1 s an erasing word of U,%{i?;},
m=1
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and for any k,n € N,
DP(Y)= |J DiY), keN neN,. (21)
1€ENL:
Ti+le <2n
For any k € N and i € N, on 8¥D¥(Y") we first have that for some (unique, and even) integer m < /.,

U;E?}Hm 060~% = (), and second, that U;{ﬁ_{n = (), since

U‘Iiz);}ﬂ’b‘ = ’qu (Y VOyl .  y0ggTitm-1yl, 9%i+m—1)|

< ‘W¢ (Y VOVl v0epmlylo 9?,-—1)’

+ ’W¢> (VO 0l ViofT . VO0opTitmTlyls eﬂ-i-m—l)’
0

Y

where the two terms in the third and fourth line above are zero from the very definitions of 7; and an
erasing word, respectively. Consequently, we have that

0* DR (V) C | (V) N0* A4k (Y), komeN. (22)
=0

Second, fix n € N and a sample w € {x < K.} N ﬂ,i(fzo 0¥ D¥'()) and an integer k > K + 1. By
the definition of &, Uy (9_’%.)) = Y (07 %w) entails that Uy_ (Q_kw) = () for some k' < K_; in other
words U:%@} (G*k'w) equals Ui_};g_k, (kaw) for any n > 0. But as 0% w € Dk/*”((b) by assumption,

we obtain that 6~%w € D¥"(Y). Consequently we have that

K, o
k< KIN ("D @) S {w <K} () 0 DY)
k=0 k=K+1

and thereby
K. %)
{r <K} () 0" (DM (Y)nDP"(0)) € {x < K} [) 6FD(Y).
k=0 k=0

This, together with (22), yields for any n € N to

K co n
{r <K 30 () 6" (D" (V)nD*™(0) C {x < K30 () | #4(Y) n6F a4 (Y). (23)
k=0 k=01=0

Now recall (20). In words, ¢, is (half of) the minimal length of word that can accommodate at least
one erasing word of any admissible word of even size bounded by H.. Therefore, in view of the iid
assumptions the following is a well defined element of ]0, 1:

le
.= min ]P’O[U {Vviveeovion. . voogm v ot

u€Wsy : |u|<H.
m=1

is a minimal erasing word of u}} . (24)

Let

M. = {Loge — Logh — Log(K. + 1)—‘ ’

LOg(l - Ba)
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that is, the least integer that is such that

3

1- )M« ———. 25
(1-5) <HE. 1D (25)
Again from (H3) and (IID), there exists a positive integer N such that
PO [Fy, + Lo > N.] < g (26)
All in all, we obtain that for all n > N_,
B0 () | (V) 06 a(Y)
k=01=0
<P | (U 2Y) N0 (V) N {Far, + L < NI {e < K30 {n(Y) < T}
Lk=01=0
+ PO [Far. +Le > N +PO [k > K]+ PO [r(Y) > T.]
pS 3e
<P | ()65 (DRr(Y) N DR () N {Far, + £ < N0 {n(Y) ST} + 5
k=0
K. M. K. M, 3e
<y p° DEY) | N {n(Y)<T} + Y P° O*DED) | n{n(Y) < T} + =, (27
32|20 nn) <2+ X2 | () 02E0 ) iy |+ . o)

where we use (18), (19), (23) and (26) in the second inequality, and recalling (21). Now let u. be an
element of Wy such that |u.| < H. and achieving the minimum in (24), i.e.

L

B, =P° [ U {VO ViVO0ofVoh.. . VO00gdm 1V00h™ ! is a minimal erasing word of us}‘| ,
m=1

and define the events

Le
D, = U {VO 00T Vol .. V0o gTitm=1Y0 o gTitm—1 ig g minimal erasing word of ug}, 1 €N

m=1

From assumption (IID), the events D;, i € N, are iid of probability 3.. On another hand, on the event
{n(Y) <T.}, for any 0 < k < K,

UT{Ki}’)Jrk 09_k‘ <|Y|[+2k+7n(Y)<2r+2K.+T.=H..

Thus, as Wy (VO 00T Vo . V00Tl V1o 9%”1_1) = () for all i, the sub-additivity of ¢ and
U%{i}k o 0”“’ < H. for all ¢ > 1. Therefore, for any k£ < K. and

any i € N, by the very definition of 3. we have that PY [Gk’Df(Y)] > P0 [T)J = f., and in turn by
independence of the D;’s, that for all k < K.,

an immediate induction entail that

M.
<IIP D] = -5 (28)

i=1

M,
P Kﬂ 0kDf<Y>> N{n(Y) <T.)

All the same, on the event {7 (Y) < T.}, for any 0 < k < K, we have that

T (Y)+k}

v oﬁ_k‘ <%k + 7 (Y) < H.,
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thus we can conclude similarly that

M,

Injecting this together with (28) and (25) in (27) entails that, for any n > N,

n

B [ﬁ U #(Y) N0 (Y)

k=01=0

<e,

which concludes the proof. |

We now prove the following forward coupling result,

Proposition 9. Under (H1), there is forward coupling between ( iy}) . and ( iy*}) N for
ne ne

any two r.v.’s Y and Y* in %;°.

Proof. We aim at proving that the stopping time
p(Y,Y™) := inf {n >0: Ul{y} = Ul{y*} for all [ > n}

is a.s. finite, that is
lim PO [p(Y,Y*) <n] = 1. (29)

n—o0

Observe that, as the two recursions ( T{LY}) and ( iy*}) N are driven by the same input, they
n ne

€N
coalesce as soon as they meet for the first time. Hence, (29) holds true in particular if

L"J (vt v — 0}

=0

lim P°
n—oo

=1 (30)

= lim PY [O (V)N e (V)

n— o0
=0

From Proposition 8, the latter holds true whenever we replace Y* by U(;{Z} o §7F for any finite W-
valued r.v. Z and any k € N. The proof of (30) for any finite Y* is analog. |

We are now ready to conclude the proof of Theorem 1.

Proof of Theorem 1. Fix ar.v. Y € #°, and let r be such that Y € %4". From Proposition 8, (17)
holds true. Moreover, the sequence (.#7,(Y")),,cy is clearly a sequence of renovating events of length 1

for (Uéy}) N (see [7, 8]). It then follows from Theorem 2.5.3 of [3] that ¥ converges with strong
ne

backwards coupling, and thereby also in the forward sense, to a stationary sequence (U o0"), y,
where U € #4>°. Now, Proposition 9 entails in particular that any pair of such stationary sequences
(Uob"),cnand (U* 0 0"), .y couple, and therefore coincide almost surely. Thus there exists a unique
solution U to (13) in #5>. ]

4.5 Consequences

Corollary 2. Under the assumptions of Theorem 1, the bi-infinite stationary version of the even
buffer content sequence (Uy), ;4 is unique.

18



5 ¢-MATCHINGS

Proof. Consider a couple of stationary versions (Uy),, ., and (f]j;) g Fix m € Z. Then we have by
ne
definition that ~ X .y
s # 0= () {ul P oom 20D oo} = N B
n<m n<m
The sequence of events (B,,),,,, is clearly decreasing for inclusion as n decreases - it is in fact constant.
Therefore we get that B

P [U; ” U;;} =P | () B.| = lim P[B,]. (31)
n<m

Now, denoting for any n € Z,
N*(n) = inf{k: > UV o =l 09"} _ inf{k: >n: Uf = 17,3} :
we get that for any n < m,

P[B,)=P[NT(n)>m—n] =P[N"(0) >m—n],

where we use the stationarity of the input ((V,,%9,V,!,x1))

n?

ez nd of (U),, ez and (07) i the

second inequality. But applying Proposition 9 to the r.v.’s Ug and U{)ﬂ we obtain that N1 (0) is a.s.
finite. Thus
lim P[NT(0)>m—n]=0,

n——oo
and we conclude using (31) that U, = U;b a.s.. As this is true for any m € Z, the proof is complete.

We deduce from the above results that

Corollary 3. Under the assumptions of Theorem 1, for any Y € %5 and any m € Z we have that

lim Uily} ok =Ur as.,
k—o0

where (Uy:), <y is the only stationary version of (Un),,cy-

Proof. In view of Theorem 1, there exists a.s. a finite N~ such that UéY} 00~ F =Ug forall k > N.
Hence the claim for m = 0. It can be generalized to any fixed m € Z in view of the stationarity of the

input and of (U}),,cz- [ ]

5 ¢-matchings

As is easily seen, any model (G, p, ¢) generates a family of random graphs, as follows. For any n € N,
we consider the matching

MO (g) == My(VEVG .. VO VO, 805850 L)),

that is, the random graph in which the nodes are the entered items from 0 to n — 1 (on the even time
scale introduced above), and there is an edge between two nodes if and only if the corresponding items

are matched according to ¢. In any realization of Mg@,o} (¢), all nodes have thus 0 or 1 neighbor,
in other words they are of degree 0 or 1. We can naturally extend this definition by denoting, for a
Wy-valued r.v. Y, by M7{1Y’0}(¢) the matching of all initially stored items (represented by the initial
condition Y'), together with the items entered up to time n excluded. The realization of a finite

matching M,{ly’o}(té) is then said to be perfect if all of its nodes are of degree 1.
19



5.1 Infinite ¢-matchings at even times 5 ¢-MATCHINGS

5.1 Infinite ¢-matchings at even times

It is immediate that for any Y € %4> and any n, M7{1Y,0} () is a.s. an induced subgraph of MT{L};’?} (),
see an example for ¢ = LCFM in Figure 4.

. s ML (Lorm)
I M{Y’O}(LCFM)
EEREE M{ rce)
EEREREX M e
1331232142 M{" (Lorw)

|

0

Figure 4: Construction of the increasing sequence (M;{LY’O} (qb)) for a given sample w, Y (w) = 13,
neN
¢ = LCFM and G the compatibility graph of Figure 1.

We aim at constructing from the increasing sequence (M,{LY’O} ((;5)) , the limiting object Mg ’0}(¢)
neN

as the infinite random graph obtained when letting n go to infinity in the above. For this, suppose
that G is non-bipartite, ¢ is sub-additive and u € NCOND(G). Consider the (unique, from Theorem
1) stationary version (U;), ., of the even buffer content chain of the model. In these conditions,
Uy ~ Iy for all n and Iy (@) > 0, so the family of integers

€3o:={neN: U, =0}

is a.s. infinite. The elements of the latter are called construction points of the model over N. In
particular, an infinite ¢-matching M%%(¢) can be constructed from the stationary version (Uy), o, as
the union of the ¢-matchings between construction points. In other words, letting ¢ < ¢ < ¢ < ...
be the elements of €%, in increasing order, we set (with obvious notation)

oo
M0 () == MU (¢) = MET D (g) U | METH(g), (32)
i=0
that is, the random graph obtained by concatenating the perfect matching of the initially stored items
corresponding to U together with all arrivals until the first non-negative construction point, and all
other perfect matchings between construction points. Thus according to the above definition, the
infinite matching M?#(¢) is perfect. We call it the stationary perfect infinite ¢-matching (at even
times) of the model.

Now, in view of Theorem 1 there is strong backwards coupling for the Markov chain ( ,;{Y}) N
ne

with the stationary version (U;), c;. In particular, there is also forward coupling between these two
sequences, and we let Nt be the a.s. finite coupling time. Letting also J :=inf{i € N : ¢} > Nt} be
the first construction point after the coupling time, denote

M) =MD () u M (9).

i1
i=J

Because UC{*JY’O} = (), the infinite ¢-matching Miév")} (¢) is perfect, and coincides with M%%(¢) from
¢y onwards. We have thus proven the following result,

20



5.2 Bi-infinite ¢-matchings at even times 5 ¢-MATCHINGS

Proposition 10. Under the assumptions of Theorem 1, for any Y € %#,>° there exists a.s. a unique

infinite p-matching at even times, Mg’o}(qﬁ), starting with the even buffer-content'Y at time 0. This
infinite matching is a.s. perfect, and coincide a.s. in finite time with the stationary infinite ¢p-matching
M*°(¢) of the model, defined by (52).

Remark 3. In graph theory, a matching on a graph is an induced subgraph in which any node is
of degree 0 or 1. A matching is said maximal if there exists no matching strictly inducing it, i.e.,
there is no matching including it and having more edges. It is said perfect if it contains only nodes of
degree 1. There is a simple and insightful connection between ¢—matchings and matchings on infinite
random graphs. In fact, the present procedure builds the random graph together with a matching on
it, and the matching algorithm is ‘online’, in the sense that once an edge is added to the matching it
cannot be discarded latter to optimize the matching size. See details in section 9 of [29], or in [35].

5.2 Bi-infinite ¢g-matchings at even times

Clearly, by the stationarity assumption, Proposition 10 can be generalized to any arbitrary starting
point m € Z instead of time 0, and we replace for any associated variable, the superscript ~° by
2™ One is then naturally led to consider bi-infinite ¢-matchings, by also letting m go to —oo in this
construction. However, doing so requires more care. Indeed, adding an arrival at the beginning of
an input may change the whole matching of that input. Specifically, for any m € Z, it is not true in
general that Mg’m}(qb) is an induced subgraph of M;Q/’m_l}w)7 see an example for ¢ = LCFM on
Figure 5.

{0,0}
3123214233 Mee™ (Lorm)

7T b DN é\I e f\f\\ M (Lerm)

223123 4233

{0,-2)
11223123214233 Mee™ ™ (Lorm)
S ML
“+4441223123214233 - (LoFm)
|

0

Figure 5: Backwards construction of the sequence (Mc{,g o (qﬁ)) for ¢ = LCFM and G, the compat-

meZ

ibility graph of Figure 1. Adding nodes on the left of the matching may break the matches performed
at the previous step.

Thus the very definition of what we will call a bi-infinite ¢-matching, i.e., the limiting graph obtained
when letting m go to —oo in Mg’m}(qb), is a priori problematic. We show hereafter that this object
is well defined, at least under stability and sub-additivity assumptions.

To see this, first observe that under the assumptions of Theorem 1, the following set is also a.s. infinite,
€y :={n<0:U; =0},

and denote its elements as ... < ¢*, < ¢*; < 0. Altogether, the points (¢});cz are the construction
points of the system on Z. See an example on Figure 6.

A unique perfect, bi-infinite, ¢-matching can thus be obtained from (Uy), 5. It is formally defined as

My (0) = | M (9), (33)

Cit1
€L

21



5.3 Back to the original time scale 5 ¢-MATCHINGS

Figure 6: Construction points of the model for ¢ = LCFM and G the compatibility graph of Figure 1.

and induces M*?(¢) as a sub-graph. It is called stationary perfect bi-infinite ¢-matching (at even
times) of the model. A constructive definition of this object is provided hereafter.

Observe that or any m € Z, for any k € N such that —k < m and any Y € #,> | the trajectory of the

process (U,EY} ) 9*k> determines uniquely the matches from time —k onwards, and in particular,
n>—k

_ {Y,—k}
the restriction of the infinite matching ML k}(d)) from time m onwards, that is, ML ’m}(¢).
From Corollary 3, the sequence (Uily Yo 9_’“) is a.s. constant from a certain rank, and its limiting

€N
value is precisely U}s,. Therefore the following almost sure limit is well defined,

. {Y.=k} am *,m
kli}ngc MioU’" }(¢) = MioU }(¢) = MJ"(9).

As this is true for any m € Z, we obtain hat the unique stationary bi-infinite matching on Z, namely
M. ~°(¢) defined by (33), a.s. coincides with the above limit. We have proven that

Theorem 2. Under the assumptions of Theorem 1, there exists a unique perfect bi-infinite ¢-matching
at even times. It coincides almost surely with the stationary bi-infinite matching M~ (¢) defined
by (33), and is obtained, for any Y € #>°, by constructing the infinite matching Mg’fk}(qﬁ) starting

from'Y at time —k, and letting k go to infinity.

5.3 Back to the original time scale

Come back to the original time scale, i.e., arrivals take place one by one, and we work on the image
probability space of the sequence ((V,,X,)),,cz, i-e., on the sample space (V) x S)%, equipped with the
probability measure ), (11 ® v4). Then, first, it is clear how the dynamics of the GM model (G, i, ¢)
can be used to construct finite, or infinite (on one side) ¢-matchings of these items arrived one by one,
following the same procedure as above. It leads to the analog result as Proposition 10, only expressed
on a different time scale.

We now turn to the construction of bi-infinite ¢-matchings on the original time scale, considering
single arrivals. Then observe that, due to the 2-periodicity of the model, we have two stationary
versions of the natural Markov chain (Wn)nGZ’ depending on whether the item entering at time 0
is of class and lists of preference (V,%9) (i.e. it is the first arrival of a batch of two in the even
time scale) or (V,%}) (i.e. it is the second arrival of the batch). Specifically, we saw that under
the assumptions of Theorem 1, there exists a unique stationary even buffer-content sequence (Uy}),, <7,
on the canonical space of ((Vz,, X2n, Vani1, X2nt1)),cz and likewise, there exists a unique stationary
even buffer-content sequence (U;*),, ., on the canonical space of ((Vz, 1, Y%2n—1, Van, X2n)) We

n
can then define the two following versions of the recursion (W,,)

nez:
namely (Wp), cz and (W), ;.

new’ n n
as follows:
Wy =Ur
{ W2n+1 = (Un) ®¢ (V’ru Zn) ( )
Wy = (Uzr1) © (Van—1,S2n-1)
{ W2n+1 = Un ’ ( )

22



5.4 Perfect FCFM-matchings in reverse time 5 ¢-MATCHINGS

which correspond respectively to a buffer content sequence that is stationary on Wy at even times, and
to a buffer content sequence that is stationary on Wy at odd times. By construction, both sequences
(W),ez and (W), -, have infinitely many construction points (only at even - respectively, odd
- times), therefore we can construct from each one, a unique bi-infinite perfect ¢-matching on the
sample space of ((Vy,,¥,)),,cz, having construction points only at even (resp., odd) times.

Then, following the same steps as in the arguments leading to Theorem 3, these two matchings are
explicitly constructed as follows: The first matching is obtained by constructing (now on the original
time scale, with single arrivals), the infinite matching Mig’fzk}(qﬁ) starting from () (or any initial
condition Y € #,>) at time —2k, and letting & go to infinity. The second one, by constructing the
infinite matching Még’fzkﬂ}(qﬁ) starting from @ (or any Y € #5>) at time —2k + 1, and letting k go
to infinity. To summarize,

Corollary 4. Let (G, u, ) be a GM model satisfying the assumptions of Theorem 1. Then, on the
original time scale there exist exactly two perfect bi-infinite ¢p-matchings. They coincide a.s. respec-
tively with the two stationary perfect bi-infinite ¢-matchings induced by the two sequences (Wy),
and (W), cp defined by (34) and (35), and can be obtained, for any Y € %5, by constructing
the infinite matchings Mg’_%}(qb) and Mg’_2k+1}(¢) starting from'Y respectively at time —2k and
—2k + 1, and letting k go to infinity.

See an example on Figure 7.

4 2 3 2113 2 4 3 4113 4 2 2 14 2 3 21

4 2 3 2113 2 4 3 4113 4 2 2 14 2 3 21

6

Figure 7: Two perfect bi-infinite FCFM- (or ML-) matchings corresponding to the graph of Figure 1
and the same input.

5.4 Perfect rFcFM-matchings in reverse time

If the matching policy is FCFM, perfect bi-infinite matchings have an interesting property. First,
observe that we can complete the ‘exchange” mechanism introduced in Section 3 of [28], using con-
struction points as follows: Start from a construction point, and then replace all items from left to
the right by the copy of the class of their match, on the fly, as soon as they are matched (see again
the construction in Section 3 of [28]). We illustrate this procedure in Figure 8, by the completion of
the exchanges over two perfectly matched blocks, for the compatibility graph of Figure 1, on a given
arrival scenario.

Figure 8: Top: Two blocks matched in FCFM. Bottom: completion of the exchanges by matchings.
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6 PERFECT SIMULATION

Now observe the following: between any pair of construction points (if any), after completion of the
exchanges on the perfectly matched block by FCFM, by reading the arrivals on the matched block from
right to left, we see nothing but a FCFM matching of the items of classes in V (the set of copies of
classes in V). To prove this, let the four nodes 4, j, k and ¢ be such that in G, i—k, j—k and i—¢, and
suppose that, after the exchange, four copies 4, j, k and £ are read in that order, in reverse time, i.e.
from right to left. Let us also assume that the FCFM rule in reverse time is violated on this quadruple:
then the k item is matched with the j item while the 7 item is still unmatched, and then the latter
item is matched with the £ item. This occurs if and only if, in direct time, the four items of classes i,
j, k and £ arrive in that order, and the k item choses the j item over the i item for its match, and then
the unmatched ¢ item is matched with the £ item. This violates in turn the FCFM policy, according to
which the k item should have been matched with the ¢ item instead of the j item. Hence the assertion
above: over any perfectly matched block in FCFM, the block of exchanged items read in reverse time
is also perfectly matched in FCFM - see the bottom display of Figure 8.

Now assume that G is non-bipartite and that © € NCOND(G). Hence, there exists a.s. infinitely many
construction points on Z, and exactly two perfect bi-infinite FCFM-matchings of the entered items.
Generalizing the above observation to all perfectly matched blocks on Z between pairs of construction
points, as FCFM is sub-additive we conclude from Corollary 4 that there exist exactly two perfect
bi-infinite FCFM-matchings of the exchanged items in reverse time, corresponding respectively to the
two aforementioned perfect FCFM-matchings in direct time, after complete exchanges over blocks, read
from right to left.

6 A perfect simulation algorithm for finite-capacity systems

The celebrated “Coupling From The Past” (CFTP for short) algorithm introduced by Propp and
Wilson [32] allows to sample values of the considered Markov chain (here, the buffer content process
(Wn),en) from its stationary distribution, even if the latter is not know explicitly. As formalized in
Section 4 of [18], CFTP, and in particular, the coalescence of the Markov chains corresponding to
a given set of initial conditions, can be phrased in terms of strong backwards coupling convergence
of stochastic recursions, as in the present framework. We show hereafter how the sub-additivity of
matching models can allow to construct a simple CEFTP algorithm, for models having a finite buffer.

6.1 A finite-buffer system

Consider a finite-buffer version of the (even) system at hand: namely, we suppose that there is a finite
buffer of size 2C, where C' € N . Then, the matching model has exactly the dynamics that is specified
in Section 2, aside from the following situation: whenever the buffer reaches its capacity 2C and a
group of two successive incoming items are incompatible with any element in the buffer and with one
another, they are both discarded from the system. In detail, suppose that the buffer is full, and that
two entering item of respective classes, say, ¢ and then j, are proposed for matching to the elements
in the buffer. Then we face the following alternative:

1. If the i-item finds a match in the buffer, then the corresponding match is executed right away
and creates a new free spot in the buffer. Then:

(1a) either the j-item also finds a match in the buffer, and the later is executed right away.

(1b) else, the j-item is stored in the buffer, occupying the new spot.

2. Else, the i-item is not matched, but is blocked. Then, we investigate whether j is matchable in
the buffer or with the i-item, following the prescribed matching policy, and:

(2a) If the j-item is matched with the i-item, the two incoming items are matched together and
leave the system;
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6.2 Perfect simulation at even times 6 PERFECT SIMULATION

(2b) If the j-item is matched with another item in the buffer, this creates a free spot, and the
i-item is stored in it.

(2¢) If the j-item is not matchable at all, then the two incoming items cannot be stored in the
(full) buffer, and are both discarded right away.

We append a superscript C' to the processes relative to this modified model. In particular, we let US
be the even buffer content at time n, and let W¢C (v) be the buffer content of the system fed by the
input v.

6.2 Perfect simulation at even times

It is clear that (UC

n )nEN
(Ug )n cn Is ergodic on the finite state space Wy (C). However, determining explicitly the stationary

distribution of that chain is a priori out of reach for a general matching policy ¢. On them aims at
the construction of a perfect sampling algorithm by a CFTP algorithm, whose general procedure is
as follows: simulating versions of the Markov chain (Unc )n N starting from all possible initial states

is a Markov chain of finite state space Wy (C'). As it is clearly irreducible,

in Wo(C), and fed by the same input, by starting at a time point that is far away in the past, to
guarantee that all versions of the Markov chain coalesce (and then, coincide forever) before time 0.
Then, see e.g. [32, 18], the value of any version of the chains at time zero provides a sample from the
stationary distribution of the even buffer content of the model. Then, re-iterating this procedure for
a large number of samples then allows the estimation of mean characteristics of the system in steady
state, e.g. using Monte Carlo methods.

It is also well known that such CFTP algorithm starting from all possible states becomes prohibitively
hard in terms of complexity, as the size of the state space gets large. Instead, one is typically led
to propose other, simpler, perfect simulation algorithms. The typical cases in the literature where
such simplified algorithms exist are the monotone CEFTP of Propp and Wilson [32], the Dominated
Coupling From the Past of Kendall (see e.g. [23, 24]), or algorithms based on bounding chains [21].
But it is immediate to observe that, in the present model, the chain (U,), y is not monotonic, and
in fact, it is a priori hard to construct an ordering on the sate space Wa(p) that would allow the
domination or the bounding by a simpler chain. Instead, we use an approach that is closely related
to the control method of [27], and to the small set approach of [30, 37]: Checking that the arrival
scenario includes strong erasing words, guaranteeing that all versions of the Markov chain coalesce to
the empty state. Then, the unique version of the chain can be simulated from that instant on, instead
of simulating all trajectories of the chains for all possible initial values.

Specifically, suppose that (G, ¢) admits strong erasing words, and suppose that we dispose of a dic-
tionary . (p) of 2C-strong erasing words of length 2p. Let us consider Algorithm 1.

Then we have the following result,

Theorem 3. Suppose that for some p € Ny, there exists a 2C-strong erasing word of Wa(p). Then,
the Markov chain (Uy),, cy is uniformly ergodic. Moreover, Algorithm 1 terminates almost surely, and
its output is sampled from the stationary distribution m on Wy (C).

Proof. Let z be a 2C-strong erasing word of length 2p for (G, ¢). For all w € Wy(C) and for all
compatible ¢, " € §*, from (ii) of Definition 6 we get that
‘Wtf)(wzl C ot Z2r, CC{ o Cér)‘ S ‘W¢(w7 <)| S 207

for any even prefix z; - - - z9, of z. In particular, the 2C-finite buffer system operates exactly like the
corresponding infinite buffer system along the input (z,(’), because no element is lost because of a
full buffer. In particular, conditional on the input being (z,({’) over the time interval [1,2p], with
obvious notation we get that

Uz;{w},c — U;}:w} — W¢(’U}Z,C<I) - (Z)a (36)
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Data: A probability distribution v on V, a set .#,(p) of strong erasing words of length 2p
2+ 0;
for j <« —p to 1 do

draw (vy;, C2j, v2j+1,C2j41) from p@ vy @ p@ vy ;

Z 4= 2v; ; /* We construct the arrival scenario from time —2p to time —1 and

set z =21 Zop = V_gp- " V_1 */
end
14 —p;
while z is not an element of .%(p) do
14— 1—1;

draw (va;, C2i, V2i+1,C2j41) from p @ vy @ p vy 3
Z = V2iVU2i 412223 " " * Z2p—2 3 /* We update the last 2p arrivals backwards in time,

2 by 2, until we reach the first strong erasing word of length 2p */
end
L i+p;
U<« 0 ;/* We reset the system just after the arrival of the strong erasing
word, and assign to U the empty set. */

while ¢ < 0 do
U +— (U ®¢ (v2i,C2i)) ©p (V2i41,C2i+1) /* We now transition the chain U at even
times until time O. */
14—1+1;
end
return U.

Algorithm 1: Simulation of the stationary probability of U - Matching model with finite buffer.

applying (i) of Definition 6 in the last equality. Let us now set
N~ :=inf {n > 0: for some p, V_2,V_9n41 - V_g(n—p)—1 is a 2C-strong erasing word for (G, gb)} ,

which is set to oo if the above set is empty. Then any model started before time —2N~ is empty at
time —2(N~ — p). This implies that for all n > N~ for all w,w’ € Wy(C), we get that

U7{Lw}7C 0f™ " = Ur{lw'},C 00" = Ui@},C o af(N_fp)’

that is, the buffer content at time 0 of a system started empty at time —(N~ — p) (on the even time
scale). In other words, N~ is a backwards coalescence time for the 2C-finite buffer system. Clearly,
from the IID assumptions, it is a.s. finite whenever (G, ¢) admits a 2C-strong erasing words. In that
case, the backwards coalescence time is successful (in the terminology of [18]), and so the output of
Algorithm 1, which is precisely U{Em”c 0§~ (N"=P) is sampled from the unique stationary distribution
of (Un),,cy from Theorem 4.1 in [18]. From Theorem 4.2. in [18], this is equivalent to saying that the
chain is uniformly ergodic. |

Algorithm 1 terminates as soon as 2p consecutive arrivals form a 2C-strong erasing word of our
dictionary .#3(p). Then (and only then), the buffer content at even times (U,), oy is simulated
until time zero, and its value at that time is precisely distributed from the stationary distribution of
(Un),en- Clearly, the efficiency of Algorithm 1 resides in the ability to determine the largest possible
dictionary .#(p) of 2C' —strong erasing words of length 2p. For this, one is led to apply combinatorial
arguments similar to the proof of Proposition 7. Clearly, the very existence of such a dictionary .5 (p)
and its construction are highly dependent on the graph geometry, and a more complete study in that
direction is left for future research.

Notice, however, that the argument in the proof of Proposition 7 suggests a crucial shortcut to the
‘brute force’ numerical task of testing whether all arrival scenarios of length 2p in a given set of interest
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are 2C-erasing words. If ¢ is sub-additive, it is indeed sufficient to fix a given length ¢, and checking
the 2-strong erasing property for all words of length 2¢ in a given subset of words of interest. Then, all
combinations z!--- 2% of C (possible equal) such 2-strong erasing words is itself, a 2C-strong erasing
word of length 2Cq for (G, ¢). Then, we can apply Algorithm 1 to p = Cq, and taking as dictionary
F(Cq), the set of all such combinations of 2-strong erasing words.
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A PROOF OF PROPOSITION 6

A Proof of Proposition 6

As will be clear below, the arguments of this proof do not depend on the drawn lists of preferences,
as long as they are fixed upon arrival. For notational convenience, we thus skip this parameter from
all notations (i.e. we write for instance Wy (u) instead of Wy (u,s), and so on). We first show that any
admissible word of size 2 admits an erasing word y; so let us consider a word ij where i+£j.

As G is connected, ¢ and j are connected at distance, say, p > 2, i.e. there exists a shortest path
i—i1—...—ip_1—j connecting i to j. If p is odd, then just set y = iyis...i,—1. Clearly, Wy(w) = 0 and
as the path has no short-cut, in My(ijz) i1 is matched with 4, i3 is matched with iz, and so on, until
ip—1 is matched with j. So Wy(ijy) = 0, and (15) follows.

We now assume that p is even. Set y* = iyis...ip—17p—1. Then, in M¢(ijy1) 11 is matched with 1, i3
with 42, and so on, until both j and i,_o are matched with an i,_; item. So Wy(ijy') = 0, however
Wy(y') = ip_1ip—1. But as G is non-bipartite, it contains an odd cycle. Thus (see e.g. the proof of
Lemma 3 in [29]) there necessarily exists an induced odd cycle in G (meaning that no shortest path
exist between two of its nodes), say of length 2r + 1, r > 1. As G is connected, there exists a path
connecting i,_1 to any element of the latter cycle. Take the shortest one (which may intersect with
the path between i to j, or coincide with a part of it), and denote it ip—1—ji1—jo—...—jq—k1, where
ky is the first element of the latter path belonging to the odd cycle, and by k1 —ko—...—ko,+1—Fk1, the
elements of the cycle. See an example in Figure 9.

i1

_j3 kort1 kris  krio
) *—9
.7q k‘2r
k1
~—
k2 kS kr kr+1

Figure 9: The path from ¢ to j and then to an odd cycle

Then set
Y2 = jij1jado--dadok1kikaks..karkori1.

We are in the following alternative:

e if ¢ is even, then in My (y'y?) the two nodes i,_; are matched with the two nodes j;, the two ja
with the two j3, and so on, until the two j, are matched with the two £y, and then, as the cycle
is induced, ko is matched with ks, k4 with ks and so on, until kg, is matched with ky,41. On
the other hand, in M, (y?), the two j; are matched with the two jo, the two j3 with the two ja,
and so on, until the two j,_; are matched with the two j,. Then, a k; is matched with &y, k3
with k4 and so on, until kap_1 is matched with ko, and kgp1q is matched with the remaining ;.

e if ¢ is odd, then the edges of M,(y'y?) are as in the first case, until the two nodes Jq—1 are
matched with the two nodes j,. But then, whatever ¢ is, one of the two nodes k; is matched
with kg, k3 with k4, and so on, until ksp—; is matched with kap, and kapy1 is matched with the
remaining k1. Also, in My (y?), the two j; are matched with the two j2, the two j3 with the two
Ja, and so on, until the two j,_o are matched with the two j,—1. Then, the two j, are matched
with the two kq, ko is matched with k3, and so on, until ky, is matched with kg,qq.
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B PROOF OF ASSERTION (II) OF PROPOSITION 7

In both cases, we obtain that both Wy (y'y?) = 0 and that Wy (y?) = (. In particular, as Wy (ijy') = 0
we have W¢(z’jy1y2) = (). Therefore y = y'y? is an erasing word for ij. See an example in Figure 10.

& U N N e . [(F S0

i j i1 iz i3 ip2ip1ip1 J1  J1 J2  J2 Jg-13g—1 Jqg Jdq k1 ki kz k3 kg kopr1korkary1

N D DN RS ) (R (R D D

i1 i i3 iy ip3ip2ip 1 ip1d1 J1 J2 J2 33 3 Jg23q23g1Jd¢g13dq Jq k1 ki ka k3 korkorqq

Figure 10: The two perfect matchings Mycpy (i7y1y?) and Mycpy (y1y?), for an even p and an odd q.

We now consider any word v € Wy, say u = ujus...ug,, . First, as we just proved, there exists an erasing
word, say z', for the two-letter word Ugr, —1U2r, . In particular, we have that Wy (uQn,luerzl) = 0.
Thus, the sub-additivity of ¢ entails that

[Wy (uz")| < [Wy (wrug...ugr, —2)| + [We (uzr, —1uzr, 2") | = [Wy (w)] — 2,

in other words the input of z! strictly decreases the size of the buffer content u, that is, if we let
u? = Wy (uzl)7 then u? is of even length 2ry, where ro < 1. We then apply the same argument as
above for u? instead of u: there exists an erasing word 22 for the two-letter word u%rrlugr2 gathering
the last two letters of u2, so as above,

W (uz'22) | = [Wy (u2%)| < [W (w?)| = 2.
We can continue this construction by induction, until we reach an index ¢ such that
Wy (uz'z?..2%) = 0. (37)

Observe that, as z1,...z¢ are all erasing words, we have that Wy(z1) = Wy (22) = ... = Wy(z%) = 0.
Thus Wy (2122...2%) = (), which shows, together with (37), that z = 2!22...2¢ is an erasing word for u.

B Proof of assertion (ii) of Proposition 7

We first need the following lemma,

Lemma 2. Any connected non-bipartite graph G = (V,E) can be spanned by an odd cycle, i.e. there
exists an odd cycle € = ci—ca— -+ —Caq—Caq+1—C1, n which all the nodes of V appear at least once.

Proof. As GG is non-bipartite, G contains an elementary odd cycle ¢ = k1—ko— -+ —kop—Fkopy1—Fki.
Let s € N be the number of nodes of ¥V which do not appear in the latter cycle, and denote by i1, ..., is,
these nodes. By connectedness, there exists for any j € [1, s], a minimal path P; of length, say, ¢;,
from k; to 4;. Then, we can connect k; to itself by following, first, the cycle €, and then all the paths
P; from ki to i; and then the reversed path of P; from 4; to ki, successively for all j € [1,s]. The
resulting path is a cycle connecting to k1 to itself and spanning the whole set V, and its length is

A1+ 2;=2[p+> 4| +1=:2¢+1,
j=1 j=1
an odd number. [
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B PROOF OF ASSERTION (II) OF PROPOSITION 7

We can now prove assertion (ii) of Proposition 7 for G any non-bipartite graph, and ¢ = LCFM. First,
from Lemma 2, there exists a cycle ¢’ = ¢;—cy—...—c2411 that spans the graph G. We then let 2! be
the word consisting of all the nodes of ¥ visited 4 times in that order, i.e.

1
Z° = C1€2...C2¢41C1...C2¢+1C1.--C2¢q+1C1-..C2g41-

We drop again the lists of permutations from all notation. Clearly, we have that

5({61,62,...,62q+1}) = V, (38)

and, as ¢ is a cycle, Wicpi(2) = 0, as for any admissible policy. Second, as % is a cycle it is also clear
that any prefix of z! of even size is completely matchable by any admissible policy. Thus, for any w
Now fix 4 and j in V such that i/j. To show that z! is a 2-strong erasing word, we need to check that
Wiern(ij2%) = (0. For this let us define the following sets for k € {i,j},

H(k) = {even indexes 2¢ in [1,2¢ + 1] : cor—k};
O(k) = {odd indexes 20+ 1 in [1,2q + 1] : c2p41—k}.

We are in the following alternative:

Case 1: O>i) U O(j) # 0, i.e. i or j (or both) neighbor a node of odd index in €. Let 2p+1 =
min O(#) UO(j). First observe that, by the definition of LoFM all items of even indexes in [1, 2p]
are matched with the immediate preceding item of odd index, so the entering cg,+1 item finds
only ¢ and j in the system, and is matched with j if copq1—j, or with 4 if j/£copy1 and i—copy1.
Let us assume that we are in the first case, the second one can be treated analogously. So we
have Wicen (ijci1...cop41) = @. Let us now define

H(i) = {even indexes 2¢ in [2p + 2,2q] : cor—i}.
We have three sub-cases:

Sub-case la: H(i) # 0. Set 2r = minH(i). Then the 7 item is matched with co,. Indeed, in LCFM all
items of odd indexes in [2p + 2, 2r] are matched with the immediate preceding item, even
if they are compatible with ¢. Then, after the ¢ item is matched with the cg, item, all items
of odd indexes in [2r + 1,2¢ — 1] (if the latter is non-empty) in the first exploration of &
are matched with the immediate following item, until the first cgq41 item is matched with
the second ¢y item. After that, in the second exploration of % all items of even nodes are
matched with the following item of odd index, until the second cy, item is matched with
the second 2g + 1 item, so we get a perfect matching of ij with the first two explorations
of €. Then the last two visits of € are perfectly matched on the fly, since € is a cycle. So
WL(?Fhrl(ijzl) = 0.

Sub-case 1b: H(i) = @ and O(i) # 0. Due to the LCFM policy, in the first exploration of € all odd
items are matched with the immediate preceding item of even index, until ca441, in a way
that Wicem(ijci...cog4+1) = 4. Let 2s4+1 = min O(¢). Then the remaining ¢ item is matched
with the second cos41, since in LCFM, all items of even indexes less than 2s 4 1 that are
compatible with i, are matched with the preceding item of odd index. After that, if s < ¢
then all remaining items of even indexes in the second exploration of € are matched with
the immediate following item, until the second cy4 item is matched with the second cag41.
Thus Wy (ijz') = 0, and we conclude as in 1a.

Sub-case lc: H(i) = 0 and O(i) = 0. From (38) there necessarily exists an even index (take the
smallest one) 2u € 2, 2p] such that i—cg,,. Then, as in 1b we have Wi cpy (ijc1...C2441) = 1.
Then, in the second exploration of %, in LCFM all items of even indexes are matched
with the preceding item of odd index, until the second caq41 remains unmatched, i.e.
Wiee (8jC1...C2q41€1...C2g41) = iC2g+1. Then the remaining coqy1 item is matched with the
third ¢;, and in the third visit of &, all items of even indexes are matched with the following
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C PROOF OF (III) OF PROPOSITION 7

item of odd index, until cg, is matched with i. To finish the third exploration, if © < ¢ then
all items of odd index in [2u+ 1,2¢ — 1] are matched with the following item of even index,
until the third cgq41 remains alone unmatched, i.e. Wycpy (i5¢1...C2g+1€1-..C2g+1€1.-C2g41) =
Caq+1- At this point, the forth ¢; is matched with the third cpq41, and then in the fourth
exploration of € all items of even index are matched with the following item of odd index,
until the last ¢y, is matched with the last coq41 item. We end up again with Wiera(ij2t) =

0.

Case 2: O(1)UO(j) = 0. Inthat casei and j both have only neighbors of even indexes in ¢, in particular
from (38) H(i) and H(j) are both non-empty. Let 2p = min H(¢) and 2p’ = min H(j). Again
from the definition of LCFM, in the first exploration of %, all items of even indexes are matched
with the preceding item of odd index, until cgq4+1 remains unmatched, so Wigpy (ijc1...Coq+1) =
ijcag+1. Then the first coq11 item is matched with the second ¢;, and if 2 < min(2p,2p’), in
the second exploration of € all items of even index in [2, min(2p, 2p’) — 2] are matched with the
following item of odd index. We have again, two sub-cases:

Sub-case 2a: p’ < p, so in LCFM the j-item is matched with the second cgp,. In the second exploration of
¢, after the cgp, item has been matched with the j item, if p < ¢ all items of odd indexes in
[2p+1,2g—1] are matched on the fly with the immediate following item of even index, until
only the second cg441 item remains unmatched, so Wicpy (i¢1...C2¢4+1€1-..C2q41) = iC2g+1-
Then the second cy441 is matched with the third c;. In the third exploration, if p > 2, all
items of even indexes in [2,2p — 2] are matched with the following item, until the ¢z, item
is matched with ¢. We then conclude as in 1c, and end up again with WLCFM(ijzl) = 0.

Sub-case 2b: p < p/, so the i-item is matched with the second cg,. Then the j item remains to be
matched, and we conclude exactly as in 2a, by matching the j item with the third cy)
(instead of ¢ with the third c¢pp). This concludes the proof.

C Proof of (iii) of Proposition 7

We now turn to the proof of (iii) of Proposition 7. Take G, the odd cycle ¢1—co—...—caq+1 and
¢ = FCFM. We set

Z=Z2221=C1C2" " C2¢C2q41C1C2 " * * C2¢qC2¢q4+1C1C2¢+1C2q * * - C2C1C2¢+1C2¢ * * * C2,

namely, twice the word Z exploring the cycle in increasing order, and then twice the word % exploring
the cycle in decreasing order.

Let us first take the case of a two-letter word c;c;, where 7, j are two nodes of G such that ¢ < j and
i+#j. Then we have the following sub-cases:

Case 1 : i is even, j is odd. In that case, in Mycpy(ij2), the first incoming cp-item is matched with
the first incoming co-item, the first c3 with the first ¢4, and so on, until the first ¢;_;-item
is matched with the stored c;-item. Then, the first incoming c¢;-item is matched with the first
incoming c;41-item, the first ¢; ;o with the first ¢;; 3, and so on, until the first incoming c;_;-item
(remember that j — 1 is even) is matched with the stored c;-item. Then all subsequent letters
(from the first incoming ¢; item to the end of the second word %), are immediately matched 2 by
2 in order of arrivals. As they is an even number of such letters, all letters have been matched
and we get Mycpu(cicjz) = 0.

Case 2 : i and j are both even. Then, as in Case 1, in Myepu(cicj2z) the first incoming ¢; is matched
with the first incoming co, the first ¢z with the first ¢4, and so on, until the first ¢;_;-item is
matched with the stored ¢;-item. Then (if 7 > ¢ +4), the first incoming ¢;-item is matched with
the first incoming ¢; 1-item, the first ¢; o with the first ¢;1 3, and so on, until the first incoming
¢j—4 is matched with the first incoming c;_s. Then, in FCFM, the first incoming c;_; is matched
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with the stored c;-item, so the first incoming ¢;_» (which is precisely the first incoming ¢;-item if
J = i+ 2) remains unmatched. Then, the first incoming ¢; gets matched with the first incoming
¢j+1, and so on, until the end of the first Z, where cy, is matched with cpqy1. We get that
Weerm(cicjZ) = ¢j—2. Then, in the second Z, all letters of even indexes of the second 2 are
matched with the immediately preceding item of odd index, until the second c;_4 is matched
with the second c¢j_5. Then, the second c;_3 is matched with the stored c;_o of the first 2.
Then, as j — 2 is even, we conclude the second z by matching items of odd indexes with the
immediately preceding item of even index, until the second ca441 is matched with the second
Coq- We thus get Wicpu(cic;Z2) = 0 and thus, clearly,

VVmeIvI(CiCjZ) = W<‘C]<‘Iv[(§§) = {.
Case 3 : i is odd and j is even. Then,

Sub-case 3a : i > 3. In that case, in the first 2" all letters of even index are matched with the preceding
item of odd index, until ¢;_3 is matched with ¢;_4 (if ¢ > 5). Then, ¢;—; is matched with
the stored c¢;-item, and then the first incoming ¢; is stored with the successive ¢;y1, and
then (if j > i 4 4), all elements of Z of even indexes are matched with the immediately
preceding element of odd index, until ¢;_o is matched with c;_3. Then, ¢;_; is matched
with the stored c;-item, and then, until the end of the first Z, items of odd indexes are
matched with the immediately preceding element of even index. So

Wrorm (Cicj Z) = Cj—2.

Then,

x If ¢ > 7, in the second Zz| elements of even indexes are matched with the immediately
preceding element of odd index, until ¢;_5 is matched with ¢;_g. Then the second ¢;_3
is matched with the stored c¢;_o, whereas ¢;_4 remains at first unmatched. Then, all
elements of even index are matched with the immediately preceding element of odd
index, until cy4 is matched with caq—1. So we get

WFCFM(Cing'Z) = C;—2C2¢+1- (39)
We then show the following result:
For any odd k > 3, Wicru(Creag+12%2) = 0. (40)

Indeed, in the first Z, ¢; is matched with the stored coq+1, and then any element of even
index ¢ is matched with the immediately preceding element of odd index ¢ + 1, until
Ck+3 is matched with cpiq (if & < 2¢ — 3). Then, the first cgx41 is matched with the
stored ¢, and cjyo remains at first unmatched. Then, in the first Z all elements of even
index ¢ are matched with the element of odd index ¢ + 1, until ¢; remains unmatched.
So we get Weicpv(crcog+12) = cry2ci. Last, in the second Z, caq41 is matched with
the stored ¢, and then each element of odd index ¢ is matched with the immediately
preceding element of even index £+ 1, until (if & < 2¢—5) the second ¢4 gets matched
with the second c¢gy5. Then, the second cy43 gets matched with the stored cy42, and
then, in the remainder of the second Z all elements of even index ¢ are matched with
the immediately preceding element of odd index £+ 1, until ¢, is matched with c3. We
finally obtain that Wicew(ckc2q+12 2) = 0, which completes the proof of (40).

Last, from (39) and (40), we obtain that

WFCFRI(CiCjzggg) = WFCFI\rI(ci7262q+1 EE) = 0.

x If i = 5, the second ¢y is matched with the stored c3. Then, in the second Zz, ¢;
remains at first unmatched, and then all elements of even index are matched with the
immediately preceding element of odd index, until cy, is matched with ca;—;. Then
the second co441 gets matched with the stored ¢;, and so Wiepu(cic;Z2) = 0, implying
in turn that

WFCFM(CiCjZZ:Z_:Z_) = WFCFB’I(EE) =0.
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x If 4 = 3, then, for the first ¢o is matched with the stored cq, and then in 2, any element
of even index until ¢;_o is matched with the immediate preceding item, until c¢;_; is
matched with the stored c;. Then, in the first Z, any item of odd index is matched
with the immediate preceding item of even index, until ca41 is matched with ca,. So
Weerm(cscj Z) = ¢1. Then, in the second Z, ¢y is matched with the stored ¢4, the second
incoming ¢; remains at first unmatched, and then in the second Z, any item of event
index is matched with the immediate preceding item, until ¢y, is matched with cpq_1.
Finally, the last coq41 is matched with the stored ¢, 50 Weepn(csc;j 2Z) = 0, and thus

WFCFM(CSCj Z) = WFCFI\&(EE) = 0.

Subcase 3b : ¢ = 1. Then in 2| ¢y is matched with the stored ¢y, and then any item of even index until
¢j, is matched with the immediate preceding item of odd index, until ¢;_; is matched with
the stored c;-item. Then, exactly as is in the sub-sub-case above for ¢ = 3, we get that
Wierm(c1¢j Z22) = 0 and thus Wicew(ci¢j 2) = 0.

Case 4 : i and j are both odd. Then (if ¢ > 3), in the first 2’ all elements of even index until ¢;_3 are
matched with the immediate preceding item. Then, c¢;_; is matched with the stored c¢;, and so
¢i—2 is at first unmatched. Then (if j > i+4), all items of even index until ¢;_3 are matched with
the immediate preceding item. Then, c;j_5 is at first unmatched, whereas c;_; with the stored
¢;j. Then, all remaining elements of 2’ are matched right away two by two until caq—1 is matched
with caq. So Wecru(cicj 2) = ci—acj_2c2g+1 Then, in the second Z, ¢; is matched with the stored
Ca2g+1, and then all pairs of elements (if any) between ¢z and ¢;_4 are matched two-by-two. Then,
¢i—1 is matched with the stored ¢;_s, and then all pairs of elements (if any) between ¢; and ¢;_s
are matched two-by-two. Then c;_4 remains unmatched, and c;_3 is matched with the stored
cj—2. To finish the second 2, all elements between c;j_o and cp4 are stored two-by-two, and so
we obtain that Wicew(cicj 27) = ¢j_acaq+1. But as j — 4 is an odd number, we can apply (40),
to conclude that

WFCFM(CiCjZ) = WFCFM(Cj7402q+1 55) =0.

As a first conclusion, we obtain that for all i < such that ¢;/¢j, Weeru(cje; 2) = 0. But it is immediate
that whenever ¢ and j are such that j < ¢ and ¢;#c;, we also have that

Wicra(cicj 2) = Wearu(cjei 2) = 0.
Last, it can be proved exactly as in Case 2 that if ¢ is even Wicpy (cic; 22) = 0, and so Wicpw (cici 2) = 0.

All the same, exactly as in case 4, we get that if ¢ is odd, Weepm(cici 2Z) = cicagr1 for some off index
k. Using (40), we conclude again that Wyepy(cic; 2) = 0, which concludes the proof.
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