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Abstract (210/250 words max)

Reward prediction error (RPE) signals are crucial for reinforcement learning and decision
making as they quantify the mismatch between predicted and obtained rewards. RPE
signals are encoded in the neural activity of multiple brain areas, such as midbrain
dopaminergic neurons, prefrontal cortex and striatum. However, it remains unclear how
these signals are expressed through anatomically and functionally distinct subregions of the
striatum. In the current study, we examined to which extent RPE signals are represented
across different striatal regions. To do so, we recorded local field potentials (LFPs) in
sensorimotor, associative, and limbic striatal territories of two male rhesus monkeys
performing a free-choice probabilistic learning task. The trial-by-trial evolution of RPE during
task performance was estimated using a reinforcement learning model fitted on monkeys’
choice behavior. Overall, we found that changes in beta-band oscillations (15-35 Hz), after
the outcome of the animal’s choice, are consistent with RPE encoding. Moreover, we provide
evidence that the signals related to RPE are more strongly represented in the ventral (limbic)
than dorsal (sensorimotor and associative) part of the striatum. To conclude, our results
suggest a relationship between striatal beta oscillations and the evaluation of outcomes
based on RPE signals and highlight a major contribution of the ventral striatum to the
updating of learning processes.

Significance Statement (120/120 words max)

Reward prediction error (RPE) signals are crucial for reinforcement learning and decision
making as they quantify the mismatch between predicted and obtained rewards. Current
models suggest that RPE signals are encoded in the neural activity of multiple brain areas,
including the midbrain dopaminergic neurons, prefrontal cortex and striatum. However, it
remains elusive whether RPEs recruit anatomically and functionally distinct subregions of
the striatum. Our study provides evidence that RPE-related modulations in LFP power are
dominant in the striatum. In particular, they are stronger in the rostro-ventral rather than the
caudo-dorsal striatum. Our findings contribute to a better understanding of the role of striatal
territories in reward-based learning and may be relevant for neuropsychiatric and
neurological diseases that affect striatal circuits.
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1. Introduction (552/650 words max)

The striatum is the major component of the basal ganglia, and it plays a key role in
reward-guided learning under the influence of ascending dopaminergic projections from the
ventral midbrain. Indeed, dopaminergic neurons are known to encode the difference
between received and expected rewards, the so-called reward prediction error (RPE)
(Schultz, 2007; Fujiyama et al., 2015; Schultz, 2016a, 2016b), which is crucial for updating
action values in reinforcement learning models (Sutton and Barto, 1998). Previous
neurophysiological studies on primates’ and rodents’ striatum have shown that subsets of
output neurons (Roesch et al., 2009; Oyama et al., 2010; Asaad and Eskandar, 2011) and
putative interneurons (Apicella et al., 2009; Stalnaker et al., 2012) may carry RPE signals to
promote reward-guided learning. Functional neuroimaging studies in humans have also
highlighted the role of the striatum in encoding RPEs (O’Doherty, 2004, 2007; Bray and
O’Doherty, 2007; Brovelli et al., 2008; Valentin and O’Doherty, 2009; Park et al., 2012;
Kumar et al., 2018; Pine et al., 2018; Calderon et al., 2021) with a prominent contribution of
the ventral striatum, including the nucleus accumbens (O’Doherty, 2004; Abler et al., 2006;
O’Doherty, 2007; Hare et al., 2008). Given the functional specialization of striatal regions
based on the segregation of afferent input from cortical and limbic regions (Parent and
Hazrati, 1995; Haber, 2003), an important question is whether the processing of RPE signal
displays any degree of anatomical specificity and a functional gradient along the
sensorimotor to limbic axis.

Among the measures of neural activity that may serve as physiological markers for RPEs
in different subdivisions of the striatum, local field potential (LFPs) are a good candidate,
because they reflect synchronous changes in activity of neuronal populations at a finer
time-scale and with a greater anatomical resolution than functional neuroimaging techniques
(Goldberg, 2004; Brown and Williams, 2005; Buzsáki, 2006). A large body of evidence from
animal electrophysiology has shown that LFP oscillations can be recorded from the striatum.
In particular, striatal oscillatory activity in the beta-band (typically about 15–30 Hz) has been
linked to task performance, including motor and nonmotor aspects of behavior in both
rodents (Berke et al., 2004; Leventhal et al., 2012; Schmidt et al., 2013) and monkeys
(Courtemanche et al., 2003; Bartolo et al., 2014). In addition to movement control, striatal
beta-band modulation has been associated with motivational and cognitive processes, such
as reinforcement learning (Feingold et al., 2015), attention (Banaie Boroujeni et al., 2020),
cues utilization for action selection (Leventhal et al., 2012) reward expectation and detection
(Howe et al., 2011), including reward valuation (Schwerdt et al., 2020). Moreover, some
studies have pointed out that striatal beta oscillations and their relation to motor and reward
processing may occur in a regionally-dependent manner (Howe et al., 2011; Schwerdt et al.,
2020). Nevertheless, it remains unclear whether RPE signals during the processing of action
outcomes may influence striatal beta activity.

In the present study, we recorded LFPs from different sites across the striatum of two
macaque monkeys trained on a free-choice probabilistic learning task. Using a
behavioral-modeling approach for the analysis of monkeys’ choice behavior, we found that
LFP’s beta-band oscillations are related to RPE. The results show that beta-band correlates
of RPE signals are differently modulated along an axis defined from the rostro-ventral to the
caudo-dorsal striatum, suggesting a dominant RPE component in the first, rather than the
latter part.
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2. Material and Methods
2.1. Experimental procedure and data acquisition

2.1.1. Experimental setup and behavioral data
Two male adult rhesus monkeys (Macaca mulatta), monkeys F and T, were trained in an

instrumental free-choice probabilistic learning task. All procedures were approved by the
Institut de Neurosciences de la Timone Ethics Committee (Protocol A2-10-12) and were in
accordance with the principles of the European Union Directive 2010/63/EU on the
protection of animals used for scientific purposes. The surgically implanted monkeys were
head-restrained to allow for stable electrophysiological recordings in the striatum.

Both monkeys were involved in previous experiments studying single-neuron activity in
the striatum during performance of a task that involves reaching arm movements to a visual
target (Marche et al., 2017; Marche and Apicella, 2021). As shown in Figure 1A, the
experimental setup consisted of three targets (metal buttons of 10-mm in diameter) aligned
horizontally, at the monkey’s eye level, on a panel that was placed at a distance of 30 cm in
front of the animal. The distance between targets was 10 cm. A two-color (red and green)
light-emitting diode (LED) was located below each target. Monkeys were trained to hold a
metal bar, located on the lower part of the panel at their waist level, as a starting position for
the movement. A tube positioned directly in front of the animal’s mouth dispensed small
amounts of fruit juice (0.3 ml) as reinforcement. The liquid was delivered through a solenoid
valve which made a brief noise whenever it opened, potentially acting as a secondary
reinforcer in rewarded trials.
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Figure 1. Probabilistic learning task and choice performance. A) Sequence of events inside a
single trial. Each trial started with the monkey holding its hand on a metal bar. After a first visual
stimulus (‘cue’ onset, green LEDs on) lasting 0.5 s, a second visual stimulus (‘go signal’, red LEDs
on) was presented 1 s after 1 s delay the cue offset and instructed to instruct the monkeys to
perform a reaching movement to one of the three targets. After a variable delay depending on the
reaction time (RT) and the movement time (MT) of the monkeys, on target contact, the go signal
was turned off and the monkey immediately received an outcome (reward or not). Correlates of the
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RPE signals were examined in an 800 ms period (orange-shaded area) after outcome release. B)
Histograms representing the distribution of the motor response times (composed of RT + MT)
relative to monkey F and monkey T for both Easy and Hard conditions. Vertical lines represent the
mean of the distributions. BC) Experimental setup. Monkeys sat in a box with two openings, one for
the head and one for their right arm, in front of three target buttons with LEDs, that could be
reached with their right hand. An equally reachable metal bar placed under the middle button was
used as the starting position of a trial. CD) Evolution of RPE as a function of correct trials. Correct
trials are considered as the trials in which the monkeys chose to press the most rewarding button.
Data were pooled across blocks for each schedule (“Easy”, “Hard”) and each monkey. The solid
lines and shaded areas correspond to the mean ± standard error of the mean (SEM) of RPEs
computed by the Q-learning model. DE) Choice performance computed from monkeys behavior.
Data were pooled across blocks for each schedule (“Easy”, “Hard”) and each monkey. The solid
lines and shaded areas correspond to the mean ± standard error of the mean (SEM) of the
probability of choosing the most rewarding target as a function of trial number within a block. EF)
Choice performance computed from the Q-learning model. Data were pooled across blocks for
each schedule (“Easy”, “Hard”) and each monkey. The solid lines and shaded areas correspond to
the mean ± standard error of the mean (SEM) of the probability of choosing the most rewarding
target extracted trial by trial from the state-action transition matrix computed by the model.

A trial was initiated when the monkey kept its hand on the metal bar for 1 s, after which all
LEDs were lit with a green color for 500 ms (‘cue onset’ in Figure 1A). A fixed delay period
of 1 s followed the ‘cue offset’. At the end of the delay period, all LEDs turned red (‘go
signal’), which served as a trigger stimulus for choosing among one of the three targets.
Monkeys were trained to reach and touch one of the three possible targets. At target contact,
all stimuli turned off and a feedback, constituted solely by the presence or absence of the
reward, was provided to the monkeys. Liquid rewards were delivered according to a
predefined probabilistic reward schedule, and we kept the reward magnitude constant (0.3
ml) irrespective of the schedule. Regardless of the presence or absence of reward, monkeys
had to bring the hand back on the bar to initiate the next trial. A new trial began only if a total
of 6 s has elapsed from the initiation of the trial. Trials in which the monkey released the bar
before the onset of the go signal were aborted. Trials in which the monkey did not release
the bar within a maximum of 1s after trigger onset or in which it did not contact a target
within a maximum of 1s after bar release were excluded from subsequent analysis.

Monkeys were trained to perform the task under two probabilistic reward schedules. The
two conditions differed in the degree of uncertainty of reward delivery. In the “Easy”
condition, the reward probabilities associated with the three targets were (0.7, 0.15, 0.15). In
the “Hard” condition, the reward probabilities were (0.5, 0.25, 0.25). During a recording
session, the location of the target with the highest reward probability and the probabilistic
reward schedule were varied pseudorandomly across blocks of trials. Since no explicit signal
informed the monkey which of the targets was the most rewarding, the monkey's behavioral
strategy was to learn and ameliorate choices by trial-and-error. Each block lasted a varying
number of trials (30 to 80 trials) to prevent anticipation of a block transition by the number of
trials. For each trial, we measured the duration of the reaching movement, composed of the
reaction time (RT, defined as the time interval between the go signal and the bar release)
and the movement time (MT, from the bar release to the target contact), and the chosen
target.

2.1.2. Acquisition of neurophysiological data

We used conventional techniques for recording neuronal activity from striatum (Marche et
al., 2017; Marche and Apicella, 2021). Monkeys were implanted with a recording chamber
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targeting the striatum, centered on the anterior commissure (AC), which allowed vertical
access to the putamen and caudate nucleus with custom-made glass-coated tungsten
microelectrodes (impedance: 1–2.5 MΩ). The microelectrode was passed inside a stainless
steel guide tube lowered through the dura mater and advanced with a manual hydraulic
microdrive (MO95, Narishige, Tokyo, Japan). Recordings were made in striatal sites where
single-neuron activity was found, and the sites changed from one recording session to
another within the limits of the exploration area permitted by the chamber. LFP signals were
amplified (x 5000), bandpass filtered (3-150 Hz), and then sampled at 16.6 kHz by using a
Power1401 Analog-Digital converter and a multi-channel acquisition software (Spike2,
version 7.2; Cambridge Electronic Design, UK).

2.1.3. Histological reconstructions
Recording sites were histologically verified in both animals, using several electrolytic

lesion marks in the putamen anterior and posterior to the AC (Marche et al., 2017; Marche
and Apicella, 2021). Upon completion of electrophysiological recordings, monkeys were
deeply anesthetized by using pentobarbital and perfused with 4% paraformaldehyde.
Coronal brain slices (40 μm thickness) containing the striatum were prepared and stained
with Cresyl violet to identify the lesion marks. Electrode penetrations were reconstructed in
serial sections through the striatum in each monkey.

2.2. Behavioral learning model
In order to model behavioral choices and to estimate the evolution of RPEs during

learning, we used a standard modeling approach based on animal associative learning
theories (Dickinson, 1980; Wasserman and Miller, 1997). We assumed that probabilistic
learning resides in the computation of cue-response-outcome associations, whose strengths
depend on the contingency and contiguity of the events (Rescorla, 1991; Dickinson, 1994;
Wasserman and Miller, 1997; Balleine and Dickinson, 1998). To quantify the evolution of the
associative values and RPEs (i.e., the discrepancy between the observed and predicted
outcome), we implemented the Rescorla-Wagner model (1972) as a form of the Q-learning
algorithm (Watkins and Dayan, 1992) from reinforcement learning theory (Sutton and Barto,
1998). The Q-learning model has been largely used in previous neuroimaging and
neurophysiological studies, and it represents a standard approach for behavioral-modeling
for the analyses of neural data (Schultz, 2006; O’Doherty et al., 2007).

Briefly, the Q-learning model updates action values through the Rescorla-Wagner learning
rule (1972) expressed by the following equation:

(1)𝑄
𝑎
(𝑡 + 1) = 𝑄

𝑎
(𝑡) + λ · ∆𝑄

where corresponds to the value of action a = 1, 2, 3 (three possible movements to 3𝑄
𝑎
(𝑡)

targets) at trial t, and is the learning rate (usually ranging from 0 to 1). corresponds toλ ∆𝑄
the update value, also called Reward Prediction Error (RPE):

(2)∆𝑄 = 𝑅𝑃𝐸 = 𝑟(𝑡) − 𝑄
𝑎
(𝑡)

where models the type of outcome (i.e., equals 1 for rewards, 0 otherwise). Action values𝑟 𝑟
are then transformed into probabilities according to the softmax equation:𝑄

𝑎
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(3)𝑃
𝑎
(𝑡) = 𝑒𝑥𝑝(β𝑄

𝑎
(𝑡)) / 

𝑎
∑ 𝑒𝑥𝑝(β𝑄

𝑎
(𝑡))

The coefficient β is termed the inverse ‘temperature’: lower β (less than 1) causes all actions
to be (nearly) equiprobable, whereas higher β (greater than 1) amplifies the differences in
association values. For each block of trials we fitted separately two free variables of the
model: the learning rate of the learning rule (λ) and the inverse of the temperature used by
the softmax function (β). To do so, we used a grid-search approach to find the best fitting
couple of values, varying the value of λ from 0.1 to 1 (in steps of 0.01) and of β from 1 to 10
(in steps of 0.2). We identified the set of parameters that best fitted the behavioral data using
the log-likelihood of the probability to make the action performed by the animal, computed as
follows:

(4)𝐿 =
𝑡
∑ 𝑙𝑛 𝑃

𝑐ℎ𝑜𝑠𝑒𝑛
(𝑡)

The set of parameters associated with the maximum log-likelihood were used for the
estimate of RPEs.

A Q-learning model was fit to the behavioral data of each learning block separately. This
produced a set of model parameters (i.e., learning rate and inverse ‘temperature’ β) forλ
each learning block.

2.3. LFP data analysis

2.3.1. Preprocessing of LFP data
LFP signals were preprocessed using a 50Hz notch filter and a band pass filter between 1

and 140 Hz. LFP time series were epoched and aligned on target contact (i.e., outcome
onset), termed the outcome period. Visual examination was performed to remove recordings
where the LFP activity was contaminated by the spiking activity of surrounding neurons at
the sites of LFP recording, despite a low-pass filter being applied on data. Trials with evident
electrical artifacts were also discarded. We discarded 28 blocks of trials out of a total of 222
blocks for monkey F and 72 blocks of trials out of 213 for monkey T. In most of the cases,
those trials presented a broad-band increase in power visible when computing the
time-frequency map. Baseline activity was considered as the LFP data in a time interval from
-550 ms to -50 ms relative to cue onset. Filtered LFP signals were epoched into 0.8 s
epochs aligned on target contact and downsampled to 1000 Hz for further analysis. Since
each block lasted a varying number of trials per block (30 to 80 trials), we considered for
subsequent analysis the first 25 trials in each block. This was motivated by the need to have
an equal number of trials across blocks. Overall, the final dataset consisted of 194 blocks for
monkey F (114 “Easy” + 80 “Hard”) and 141 blocks for monkey T (78 “Easy” + 63 “Hard”).

2.3.2. Single-trial estimates of LFP power spectra
In order to estimate single-trial and time-frequency representation of LFP power, we used

the Morlet wavelet method (Cohen, 1995). Power spectra were computed on 55 frequency
steps, logarithmically spaced, in the range between 8Hz to 120Hz, and in a period of time
lasting 0.8 s after target contact, corresponding to the outcome period. This temporal window
was selected in order to focus on post-outcome relevant signals and to avoid contamination
by monkeys’ movements (e.g. arm movements) and by sporadic artifacts happening when
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the monkey touched the metal bar to return to starting position. The number of cycles used
for each band was equal to its frequency divided by 4, in order to obtain wavelets of the
same length (i.e., time duration, in this case 250 ms) for each frequency band. We computed
the relative change of the time-frequency power of the LFP with respect to the baseline
power. With this procedure, we obtained a single-trial time-frequency representation of
normalized LFP power for each recording block.

In order to estimate single-trial and band-limited time courses of LFP power, we used the
multitaper method based on discrete prolate spheroidal (slepian) sequences (Percival and
Walden, 1993; Mitra and Pesaran, 1999). To extract single-trial beta-band power, LFPs time
series were multiplied by k orthogonal tapers (k=4) (0.33 s in duration and 12 Hz of
frequency resolution), and then Fourier-transformed. The monkeys-specific central
frequency (25 and 30 Hz for monkey F and monkey T, respectively) for the beta estimation
were established after a statistical analysis performed between time-frequency maps of
rewarded and unrewarded trials. Thus, the beta power for monkey F was computed on a
frequency range of 19-31Hz, and the beta power for monkey T was computed on a
frequency range of 24-36 Hz.

2.3.3. Information theoretical analysis of LFP data

We used information-theoretic metrics to quantify the statistical dependency between the
band-limited beta-band power and RPE signals. To this end, we computed the mutual
information (MI) between the single-trial and time-resolved LFP power and the behavioral
variable. As a reminder, MI is defined as:

(5)𝐼(𝑋; 𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌)

where the variables and represent the trial-by-trial power of the LFP and RPEs,𝑋 𝑌
respectively. is the entropy of , and is the conditional entropy of given .𝐻(𝑋) 𝑋 𝐻(𝑋|𝑌) 𝑋 𝑌
Entropy estimates were computed using a semi-parametric binning-free Gaussian-Copula
approach (Ince et al., 2017). In brief, the GCMI approach exploits the fact that MI is invariant
under monotonic transformations of the marginals. This result can be exploited to render the
joint distribution of the variables Gaussian by means of local transformations on the
marginals, using the so-called Gaussian copula. GCMI therefore requires transforming the X
and Y variables so that the marginal distributions are a standard normal. This
copula-normalization involves calculating the inverse standard normal cumulative density
function (CDF) value of the empirical CDF value of each sample, separately for each input
dimension (i.e., sum-rank computation). Then, entropy values can be estimated using a
standard covariance-based formula for Gaussian distributed random variables. We also
included a parametric bias-correction for the estimate of the entropy values, which is an
analytic correction to compensate for the bias due to the estimation of the covariance matrix
from limited data (i.e., limited number of trials). In fact, the limited sampling bias is known to
affect the estimation of information theoretical measures (Panzeri and Treves, 1996). The
Gaussian-Copula Mutual Information (GCMI) is a robust rank-based approach allowing to
detect any type of relation as long as this relation is monotone. Since the current analyses
involve univariate continuous variables, such information theoretical analysis is equivalent to
a Spearman rank correlation approach.
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2.4. Statistical analysis

2.4.1. Statistical analysis of behavioral data and model parameters
In order to quantify the evolution of learning during each learning block, we computed the

probability of choosing the most rewarding target as a function of trial number. To do so, we
pooled data across blocks for both schedules (“Easy”, “Hard”) and averaged the binary
outcomes across blocks. In order to quantify potential differences in learning processes
across conditions and animals, we performed a two-way ANOVA on each of the learning
model parameters (i.e., learning rate and inverse ‘temperature’ β). The first factor was theλ
monkey (T and F) and the second was the experimental condition (“Easy” and “Hard”). The
analysis of learning rate λ was meant to assess differences in learning speed across
monkeys and conditions, whereas the analysis of the inverse ‘temperature’ β assessed
differences in behavioral strategy.

We then investigated the relation between RPEs and the learning dynamics within each
block. In particular, we focused on positive RPEs observed after the selection of the most
rewarding target (i.e., the “correct” action). The rationale was to investigate the relation
between learning dynamics and RPE signals that drive the update in action values, thus
positive RPEs. We expected to observe higher values of RPEs early during learning and
smaller RPEs later during learning. In addition, we expected to observe a statistical
significant difference among conditions. We therefore analyzed exclusively trials in which the
monkey was rewarded after the selection of the correct (most rewarding) target. For each
trial, we extracted the RPE signal and the trial index (i.e., ranging from 1 to 25 within a
learning block). We then sorted trials according to the RPE value and created four
equally-sized groups according to the percentile RPEs: i) below the 25th percentile; ii) from
the 25th to 50th percentile; iii) from the 50th to 75th percentile, iv) above the 75th percentile.
For each group of trials, we calculated the average trial index defined as the mean trial
index. Such analysis was separately performed for each monkey and experimental
condition. Statistical analysis was performed by means of a two-way ANOVA, where the first
factor was the percentile range (4 levels) and the second factor was the experimental
condition (“Easy” and “Hard”).

2.4.2. Statistical analysis of LFP data
Two types of statistical analyses were performed on LFP data. The first aimed at finding

the frequency range and peak at which a significant outcome-related modulation (i.e.,
difference between rewarded and non-rewarded trials) was observed in the LFP signals. To
do so, for each monkey, we performed a two-tailed t-test on the single-trial time-frequency
representations, and we contrasted rewarded and unrewarded trials. The resulting p-values
were Bonferroni corrected across the total number of points composing each time-frequency
map. For each monkey, we found a peak of significance related to the beta-band activity,
which was used for the band-limited analyses of LFP data.

For the statistical analysis of RPE-related modulations in LFP power, as assessed by
means of Gaussian-Copula Mutual Information (GCMI), we used a group-level approach
based on non-parametric permutations (Combrisson et al., 2022). The time-resolved GCMI
was estimated between the LFP power and the behavioral variable (RPE) by concatenating
trials across blocks for each electrode. For statistical analyses, we adopted a fixed-effect
model across blocks of trials for each monkey (respectively 194 and 141 blocks for monkey
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F and T). By estimating the effect size across blocks, we improved the statistical power and
the overall signal-to-noise ratio at the cost of ignoring the block-to-block random variations.
To do so, we generated 1000 permutations by randomly shuffling the vector of RPE, allowing
us to sample the distribution of MI reachable by chance (Combrisson and Jerbi, 2015). To
correct for multiple comparisons, we used a cluster-based approach with clusters detected
across time points (Maris and Oostenveld, 2007). The cluster-forming threshold was defined
as the 95th percentile of all of the permutations (i.e., across time points and electrodes). This
threshold was then used to form the clusters on the true MI and on the permutations. Finally,
the corrected p-values were inferred as the proportion of the maximum of the cluster-mass
detected from the permutations exceeding the true estimation of MI.

As a control analysis, we fitted a multiple linear regression model estimating the
relationship between the beta-band LFP power as dependent variable and six independent
variables, three that are classically considered associated with outcome-related processes,
i.e. the reward, RPE and the absolute value of the RPE (absRPE), and three associated with
action-related variables, i.e. reaction times (RT), movement times (MT) and the chosen
action (Action). A multiple linear regression model was fitted to each recording block and
group-level analysis was performed on the single-block beta coefficients using a two tailed
t-test.

2.5. Analysis of anatomical specificity of RPE signals in striatal
territories

We next investigated whether the encoding of RPEs by beta-band LFP power
differentially recruited the sensorimotor, associative and limbic territories of the striatum. To
do so, we performed RPE-related analyses on LFP power modulations in subgroups of
recordings associated with different striatal territories. The localization of the recording site
within the striatum was done according to previous studies (Parent, 1990) and based on the
stereotaxic atlas of Paxinos et al. (2008). The anterior commissure was used as a landmark
to separate the associative and limbic striatum (dorsal and ventral parts of the
precommissural caudate nucleus and putamen, respectively) from the motor striatum (dorsal
part of the postcommissural putamen). For each monkey, the center of the recording
chamber corresponded to the location of the anterior commissure. Each electrode track was
performed using specified XY coordinates (AP, ML), referenced to the central position of the
chamber, and the depth of each recording site was referenced to the tip of the guide cannula
inserted into the brain, above the striatum. We measured the antero-posterior (AP, X-axis)
and medio-lateral positions (ML, Y-axis) from the center of the recording chamber, and the
dorsoventral position from the tip of the cannula (depth). Each recording session was
therefore labeled as located in either the sensorimotor, associative and limbic striatum. For
monkey F in “Easy” condition, we analyzed 30 blocks (855 trials) in the limbic striatum, 42
blocks (1200 trials) in the associative striatum, and 42 blocks (1181 trials) in the motor
striatum, while in the “Hard” condition we analyzed 20 blocks (583 trials) in the limbic
striatum, 30 blocks (921 trials) in the associative striatum, and 30 blocks (986 trials) in the
motor striatum. For monkey T in “Easy” condition we analyzed 27 blocks (653 trials) in the
limbic striatum, 24 blocks (533 trials) in the associative striatum, and 27 blocks (681 trials) in
the motor striatum, while in the “Hard” condition we analyzed 23 blocks (588 trials) in the
limbic striatum, 23 blocks (708 trials) in the associative striatum, and 17 blocks (523 trials) in
the motor striatum.
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In order to investigate the presence of functional gradients across regions of the striatum
and local selectivities of RPE-related modulations in beta-band LPF power, we subdivided
recording sessions into different groups according to their spatial location. To do so, we
employed a K-means algorithm applied to the 3-dimensional spatial coordinates (AP, ML and
depth) of the recording sites within each territory (sensorimotor, associative and limbic). The
K-means algorithm allows a uniform repartition of the recording sites according to their 3D
spatial coordinates and proximity. The number of clusters in each territory was set to achieve
an optimal trade-off between a fine spatial selectivity (i.e., maximizing the number of
clusters) and the amount of data (i.e., number of learning blocks and trials within each
cluster). Thus, we set the number of clusters equal to six for each striatal territory
(sensorimotor, associative and limbic), obtaining a total of eighteen spatial clusters across
the sampled striatal regions. Finally, we computed the distance between the centroid of each
cluster and a reference point set as the highest and most rear coordinates across all
recording sites for each of the two monkeys. We then re-reference the subcluster positions
with respect to a rostro-ventral to caudo-dorsal axis. We used such distance values and the
average MI computed across the blocks of trials belonging to each cluster to study the
distribution of RPE related information across different striatal territories.

2.6. Software

All data analyses were performed with subroutines written in Python (version 3.6). The
preprocessing and spectral analysis of LFP data was performed with neo (version 0.8.0)
(Garcia et al., 2014) and MNE (version 0.21) ((Gramfort, 2013). Data management and
storage was performed using pandas (version 1.1.5) (McKinney, 2010) and xarray (version
0.16.2) (Hoyer and Hamman, 2017). Analysis and statistics on behavioral data were
performed using scikit-learn (version 0.23.1) (Pedregosa et al., 2011) and statsmodels
(version 0.12.2) (Seabold and Perktold, 2010). The statistical analysis of LFP data was
performed using Frites (version 0.3.8) (Combrisson et al., 2022). Figure production was
performed using matplotlib (version 3.3.4) (Hunter, 2007) and plotly (version 4.14.3) (Plotly
Technologies Inc., 2015).
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3. Results
3.1. Behavioral results

The evolution of behavioral performances shows that both monkeys learned by
trial-and-error which target was most rewarding over the course of each block of trials. Each
block was characterized by an initial exploratory phase that allowed monkeys to find the
most rewarding action, followed by a phase in which monkeys preferentially chose the most
rewarding target until the end of the block. In order to quantify behavioral performance
across monkeys, we aligned all blocks and computed the probability of choosing the most
rewarding target among the three options. As we can see from the progression of the curves
in Figure 1D, approximately 15 to 20 trials were sufficient for both monkeys to identify the
position of the most rewarding target for both the conditions. Monkeys had a tendency to
learn quicker and chose more often the most rewarding target in the “Easy” condition than in
the “Hard” one (Figure 1D). Indeed, we computed the average λ (learning rate) values
obtained by model fitting for both monkeys and conditions: average λ values for monkey F
were 0.292 and 0.342 respectively for the “Easy” and “Hard” conditions, respectively. The
average λ values for monkey T are 0.288 and 0.334 for the “Easy” and “Hard” conditions,
respectively. The average of the β values (inverse of the softmax temperature) were 9.765
and 9.398 for monkey F (“Easy”/“Hard”) and to 9.554 and 9.168 for monkey T
(“Easy”/“Hard”) for the “Easy” and “Hard” conditions, respectively. As mentioned in the
Methods section, the range of β values used in the grid-search algorithm to find the best set
of parameters was set in between 1 and 10. In a control analysis, we tested the reliability of
the fitting algorithm and parameter space. We thus fitted the model using a more
sophisticated algorithm (i.e., the truncated Newton algorithm or TNC) for likelihood
minimization and we increased the range of possible β values (from 1 to 10000). Although
the model's performance in fitting monkeys’ behavior was ameliorated, we observed that the
Pearson correlation between single-trial RPEs computed with the former and the latter fitted
parameters were highly correlated. On average, only 3% of sessions displayed a Pearson
correlation less than 0.95. We additionally repeated the mutual information analysis shown in
Figure 3B with the new RPE values, and we obtained nearly identical MI values showing the
same time course (data now shown).

In order to quantify differences in learning rate and behavioral strategies across
conditions and monkeys, we performed a two-way ANOVA on the across-blocks model
parameters (λ and β). The first factor was the monkey (T and F) and the second was the
experimental condition (“Easy” and “Hard”). Significant differences both in λ and β values
were observed across conditions (λ p-value=0.004, β p-value=0.005). No significant effect
was observed across monkeys or at the level of the interaction between the two factors
(p-values > 0.05).

We then investigated the relation between RPEs and the learning dynamics within each
block. To do so, we performed a two-way ANOVA on the trial indices within each block,
where the first factor was the RPE percentile level (4 ranges) and the second factor was the
experimental condition (“Easy” and “Hard”). Figure 1C shows that the higher values of RPEs
are associated with lower average trial number, whereas lower values of RPEs are
associated with higher number of rewards on correct trials.

The overall number of rewarded correct trials related to RPEs percentiles is lower in the
“Hard” condition with respect to the “Easy” condition because of the differences in reward
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schedules. A two-way ANOVA analysis confirmed the significance of this relation for both the
monkeys (Table 1).

Table 1. Summary statistics of the distribution of rewarded correct trials in relation with RPEs
percentiles ranges and the two task conditions (“Easy” / “Hard”) (see Figure 1C). p-values are
obtained with a two-way ANOVA test.

3.2. Reward modulates beta-band LFP power
We then investigated whether modulations in striatal beta-band LFP activity differed

among rewarded and unrewarded trials. To do so, we computed for each learning block the
average time-frequency power for all rewarded and unrewarded trials and the difference
between the two, until 0.8 s after the target contact and outcome presentation and in a range
of frequencies from 8 to 51 Hz (Figure 2B). We performed a two-sided t-test analysis across
the two types of outcomes, and then we Bonferroni-corrected the p-values with respect to
the total number of points in the time-frequency representation. Highly significant portions of
the time-frequency representation displaying outcome-related modulations were observed
for both monkeys in the beta band and around 0.4s after outcome presentation (Figure 2C).
This analysis allowed us to identify the peak frequency in each beta band displaying the
strongest modulation for subsequent band-limited analyses. The central frequency was 25
Hz for monkey F and 30 Hz for monkey T.
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Figure 2. Outcome-related modulations in LFP power. A) Exemplar sessions depicting epoched
LFPs (five rewarded and five unrewarded trials each). from Monkey F in both “Easy” (left) and
“Hard” (right) conditions. LFPs were filtered between 1 and 140Hz. Light red lines represent
rewarded trials while light black lines represent unrewarded trials. The dashed vertical black line
coincides with the target contact and outcome release delivery, and is the temporal point on which
data are aligned. The two plain red and black lines small inserts in the bottom-left part of each plot
represents the corresponding averages. B) Time-frequency maps of Monkey F (top) and Monkey T
(bottom), averaged across trials within both the task conditions, grouped by the outcome (No
reward, Reward) and the subtraction between the two (Reward - No Reward). The time window
from 0 s to 0.8 seconds corresponds to the outcome period (orange-shaded area in Figure 1A),
selected to avoid the contamination from relevant movements (e.g. arm movements) C) The
statistical analysis of LFP power modulations contrasting rewarded and unrewarded trials displayed
significant effects in the beta band. The color code is in the -log10(p-values) scale.

3.3. Beta-band LFP correlates of RPEs
One of the main goals of the study was to investigate the relation between beta band

power modulations and RPEs. Figure 3A shows that in the limbic striatum, a striatal territory
in which we expected to find a strong correlation between neural activity and RPE signals,
the relation between the average beta power integrated over a time window of 0.2 - 0.8
seconds and the evolution of RPE values along trials highlights a nonlinear pattern for each
of the two monkeys. In order to statistically quantify the relation between outcome-specific
modulations in beta-band power and RPE signals over the entire dataset, we computed the
mutual information (MI) between evolution of RPEs and beta-band power of the LFP activity
across trials in a time-resolved manner. Statistical analysis was performed across all
sessions using cluster-based statistics combined with permutation tests. In preliminary
analyses, we computed the MI between the beta-band activity and time-resolved LFP power
separately for the “Easy” and “Hard” conditions. Since no significant difference in MI was
found across conditions (result not shown), we concatenated trials for the two conditions in
subsequent analyses. Figure 3B shows the time-course of the MI between RPEs and
beta-band LFP power. In both monkeys, the time-course of MI increased around 200 ms,
peaked around 450 ms after outcome onset and lasted a total of approximately 550 ms.
Significant temporal clusters (p<0.05) obtained by means of cluster-based statistics and
permutation tests are represented in the plot by the continuous line (see details about the
statistical analyses in the Materials and Methods section). Overall, these results show that
beta-band power modulations in the striatum are differentially modulated by the presence or
absence of reward (Figure 2) and encodes RPE signals (Figure 3).
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Figure 3. Relation between RPEs and beta power. A) Relation between the averaged normalized
beta power over a time window of 0.2-0.8 seconds and average RPEs across trials in the limbic
striatum of Monkey F (top) and Monkey T (bottom). Dots’ color fading from yellow to blue
represents the passage from early trials to late trials. The negative values of the averaged beta
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power are the results of the normalization over the baseline. B) Mutual Information (MI) between
beta-band LFP power and RPE. The dashed vertical line represents the target contact time on
which data are aligned. The dashed blue lines represent non significant values (p ≥ 0.05) of MI,
while the continuous ones represent significant values (p < 0.05). The chosen time window reflects
the outcome period, with time 0 corresponding to the target contact and outcome delivery.

In order to assess the potential contribution of additional task variables (i.e., outcome
types and RPEs) to trial-by-trial LFP power modulations, we fitted a multiple linear
regression model estimating the relationship between the beta-band LFP power as
dependent variable and the six independent variables already mentioned in Methods,
section 2.4.2: i) reward; ii) RPE; iii) absRPE; iv)RT; v) MT and vi) Action. Table 2 shows the
results of the statistical analyses. The only regressor which displayed a significant
contribution in both monkeys to the beta-band LFP power was the RPE. Additionally, we
found a significant contribution of the beta band average activity in the encoding of reward
and absRPE in Monkey F, and of RT and MT in Monkey T. Due to the lack of reproducibility
across monkeys, subsequent analyses were focused on RPEs correlates only.

Table 2: ANOVA summary table resuming the results obtained from the multiple regression
analysis between average beta-band LFP oscillations in the outcome period and six behavioral
regressors.

3.4. Anatomo-functional correlates of RPEs in monkey striatum
We next investigated whether the encoding of RPEs by beta-band LFP power

differentially recruited the sensorimotor, associative and limbic territories of the striatum.
Indeed, the neurophysiological recordings were made in all territories of the striatum,
including sensorimotor, associative and limbic portions. Figure 4 illustrates the spatial
distribution of striatal recording sites in monkey F, as verified by histological analysis. The
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neuronal sample was taken from approximately the same striatal regions in monkey T (not
shown).

Figure 4. Positions of all striatal recording sites in monkey F. Each dot corresponds to a single
LFP recording site. Coronal sections are labeled in rostrocaudal stereotaxic planes according to
distances from the anterior commissure (AC) used as a reference landmark. The inset shows a
photomicrograph of a coronal section stained with Cresyl violet at the level of the posterior putamen
(i.e., sensorimotor striatum) with visible traces of electrode tracks (arrow) above the putamen. Cd,
caudate nucleus; Put, putamen.

Each recording session involved a single electrode recording and sampled the striatum at
a single position. To investigate the spatial distribution of the RPE-related modulations, we
first labeled the recording sessions into different striatal territories (sensorimotor, associative
and limbic). Then, we applied the K-means algorithm to the 3-dimensional spatial
coordinates (AP, ML and depth) of the recording sites to obtain a total of eighteen spatial
clusters. Figure 5A shows the cluster's position relative to the AP position (x axis) and the
depth (y axis). The clusters’ centers are numbered following the ascending values of the
average MI computed for each cluster, split up following the territory division (represented by
the colors). In order to study the contribution of each sub-cluster in the encoding of RPEs,
we computed the RPE-related MI time courses by grouping all recordings within a given
cluster. Figure 5B shows the results of our analyses. Each of the three rows correspond to
one of the three striatal territories, limbic (red curves), associative (blu) and motor (green)
striatum, respectively, while each column corresponds to an anatomical subregion. We
observed that the amount of RPE-related MI was higher in the limbic striatum, then gradually
decreased towards the associative and motor territories, as shown in Figure 5B, in which we
can observe the number of significant clusters detected across the striatum. As in Figure 3,
dashed lines correspond to non-significant time intervals, while full lines correspond to
significant temporal clusters.
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Figure 5. Anatomo-functional distribution of RPE-related beta-band LFP modulations. A)
two-dimensional spatial positions of recording sites clusters’ centroids, for each monkey. Clusters
are represented along their antero-posterior (AP) position and depth of the recording site. Digit
numbers are labels that are used in panels B. Digit color corresponds to a striatal region (green for
the motor striatum, blue for the associative and red for the limbic parts). B) MI computed in each of
the clusters, separately for each monkey. Digit labels and digit colors are the same as in A. Dashed
and continuous lines represent non-significant and significant values of MI, respectively.

We then assessed whether the effect size in MI about the RPE displayed a spatial
organization across the striatum. To do so, we defined a rostro-caudal to dorso-ventral axis
by taking the highest and the most posterior among electrodes’ positions to define a
referential point in space for each of the two monkeys. Then, we computed the Euclidean
distance between this reference point and each cluster center, which allowed us to
investigate the possible presence of a statistical relation between clusters’ positions and
functional effects (MI values). As shown in Figure 6, we found an increase in RPE
information together with the distance from the referential point, toward the rostral-ventral
striatum, suggesting a linear progression over distance. To quantify such progression, we
performed a linear regression analysis between the distance and the average MI of each
cluster. We observed a positive correlation suggesting that the rostro-ventral part of the
striatum carries more information about the RPE, and that this information fades toward the
caudo-dorsal part of the striatum. Linear correlation analysis revealed a significant and
positive correlation (p-values < 0.05) for both monkeys (Figure 6). The linear regression with
the F-statistic associated p-values are associated with R2 values of 0.509 (Monkey F) and
0.611 (Monkey T). To summarize in other words, this result indicates that the amount of
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information about RPE signals follows an anatomical gradient, showing higher values in the
rostro-ventral part of the striatum and gradual decrease towards the most dorso-caudal part.

Figure 6. Striatal gradient of the total RPE beta-band MI. Each point represents a cluster of
recording sites and colors associated with the three striatal territories (green for motor, blue for
associative and red for limbic territories). The Y-axis reflects the cumulative MI calculated over the
outcome time interval. The X-axis reflects the clusters’ center distance with respect to the
rostro-ventral to caudo-dorsal reference. Such reference was computed by taking the AP
coordinate of the most posterior recording site and the Depth coordinate of the higher recording site
of each monkey.

4. Discussion (1481/1500 words maX)

Two main aspects of the functional organization of the striatum emerge from the present
study: (1) changes in LFP beta-band oscillations encoding RPE signals (i.e., the difference
between expected and actual outcomes) are observed in the striatum; (2) the encoding of
RPE is dependent on the striatal region following a rostro-caudal to dorso-ventral gradient,
with a maximum in the ventral part of the anterior striatum. These data highlight a
relationship of beta oscillatory activity in the striatum to non-motor aspects of behavior, such
as the signaling of reward information, and distinct contributions for striatal regions in the
evaluation of reward based action outcomes.

4.1 Role of striatal beta oscillations in outcome evaluation
A key finding in our study is the occurrence of LFP beta oscillations during the outcome

period of the task that may play a role in evaluative processing after action choice (i.e.,
presence or absence of reward). Our analysis suggests that RPE signals are a relevant
variable influencing striatal LFP beta oscillations, this trend being present in data from every
striatal region.

To our knowledge, this is the first report to suggest that striatal beta oscillations play a role
in RPE encoding. Indeed, beta-band oscillations in the basal ganglia have been mostly
associated with motor control. Numerous studies in humans and animals have provided
evidence that an increased beta oscillatory activity within basal ganglia circuitry occurs with
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an impaired dopaminergic transmission and the expression of motor deficits observed in
humans with Parkinson’s disease (Brown, 2007; Jenkinson and Brown, 2011).

Beta oscillations have also been reported in the striatal LFP activity of normal animals,
both rodents and monkeys, during specific phases of behavioral tasks (Berke et al., 2004;
Courtemanche et al., 2003; Leventhal et al., 2012; Schmidt et al., 2013; Bartolo et al., 2014),
but the functional significance of such oscillatory activities is still under debate. In particular,
despite the proposed role of the striatum in action valuation and reward-driven learning, few
studies have specifically investigated whether striatal beta oscillations can be associated
with reward processing (Howe et al., 2011; Leventhal et al., 2012; Münte et al., 2017;
Schwerdt et al., 2020). For example, the work of Leventhal et al. (2012) has shown that
beta-band oscillations are associated with cue utilization in rats’ striatum. The study used
four different variants of the classic Go-NoGo task and reported a whole-striatum and non
lateralized event-related synchronization (ERS) in the beta-band associated with the cue.
Furthermore, these modulations were not linked to motor initiation or suppression. The
relevant feature that should follow the cue to produce a beta ERS is the presence of the
reward. Overall, these studies suggest that cue-related beta-band power modulations play a
role in ‘anticipating’ the reward occurrence. Similarly, our result shown in Figure 2 suggests
that striatal beta-band plays an important role in outcome processing and not only in
anticipation.

4.2 Reward prediction error encoding in the striatum
The role of midbrain dopamine neurons in RPE encoding is well established (Fiorillo et

al., 2003; Abler et al., 2006; Bray and O’Doherty, 2007; Fujiyama et al., 2015). Animal
electrophysiology and human neuroimaging have provided extensive evidence of
RPE-related activity in the striatum (Apicella et al., 2009; Roesch et al., 2009; Oyama et al.,
2010; Asaad and Eskandar, 2011; Stalnaker et al., 2012), which is the main target structure
of ascending dopamine projections from neurons located in the substantia nigra pars
compacta. RPE is essential for adaptive behavior in order to avoid non-rewarding actions
and exploit the rewarding ones, by improving the predictions about future outcomes
(O’Doherty et al., 2017), playing a crucial role in the acquisition of new learned behaviors
(Ressler, 2004; O’Doherty, 2007; Keramati et al., 2011; Nonomura et al., 2018). From our
work (Figure 3), a significant increment of mutual information between the beta-band and
the RPE is detected in both monkeys. To interpret this result, we should consider that the MI
between two variables can be considered as an index of covariation. Thus, the effect size
and an increment in MI corresponds to a strong covariation between the across-trial
evolution of the beta-oscillations power and the RPE. Therefore, the striatum can have a
major role in encoding and transmission of RPE signals across different functional regions.

More studies about the transmission of RPE signals both intra-striatum and across the
striato-cortical network are needed in order to better understand the time course, the
localization and the behavioral salience of this signal, so important for the regulation of
higher cognitive processes. Finally, we cannot exclude that additional aspects of information
processing during the outcome period of the choice task, such as return movements to the
resting bar or the experience during reward consumption (sensory pleasure or mouth
movements) contribute to the modulations in striatal beta activity. Additional studies are
necessary to disambiguate the affective, motor, or cognitive origin of changes in beta
oscillations at the end of the trial in our task.
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4.3 Functional parcellation of the striatum
Different regions of the primate striatum are assumed to serve different functions, with the

dorsal part, including both the caudate nucleus and putamen, involved in cognition and
sensorimotor processing, and the rostro-ventral part most closely implicated in reward and
motivation (Apicella et al., 1991; Fiorillo et al., 2003; Marchand et al., 2008; Brovelli et al.,
2011; Pennartz et al., 2011; Schultz, 2016a, 2016b; Han et al., 2021). We therefore tested
such a hypothesis and we investigated LFP activity over the whole striatum searching for
differential functional selectivities for action’s outcome encoding (Figure 4). Indeed, we
found that spatially-distant clusters of recording sites differentially responded to action’s
outcomes (i.e., for rewarded and non-rewarded trials) and differentially encoded RPEs
(Figure 5). To better understand the spatial organization of the beta-band correlates of RPEs
at these sites, we analyzed the relation between the total MI between beta-band LFP power
and RPEs, and their relative position along the rostro-caudal and ventro-dorsal axes of the
striatum (Figure 6). We chose to form clusters that comply with the classic subdivision of the
primate striatum into three functional domains, based on the segregation of inputs from
cortical and limbic regions (Parent and Hazrati, 1995; Haber, 2003; Jahanshahi et al., 2015).

Several lines of evidence point to a major involvement of the anterior-ventral part of the
striatum, including the nucleus accumbens, in processing reward-related information
(Apicella et al., 1991; O’Doherty, 2004; Schultz, 2016c). Our results indicate that the
information about RPE is distributed in all striatal regions. Nevertheless, we observed a
gradient across the striatum, with stronger RPE signals located in the ventral part of the
anterior striatum. This novel result is in line with neuroimaging studies in humans highlighting
the role of the ventral striatum in the computation of RPE (Abler et al., 2006; Bray and
O’Doherty, 2007; Schultz, 2016a; Calderon et al., 2021). Striatal fMRI activity has also been
involved in a broad range of functions carried out by parallel organized fronto-striatal
pathways (Alexander et al., 1986), spanning from RPE signaling to cognitive control
(Mestres-Missé et al., 2012; Vogelsang and D’Esposito, 2018; Alberquilla et al., 2020; Han et
al., 2021). It is assumed that RPE signals are needed to update the inner model of action
values in response to a particular state, and those values are retained in short term memory
in order to plan future actions in a goal-directed way. The distributed RPE information
observed in the current study is therefore consistent with the idea that RPEs are important
signals that are forwarded to the limbic, associative, and motor networks to influence neural
mechanisms that mediate the ability to make value-guided decisions (Silvetti et al., 2014;
Schultz, 2016b). Moreover, our results are in line with anatomical studies in monkeys that
revealed a topographic organization of connections between midbrain DA neurons and
striatal regions that subserves a mechanism by which ascending dopaminergic projections
can direct information flow from ventral to more dorsal regions in the striatum (Haber et al.,
2000).

4.4 Potential origin of beta-band RPE signals in the striatum
It is generally assumed that LFP oscillations are driven by fluctuations in the excitability of

populations of neurons within the recorded region, under the influence of local processing
and incoming afferents from other regions (Buzsáki et al., 2012). In our present study, we
exclusively analyzed the local relation between the beta power and the RPE in the striatum
using a single electrode design. Single-electrode recordings do not allow to precisely assert
if, and to what extent, the recorded local activity can be affected by volume conduction
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phenomena from afferent distant sources (e.g., cortex and/or thalamus). Indeed, further work
is needed to disentangle whether the observed RPE-related modulations are due to local
changes in neuronal synchronization, changes in the size of the engaged population, or
whether they emerge from coordination phenomena that involve a large-scale brain network
and across-brain synchronization processes.

Moreover, it is well established that beta oscillations supports the large-scale coordination
across multiple cortical regions involved in different functions, such as sensorimotor
integration (Brovelli et al., 2004; Kilavik et al., 2013), visual perception (Vezoli et al., 2021),
and working memory (Salazar et al., 2012; Rezayat et al., 2021). Neurophysiological studies
in behaving animals have shown that the spiking activity of striatal output neurons and
specific interneuron types can be related to beta oscillations in the LFP, raising the possibility
that local processing likely contribute to the oscillatory activity in the beta range
(Courtemanche et al., 2003; Howe et al., 2011). In addition, it has been demonstrated that
cholinergic interneurons in the rodent striatum play a causal role in the generation of beta
oscillations in cortico-striatal circuits (Kondabolu et al., 2016).

We suggest that the observed relation between the RPE and striatal beta oscillations is
the result of internal striatal computations driven by the dopaminergic system, and involving
a larger network supporting learning processes, including additional subcortical and cortical
areas (e.g., prefrontal cortex). Overall, our results are in line with the idea that the RPE
signals carry crucial information for behavioral update that propagates across different brain
regions of the limbic, associative and sensorimotor fronto-striatal circuits (Silvetti et al., 2014;
Schultz, 2016b).

Conclusion
To conclude, our study provides new evidence that changes in beta-band LFP oscillations

may reflect the encoding of RPEs defined in reinforcement learning models. We observed
that RPE-related modulations in LFP power were dominant in the rostro-ventral rather than
the caudo-dorsal striatum, supporting the notion of a prominent role for the limbic part of the
striatum in evaluative processing useful for future actions. Based on our mapping of the
spatial organization of oscillatory beta activity in the striatum, we propose that the RPE
encoding can occur first in the ventral region and then spreads over the dorsal region. This
finding may be of clinical importance as it is known that dorsal and ventral parts of the
striatum are differentially involved in neuropsychiatric diseases, with dorsal striatal circuits
mainly related to motor and cognitive disorders, whereas ventral striatal circuits are involved
rather in the expression of affective disorders and compulsive behaviors.
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