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The puzzling case of the mixing between the charge transfer (CT) and local excited (LE)

characters upon twisting of the geometry of N-Phenylpyrrole (N-PP) is investigated con-

sidering the six low-lying singlet excited states (ES). The theoretical calculations of the po-

tential energy surfaces (PES) have been performed for these states using a Coupled Cluster

method accounting for the impact of the contributions from the triples, many-body Green’s

function GW and Bethe-Salpeter equation (BSE) formalisms, as well as Time-Dependent

Density Functional Theory (TD-DFT) using various exchange-correlation functionals. Our

findings confirm that the BSE formalism is more reliable than TD-DFT for closely-lying

ES with mixed CT/LE nature. More specifically, BSE/GW yields a more accurate evolu-

tion of the excited state PES than TD-DFT when compared to the reference coupled cluster

values. BSE/GW PES curves also show negligible exchange-correlation functional starting

point dependency in sharp contrast with their TD-DFT’s counterparts.
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I. INTRODUCTION

The discovery of dual fluorescence in 4-(dimethylamino)benzonitrile (DMABN)1 resulted in

extensive studies of other compounds that may exhibit similar photophysics. Indeed, the interest

in dual emission is coming from a variety of applications where the relative fluorescence intensi-

ties and lifetimes of the two bands can be tuned as a function of the conditions (analyte sensing).

In addition, dual emission can also lead to a brightness increase or an improvement of the photo-

stability of dyes.2–6 The push-pull molecules showing dual emission are usually characterized by

one "normal" emission band in a non-polar medium and the appearance of a second "abnormal"

redshifted band in polar solvents, the latter having an intensity proportional to the polarity of the

medium. Since the discovery of dual fluorescence, there were numerous debates in the photo-

physics and photochemistry communities and several different mechanisms have been proposed

to rationalize the experimental observations.7–12 Nowadays, the widely accepted explanation is

given by the twisted intramolecular charge transfer (TICT) model.6,7,12 This mechanism was first

proposed by Grabowski et al. in 19737 and, according to it, the appearance of the "abnormal" flu-

orescence band occurs after twisting of the dialkylamino group at 90◦ with respect to the aromatic

ring in the excited state (ES) leading to conformation referred to as the "TICT state".

C3
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C2

C8

N11

C7

FIG. 1. Structure of the N-PP molecule and numbering of the atoms defining the key twist angle.

N-Phenylpyrrole (N-PP) is an example of a flexible push-pull molecule, with a pyrrole donor

(D) and phenyl acceptor (A) (see Figure 1), that possesses valuable photophysical properties such

as i) a dual emission from two relaxed singlet states; ii) the possibility to tune absorption and

fluorescence bands positions by substitution; and iii) large dipole moments.13,14 Thereby it was

the subject to both experimental and theoretical investigations.14–20 As can be seen in Figure 2 the

absorption process is slightly different in N-PP and DMABN. In the case of N-PP the absorption

band is assigned to the transition from the ground state (GS) to the second excited state (S2) which

contrasts with DMABN for which the excitation occurs between GS and the first ES (S1). This

is due to the large oscillator strength of these transitions and the relatively low one of the S1

excitation in N-PP.18,20 Experimentally, this results in an energetically higher absorption peak for

N-PP (ca. 4.86 eV in n-heptane) than DMABN (cA. 4.05 eV in cyclohexane).15,21 After being
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excited to the S2 state N-PP undergoes internal conversion to the S1 state. Eventually, this state

undergoes geometrical relaxation yielding a first minimum, which has a local excited (LE) state

character. This is the structure to which the "normal" fluorescence band is assigned. According to

experiment this is the only band present in the emission spectra measured in non-polar solvents,

with a maximum at ca. 4.08 eV (n-heptane and n-hexane).15,22 In polar media, the appearance

of the additional "abnormal" emission band is explained by lowering the energy of the S3 state

(which has a CT nature) due to rotation of the pyrrole ring, acting here as a substituted amino

donor, yielding the TICT geometry. Such movements are possible in polar solvents only as a

consequence of the large dipole moment of this CT state and the vibronic interactions with the

medium that strongly stabilize this state. Moreover, Yoshihara et al.22 reported dipole moments

for LE (µLE) and CT (µCT) states of N-PP derived from solvatochromic and thermochromic solvent

shifts of the fluorescence. According to their findings µLE is around -3.0 or 1.6 D, while µCT is ca.

13 D. Even though the accuracy of such dipole moment measurements remains an open question,

these results show that the dipole moment of the state generating the "abnormal" fluorescence band

of N-PP is large.

Another interesting fact about N-PP is the presence of two low-lying CT states (S3 and S4)

in the planar conformation, while four CT states can be found after twisting to 90◦.23 This is the

reason why this molecule is included in numerous training sets for the studies of CT transition

energies.16,18,20,23–27 However, in contrast to DMABN there is, to the best of our knowledge, only

one work reporting the ES potential energy surfaces (PES) of N-PP.18 However, this work studied

one ES PES upon the twisting only and uses the CASPT2/6-31G(d) level of theory. It is impor-

tant, especially in the case of TICT molecules, to look at the evolution upon twisting of several

ES PES to confirm the fluorescence mechanisms. Moreover, the PES shapes constitute a stringent

test for quantum chemistry methods.28 In our previous work29 we studied the PES of the two low-

est excited states of DMABN and compared the Coupled Cluster (CC), Time-Dependent Density

Functional Theory (TD-DFT), and many-body Green’s function (GW) - Bethe-Salpeter equation

(BSE) descriptions. Our results showed that BSE/GW outperformed TD-DFT both quantitatively

and qualitatively for the description of the PES of both states. The reason for the success of the for-

mer method lies in the underlying theory. The BSE formalism30–37 uses the corrected quasiparticle

energies obtained with the GW many-body approach,38–41 which is based on many-body Green’s

function (G) perturbation theory to lowest order in the screened Coulomb potential (W). The main

advantage of the BSE/GW scheme as compared to TD-DFT, with which it shares the same compu-
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FIG. 2. Comparison of photophysics behind dual fluorescence of DMABN and N-PP. The "abnormal"

fluorescence band appears only in polar solvents, while the "normal" fluorescence band is present in both

polar and non-polar media as well as in the gas phase.

tational scaling, is the correct description of the nonlocal electron-hole interactions that results in

an accurate prediction of the energies of CT states.42–48 Moreover, the BSE/GW formalism can be

made much less dependent from the starting XCF than TD-DFT when using the so-called partially

self-consistent scheme (evGW), where the molecular orbital coefficients (eigenvectors) remain

conserved but the eigenvalues are self-consistently obtained.49,50 This scheme was found to be

efficient in removing the differences brought by DFT functionals for the transition energies.46,51

However, a significant weak spot of BSE/GW, as compared to TD-DFT, is the lack of analytical

gradients, which in contrast are available since many years in TD-DFT thanks to the so-called

Z-vector approach.52–54 Together with an early investigation of the retinal chromophore,55 our

previous work on DMABN29 was the first to explore the quality of the ES PES for medium size

molecules at BSE/evGW level, whereas only small molecules were reported before at this level of

theory,56–58 including with approximate ES analytic forces.56 However, our DMABN study was

limited to two states of different spatial symmetries.
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In this work, we go further and target the description of the six lowest ES PES of N-PP upon

the twisting of the angle between the benzene ring and pyrrole moiety. This is more challenging

than DMABN since, on the one hand, more closely-lying states are present and, on the other hand,

significant mixing of LE and CT characters occurs during the twisting, which is usually harder to

reproduce. This work is also aiming at providing the first high-level references for the ES PES of

N-PP which are used to assess the performance of both TD-DFT and BSE/GW methods for their

PES.

0o twist 60o twist 90o twist

Orbitals DCT Orbitals DCT Orbitals DCT

1B
HOMO -> LUMO+1

1.464

HOMO-1 -> LUMO HOMO-2 -> LUMO+1

/ 1.947 /
HOMO-2 -> LUMO HOMO-3 -> LUMO+1

2.254*

2A
HOMO -> LUMO

1.011

HOMO-1 -> LUMO+1 HOMO -> LUMO

/ 2.477

HOMO -> LUMO

2.331

2B
HOMO-1 -> LUMO

2.128

HOMO -> LUMO+1

2.347

HOMO -> LUMO+1

2.387

3A
HOMO -1-> LUMO+1

2.291

HOMO-1 -> LUMO+1HOMO -> LUMO

/ 2.495

HOMO-1 ->  LUMO+1

2.30

3B
HOMO-2 -> LUMO

0.855

HOMO-1 -> LUMO HOMO-3 -> LUMO

/ 2.413

HOMO-1 -> LUMO

2.380

4A
HOMO-2 -> LUMO+1

0.156

HOMO-2 -> LUMO

1.331 /
HOMO-2 -> LUMO+1 HOMO-3 -> LUMO

0.583

FIG. 3. Hartree-Fock molecular orbitals participating in the excitation of the six lowest excited states

determined from CCSD(T)(a)*/cc-pVTZ calculations and the corresponding DCT parameters calculated at

TD-CAM-B3LYP/cc-pVTZ level of theory for the 0◦, 60◦, and 90◦ structures. The molecular orbitals have

been drawn with a contour threshold of 0.02 au. The states are ordered from the lowest (bottom) to the

highest (top) total energy as predicted for the untwisted structure by the CCSD(T)(a)*/cc-pVTZ level of

theory. * This DCT is impacted by the mixing between the closely-lying 1B and 2B states at the TD-CAM-

B3LYP/cc-pVTZ level.
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II. COMPUTATIONAL DETAILS

The set of ground state (GS) geometries of N-PP was obtained by rotation of the pyrrole ring

around the single bond with phenyl ring from 0◦ to 90◦ by 10◦ step. To this end, we constrained

the twist angles (C3-C1-N11-C8 and C2-C1-N11-C7, see Figure 1) while the rest of the molecule

was allowed to relax. These constrained geometries were optimized at the CCSD/cc-pVDZ level

of theory leading to C2v symmetry for the 0◦ and 90◦ geometries and C2 symmetry for the in-

termediate conformations. The geometry optimizations were performed with a tight convergence

criterion, using the Gaussian 16 program.59 Cartesian coordinates are given in the ESI†.

The ES calculations have been done using the CC, TD-DFT, and BSE/GW formalisms system-

atically applying the cc-pVTZ atomic basis set, considering the six lowest singlet ES. More specif-

ically, at the CC level we used second-order Coupled Cluster (CC2)60–63 within the resolution of

identity (RI) approximation as coded in the Turbomole package,64 as well as CCSD65–69 and

CCSD(T)(a)* (with pertubative triples)70 as implemented in the CFOUR2.1 program.71 The latter

predicts highly accurate transition energies, typically within 0.05 eV of full CI.72 TD-DFT cal-

culations have been achieved with the following exchange-correlation functionals (XCF): PBE,73

PBE0,73,74 and CAM-B3LYP75. These computations have been done with the aid of the Gaussian

16 program and do not use the Tamm-Dancoff approximation (TDA). BSE/evGW results have

been obtained starting from the above listed XCF using the BEDEFT package,76–78 an extension of

the FIESTA code,51,79,80 where the input Kohn-Sham eigenstates were obtained from the ORCA

5.0 program.81 The 10 highest occupied and the 10 lowest unoccupied eigenvalues were corrected

at the evGW level. The susceptibility operators and the optical excitations for BSE/evGW calcula-

tions were constructed from all occupied/virtual states. The energy dependence of the self-energy

is treated exactly using a recently improved analytic continuation scheme.76 The Coulomb-fitting

resolution of the identity82 was used with the cc-pVTZ-RI auxiliary basis set. TDA was not applied

during the BSE calculations.81,83,84 Additionally, Le Bahers’ CT distance (DCT) parameter85,86

was calculated at the TD-CAM-B3LYP/cc-pVTZ level of theory using the Gaussian 16 program.

In the analysis of the data we use the relative energy term (∆Erel) which is calculated as a

difference between the total energy of the ES (EES) and the GS energy of the planar structure

(E0◦
GS):

∆Erel = Etot −E0◦
GS

where for the BSE approach we use the GS energies provided by DFT. Additionally, we also
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determine the difference in relative energies for different methods (∆EMethod
diff ) compared to the

reference CCSD(T)(a)* data:

∆EMethod
diff = ∆EMethod

rel −∆ECCSD(T)(a)∗
rel .

III. RESULTS AND DISCUSSION

We start by discussing the molecular orbitals (MO) participating in the excitation of the six

lowest-lying ES (Figure 3). Let us start by discussing the “simple” 2A state in the two extreme

twist angles. Interestingly, this state can be mainly ascribed to a HOMO-LUMO transition both

at 0◦ and 90◦, yet its nature differs at these two geometries. In the planar conformation, both

frontier orbitals are delocalized over the full molecule, and the transition has a π → π⋆ character.

The DCT amplitude (calculated with the TD-CAM-B3LYP/cc-pVTZ method) is small, ca. 1 Å,

typical of local excitation. In contrast, in the orthogonal conformation, the HOMO is located in

the pyrrole and the LUMO on the benzene, the 2A state having now a clear CT character with a

DCT exceeding 2 Å. Besides, in N-PP, in contrast to DMABN,29 one notices two CT states for

the planar structure, that is, the 2B and 3A states (S3 and S4, at CCSD(T)(a)*/cc-pVTZ level of

theory). This can be seen from the orbitals that participate in these transitions as well as from

the DCT amplitude (calculated with the TD-CAM-B3LYP/cc-pVTZ method) that exceeds 2 Å for

these two states only in the planar conformation. Upon a 60◦ twisting, one can spot a few changes

to the orbitals and the DCT values of all ES. First, all the states experience an increase in CT

character which means that the states presenting a LE nature at the untwisted structure become

mixed, i.e., have a fraction of CT character. Second, significant mixing of orbital contributions

is seen for all states, except 2B and 4A, with two competitive orbital sets needed to describe the

transition. Finally, at 90◦ one clearly sees four CT states with electronically decoupled donor and

acceptor units (as stated above 2A, but also 2B, 3A, and 3B), where the CT transition occurs from

the pyrrole ring to the orthogonal benzene one. Although the 1B state seems to be a LE state

according to the MO charge distribution, its DCT is rather high, hinting at the presence of a partial

CT character here as well (see below). We wish to mention a few points before entering into the

discussion of the PES. As can be seen in Figure 3, the MO participating in the transition of the 2A

and 3A states at the twisted geometry are reversed. This arises from the fact that, upon twisting,

these two states come close to each other. At 60◦ twist, it is hard to follow the states by their

orbital contributions. That is why for these states we follow the smooth energy evolution path and
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(d) TD-PBE
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FIG. 4. Six lowest ES PES of N-PP obtained with the (a) CCSD(T)(a)*, (b) CCSD, (c) CC2, (d) TD-PBE,

and (e) BSE/evGW/PBE levels of theory using the cc-pVTZ atomic basis set. The GS energy of the planar

structure is used as a reference for the calculation of relative energies (BSE/evGW/PBE uses PBE ground

state energy).

8



we keep the orbitals occupation as presented in Figure 3. We underline that this 2A/3A mixing

occurs for all electronic structure methods used in this work. Additionally, a similar problem arises

with TD-CAM-B3LYP, which leads to an exchange of the orbitals between 1B and 2B states at

80-90◦ twist, because these two states are energetically closer with TD-CAM-B3LYP than with

other levels of theory (see Figure S1). In this case, we also follow the smooth energy evolution

rather than orbitals participation in these two states. We present only the Hartree-Fock (HF) orbital

contributions in Figure 3, but the topologies of the DFT MO are highly similar. Furthermore, for all

studied methods, we could identify the ES with the same orbital contribution as for CCSD(T)(a)*,

although in some cases the ordering of the states differs (see the discussion below).

The PES of the six low-lying ES of N-PP along the twisting coordinate are presented in Figure

4. CCSD(T)(a)* stands as the highest level of theory used in this work and is our "gold standard"

for testing the other methods. The curves displayed in Figure 4a for this method show several

interesting features: i) a single crossing between the 2A and 2B ES taking place at 60◦; ii) smooth

increase (decrease) of the energy along the twisting coordinate for 2A (3B); iii) more complex

evolution for the other four ES that all show a minimum; and iv) nearly degenerated 3B and 4A

states, but at very large twist angles. Even though the global PES topologies are roughly similar

at all CC levels, one can notice significant differences between these methods, which was not the

case for the DMABN:29 i) the crossing between the 2A and 2B states takes place at the same

angle for both CC2 and CCSD(T)(a)* (60◦), while for CCSD it is shifted to a higher value (ca.

75◦); ii) at the twisted orthogonal geometry, the 1B and 2B states are closer to each other at the

CC2 level, and much more separated at the CCSD level than at the reference level; iii) the two

highest states, namely 3B and 4A, swap ordering upon twisting with CCSD, an effect not seen

with CCSD(T)(a)*, while with CC2 the gap between these states is strongly exaggerated, even

though the ordering is preserved. Additionally, we provide the relative energies for these methods

as well as the differences with the reference one and mean absolute errors (MAE) in the ESI†

(Tables S1-S7). One notices that CC2 provides more accurate energies than CCSD for all states

studied (see also Figure S2). There are reports about the CCSD trend to overestimate the transition

energies as compared to higher levels techniques.72,87,88

We now analyze the TD-DFT results obtained within the generalized gradient approximation

(GGA, here PBE which has 0% of exact exchange). We can clearly see that the PES are col-

lapsed: the ordering of the states is wrong, there are more crossings between the states than with

CCSD(T)(a)*, and only the two last states have the right ordering, though they are too separated
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from one another. This is not a surprise that TD-PBE is performing badly in this case, since it

is known to break down for the ES having a CT character. This misbehavior is due to the wrong

description of the nonlocal electron-hole interactions, that are only captured by the (insufficient)

quarter of exact exchange present in PBE0.28 N-PP is clearly a more difficult case than DMABN

due to a larger number of CT states. In contrast, BSE/evGW starting from PBE eigenstates is still

performing very well, resulting in the correct evolution of the excited state surfaces upon twisting.

However, BSE tends to underestimate the relative energies as compared to CCSD(T)(a)*. We also

provide graphs for both methods using one global hybrid (PBE0) and one range-separated hybrid

(CAM-B3LYP) in the ESI† (see Figure S3). Looking at those graphs, one can see that TD-DFT

is very functional-dependent and only CAM-B3LYP restores the good evolution of the N-PP PES,

which was expected, since this range-separated hybrid functional includes an increasing ratio of

exact exchange when the interelectronic distance increases, up to 65% at long range, which allows

to correctly capture (most of the) electron-hole interactions at large separation.28,29 On the other

hand, the BSE formalism is able to keep almost perfectly independent from the starting point, but

for a few small differences, i.e., BSE/evGW/PBE0 and BSE/evGW/CAM-B3LYP shift the cross-

ing point between 2A and 2B states closer to 60◦ (as in the reference CCSD(T)(a)* data) and

also swap the 3B and 4A ordering as compared to the BSE/evGW/PBE. However, this does not

strongly impact the accuracy of the calculations as the difference between the MAE values for the

three BSE schemes is less than 0.15 eV (see Tables S15-S21 in the ESI†).

In addition to the PES evolution, it is also interesting to compare the predicted barriers to cross

during the twisting in order to reach the TICT geometry. In the gas phase as in non-polar solvents,

one does not observe the emission from the TICT state,15 and thus the energetic barrier to reach this

state should be significant. This is well reproduced by all levels, except the TD-PBE and TD-PBE0

methods which deliver the wrong trends for the PES. We provide in Table I the crossing barrier

(∆Ecross) for all tested methods, except for both TD-PBE and TD-PBE0 that are dismissed for their

inaccuracy. At the CC level, CC2 predicts a crossing barrier consistent with CCSD(T)(a)* (0.46

and 0.52 eV, respectively), whereas CCSD is overestimating the reference value by 0.24 eV. On the

other hand, TD-CAM-B3LYP yields the opposite trend and predicts more than twice lower ∆Ecross

than CCSD(T)(a)*. Notably, BSE/evGW crossing barriers are in the good range irrespective of the

starting point, with BSE/evGW/CAM-B3LYP exactly matching the reference φcross crossing angle

and ∆Ecross barrier.

Finally, we take a closer look at the evolution of the differences in relative energies (∆Ediff)
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FIG. 5. The differences (∆Ediff) between relative energies obtained with TD-DFT and BSE/evGW methods

using PBE, PBE0, and CAM-B3LYP XCF compared to the CCSD(T)(a)* reference for the (a) 1B, (b) 2A,

(c) 2B, (d) 3A, (e) 3B, and (f) 4A states of N-PP. See the Computational details section for more information.
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TABLE I. Crossing angle between the 2A and 2B states (φcross) and related crossing barrier (∆Ecross) given

by the CC, TD-DFT, and BSE/evGW methods.

Method φcross, (◦) ∆Ecross, eV

CCSD(T)(a)* 60.0 0.52

CCSD 75.0b 0.76

CC2 60.0 0.46

TD-CAM-B3LYP 40.0 0.22

BSE/evGW/PBE 50.0 0.42

BSE/evGW/PBE0 55.0b 0.46

BSE/evGW/CAM-B3LYP 60.0 0.52

a ∆Ecross = E(φcross)−E(φ0◦).

b These are approximated angles (see Figures 4 and

S3) and the total ES energies at these angles were

approximated from average of the vicinal angles.

upon the twist between the TD-DFT and BSE/evGW results (with PBE, PBE0, and CAM-B3LYP)

and the reference CCSD(T)(a)* method for each state of N-PP studied (Figure 5). The relative

energies as well as the ∆Ediff values can be found in ESI† (Tables S8-S21). Additionally, we also

show the comparison between the above-mentioned methods for each ES PES of N-PP in Figure

S4. We know from the analysis of orbital contributions and DCT amplitudes that the 1B state has

a LE nature at low twist angle and gains some CT character at larger distortions. That is why we

can see a big contrast between TD-PBE and the reference which increases upon the twist. On the

other hand, TD-PBE0 yields almost zero values of ∆Ediff until the 70◦ twist. TD-CAM-B3LYP

is known to be able to improve the description of the CT state, but has been reported to have a

tendency to overestimate the LE state energies of low-lying states of large conjugated molecules.89

In contrast, BSE with all XCF provides very accurate surfaces (∆Ediff close to zero, see Figure 5a)

with negligible starting point dependency. As can be seen in Figure 5, the next four states are quite

challenging for both TD-PBE and TD-PBE0 due to their significant CT character, especially at

large twist angles. Interestingly, TD-CAM-B3LYP shows an increase of the ∆Ediff upon twisting,

while BSE/evGW (with all three functionals) yields almost flat curves for the 2A state. However,

for the next two states, 2B and 3A, these methods deliver similar results. For the two remaining

12



states (3B and 4A), TD-CAM-B3LYP yields a better agreement with the reference values, but

the energetic differences with the reference increase at large twist angles. The BSE formalism

does not perform better as the energies show a rather inaccurate evolution in this case as well (see

also Figure S4) which results in quite high values of ∆Ediff. We reported a similar behavior for

BSE/evGW in our previous study of DMABN29 and concluded that it was related to the DFT GS

energy. Finally, comparing the relative TD-DFT and BSE/evGW energies to CCSD(T)(a)* (Tables

S8-S21), one notices that for half of the states, TD-CAM-B3LYP delivers lower MAE values (1A,

2B, and 4A states), while for the other half, BSE/evGW/CAM-B3LYP is more accurate (1B, 2B

and 3A states). Although the total MAE values given in Tables S14 and S21 are very close for

those two methods, as can be seen in Figure 5 BSE approach usually provides more uniform ∆Ediff

than TD-DFT. Indeed the BSE errors are skewed by the large MAE obtained for the highest-lying

(4A) state. Overall, the significant advantage of BSE/evGW formalism lies in the more accurate

evolution of the surfaces with negligible starting point dependency, in sharp contrast with TD-DFT.

CONCLUSIONS

In the present contribution, we studied the evolution of the six lowest ES of N-PP during

the twist of the pyrrole ring. Three coupled cluster methods, as well as both TD-DFT and

BSE/evGW combined with different XCF have been assessed. We report here the first highly

accurate [CCSD(T)(a)*/cc-pVTZ quality] PES for N-PP that we could use to benchmark all the

other levels of theory. The N-PP is a more complicated molecule than the often treated DMABN

due to closely-lying ES with CT character and even at the CC level we observed small differences

when climbing the CC ladder. Interestingly, CC2 predicts ES energies closer to the CCSD(T)(a)*

ones than CCSD. Our results also show that the BSE formalism can accurately reproduce the evo-

lution of closely-lying excited states PES as well as correctly predict the crossing barrier during

the twist. Even if TD-CAM-B3LYP is able to restore accurate trends for the evolution of the

PES upon twisting, it fails to provide a good estimate of the crossing barrier. Furthermore, the

BSE/evGW approach gives results almost independent from the starting XCF, which was known

for energies but only very recently demonstrated for PES. Overall, the BSE/evGW approach is

a valuable alternative to TD-DFT in the case of complicated LE/CT mixed states. We are cur-

rently working on further developments aiming at computing more efficiently ES properties with

BSE/evGW. Knowing the BSE/evGW oscillator strengths are accurate,90 we plan to move to more

13



complex properties. In the light of previous studies91 assessing the merits of other strategies, such

as non-self-consistent BSE/G0W0 starting from an optimally-tuned functional, may also stand as

an additional path to validating BSE PES.
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