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ABSTRACT
Online misinformation has become a major concern in recent years,
and it has been further emphasized during the COVID-19 pan-
demic. Social media platforms, such as Twitter, can be serious
vectors of misinformation online. In order to better understand
the spread of these fake-news, lies, deceptions, and rumours, we
analyze the correlations between the following textual features
in tweets: emotion, sentiment, political bias, stance, veracity and
conspiracy theories. We train several transformer-based classifiers
from multiple datasets to detect these textual features and identify
potential correlations using conditional distributions of the labels.
Our results show that the online discourse regarding some topics,
such as COVID-19 regulations or conspiracy theories, is highly
controversial and reflects the actual U.S. political landscape.

CCS CONCEPTS
• Computing methodologies → Natural language processing.
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1 INTRODUCTION
As the amount of information shared online increase1, we are prone
to face more misinformation on the web. Events such as the 2016
U.S. Presidential Elections [1] or the Brexit [10] are prime examples
of strongly discussed topics with large amount of false information
∗Corresponding author
1https://www.domo.com/learn/infographic/data-never-sleeps-5
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shared online. Social media websites can have strong influence on
shaping the beliefs of one individual, and can have consequences
on real life topics such as politics [1, 10], science [26], economics2
or health [15]. Considering that ‘fake-news’ tends to spread faster
and wider than the truth [28], researchers have started to help fact-
checkers scale-up their ability to verify information [18]. The need
of such technology has been even more evident with the recent
COVID-19 pandemic, with misinformation shared profusely online,
and the World Health Organization (WHO) describing it as an
infodemic3. According to [3], the number of fact-check reports rose
by more than 900% between January and March 2020, reflecting the
large amount of misinformation shared about COVID-19.

While some research is focused on detecting misinformation,
in this work, we focus on better understanding the online dis-
course around COVID-19 on dimensions that go beyond misinfor-
mation classification. We explore the relationships among emo-
tion, sentiment, political bias, stance, veracity and conspiracy theo-
ries, by leveraging a dataset for each textual feature. We use three
datasets for training models that detect sentiment, emotion and
political bias, and we use those models on the other datasets to
study in detail their interactions. We then compute the conditional
distribution of the labels between those features to analyze and
share some insights about their relationships. Notable results show
that political bias plays a role in the stance toward COVID-19
regulations and conspiracy theories or that emotion and senti-
ment are used by people who share potentially misleading con-
tent. Our results can be reproduced using the code available at
https://github.com/D2KLab/covid-twitter-discourse-analysis.

2 RELATEDWORK
Online misinformation during the COVID-19 pandemic has urged
researchers to study its prevalence in social media websites, such as
Twitter. Many datasets have been built around annotating textual
features in tweets during the pandemic. In this work, we selected
three different core datasets, each one allowing the training of a
model for the detection of one textual feature: COVID LTSE At-
tributes (Emotion) [9], COVIDSenti (Sentiment) [19] and Russian
Troll (Political Bias)4 [13]. We also selected three additional ex-
ternal datasets, which will only be used for the evaluation of the
correlation: COVID 19 Stance (Stance) [8], Birdwatch (Veracity)

2https://www.forbes.com/sites/kenrapoza/2017/02/26/can-fake-news-impact-the-
stock-market/
3https://www.who.int/health-topics/infodemic
4https://fivethirtyeight.com/features/why-were-sharing-3-million-russian-troll-
tweets/
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[23] and MediaEval-FND (Conspiracy theories) [21]. The three core
datasets are also used for the evaluation of the correlation.

2.1 Datasets
2.1.1 [Core] COVID LTSE Attributes. The COVID LTSE Attributes
dataset [9] contains 252 million of tweets from January 2020 to June
2021. The data was searched using keywords, such as ‘wuhan’ or
‘corona’. This dataset is labeled with 17 attributes, such as topics
or emotions. In this work, we focus on the emotion attributes,
which has been labeled using the CrystalFeel5 pre-trained machine
learning algorithm.

2.1.2 [Core] COVIDSenti. COVIDSenti [19] is a dataset with la-
bels for sentiment in COVID-related tweets. The tweets have been
crawled from February 2020 to March 2020, using keywords such
as ‘coronavirus’ or ‘Corona Outbreak’. The data is annotated with
TextBlob6 using the methodology described in [2] resulting in 90,000
annotations.

2.1.3 [Core] Russian Troll. The Russian Troll dataset [13] contains
2.9 million of tweets from February 2012 to May 2018. It is the only
dataset with no COVID-related data. The tweets are from accounts
associated with the Internet Research Agency, which interfered
during the U.S. 2016 presidential elections. A detailed analysis of
the disinformation tactics used by this group of people is available
in [12]. The data is labeled at the account level using five main
categories (‘Right troll’, ‘Left troll’, ‘Fearmonger’, ‘HashtagGamer’
and ‘NewsFeed’). In this work, we focus on ‘Right Troll’ and ‘Left
Troll’ while the remaining labels are labeled as ‘Other’.

2.1.4 [External] COVID 19 Stance. In the COVID 19 Stance dataset
[8], tweets are labeled with a stance towards a topic related to the
pandemic. The data was crawled from February 2020 to August
2020 using keywords (‘coronavirus’, ‘covid-19’, etc.) or hashtags
(‘#lockdown’, ‘#washhands’, ‘#socialdistancing’, etc.). The topics
are ‘Anthony S. Fauci’, ‘keeping schools closed’, ‘stay at home
orders’ and ‘wearing a face mask’, and the annotation was done
with Amazon Mechanical Turk. Since the release of this dataset,
numerous tweets have been deleted or removed, and we were only
able to retrieve 3,616 tweets.

2.1.5 [External] Birdwatch. Birdwatch7 is a crowdsourced fact-
checking program that allow Twitter users to identify potentially
misleading tweets. The dataset used in [23] contains a total of 9,851
tweets that have been labeled by Birdwatch users with ‘Mislead-
ing’ or ‘Not Misleading’, from January 2021 to September 2021.
As tweets can have multiple notes from multiple Birdwatch users,
with different labels, we performed majority-voting to assign a
single label to the tweet. If majority cannot be reached, the tweet is
discarded.

2.1.6 [External] MediaEval - FND. The MediaEval - FND dataset
[21] contains 1,912 tweets about COVID-19-related conspiracy the-
ories. The tweets are labeled as ‘Discussing’, ‘Promoting’ or not
related to a given conspiracy theory. In the original dataset, each

5https://socialanalyticsplus.net/crystalfeel/
6https://textblob.readthedocs.io/en/dev/
7Recently renamed Community Notes https://help.twitter.com/en/using-twitter/
community-notes

tweet is annotated for nine different named conspiracy8. In this
work, we merged the labels into three broad categories: ‘Not related
to any conspiracy’, ‘Discussing at least one conspiracy‘, ‘Promoting
at least one conspiracy’.

2.2 Classification Models
Transformer-basedmodels [27] have largely contributed to progress
in many Natural Language Processing (NLP) tasks, including ma-
chine translation [4, 24], question answering [14, 30] and text clas-
sification [6, 16]. Most notably, BERT [5] has outperformed other
methods, such as TF-IDF or Recurrent Neural Networks, while
providing a pre-trained model that can be fine-tuned for specific
tasks [25]. For example, Covid-Twitter-BERT (CT-BERT) [17] has
been trained on textual data from Twitter during the COVID-19
pandemic, which improves results on domain-specific datasets.

3 METHODOLOGY
In order to detect correlations, we build three text-classification
models on the core datasets mentioned in Section 2.1, for senti-
ment, emotion and political bias. In this section, we will discuss
the methodology to train the different models on their respective
data, and explain how we analyze potential correlations between
the textual features.

3.1 Model Training
Models are trained to perform text classification using supervised
learning. As some datasets are very large, we sample 25,000 tweets
from the COVID LTSE Attributes dataset and 42,000 from the Rus-
sian Troll dataset. We first apply some basic pre-processing on
the text, by removing links and special characters. We then split
datasets into a train set and a validation set with a 80/20 stratified
split ratio. Models have pre-trained CT-BERT weights and a clas-
sification layer depending on the number of output classes. They
are trained using Adam [11] optimizer, with a weight decay of
1.10−2 and a learning rate of 1.10−5 for 25 epochs. We use a Cross
Entropy loss with weights proportional to the inverse of the class
distribution. We monitor the performance of the model with the F1
score on the validation set, and save the best performing model. We
use the pytorch [20] and huggingface-transformers [29] libraries
to implement our code. Results for the models during training are
available in Section 4.1.

3.2 Correlation
In order to find possible correlations between the textual features,
we used the differentmodels to predict features on the other datasets.
Core datasets are used for the training of the models and the pre-
diction of other features, while external datasets are only used
for prediction. For example, the model trained on COVIDSenti is
used on the COVID LTSE Attributes dataset, the Russian Troll
dataset, the COVDI-19-Stance dataset, the Birdwatch dataset and
the MediaEval-FND dataset. This way, we can analyze the condi-
tional distribution of the predicted labels given the ground truth
labels. The results and analysis are presented in Section 4.2.

8List of all the conspiracy theories: Suppressed Cures, Behaviour and Mind Control,
Antivax, Fake Virus, Intentional Pandemic, Harmful Radiation/Influence, Population
Reduction/Control, New World Order, Satanism
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Table 1: F1-Score of the models on a validation set

Core Dataset F1-score

COVID LTSE Attributes 0.622
COVIDSenti 0.769
Russian Troll 0.636

4 RESULTS
In this section, we discuss the results of the models during the train-
ing (4.1), and the analysis of the possible correlations between the
features (4.2). Some examples of tweets in the dataset are available
in Table 2, highlighting a particular predicted label.

4.1 Model performance
As discussed in Section 3.1, we split all core datasets into training
and validation sets with a 80/20 stratified split ratio. Table 1 shows
the performance of the models on the validation set.

The model based on the COVIDSenti dataset obtains the best
score on its own evaluation set. This might be expected as senti-
ment detection is arguably the easiest task of the three. The overall
performance of the models are fair, given the noise in the datasets,
as COVID LTSE Attributes and COVIDSenti have been automati-
cally annotated, and the Russian Troll dataset has been labelled at
the user level, resulting in some generic tweets having annotations
towards political bias.

4.2 Correlation Analysis
In order to detect some correlations between the studied textual
features, we compute the matrix of frequency of the labels of two
textual features in the data. The y-axis label9 is the ground truth
of the corresponding dataset, while the x-axis label represents the
prediction of the model. Rows have been normalized to represent
the conditional distribution of the predicted label given a ground-
truth label.

4.2.1 Sentiment feature. Figure 1 shows the correlation between
the sentiment feature and the other features. We can see in Figure
1a 1b 1c 1d that people against the mentioned topics tend to share a
more negative sentiment. This is especially true for the topic ‘Face
masks’, and less apparent for the topic ‘School closures’. People
in favor of the ‘Face masks’ and ‘School closures’ topics tend to
use more negative sentiment as well. However, people use more
positive sentiment when supporting ’Stay at home’ orders.

Figure 1e shows that all emotions except happiness tend to be
more negative than positive, which is expected. It also shows that
anger is the emotionwhere negative sentiment is themost prevalent.
Figure 1f shows that tweets that have a political bias use more
sentiment (positive and negative) than other tweets. However the
distribution of sentiment is the same for both Left and Right bias.

Figure 1g shows that tweets that share potentially misleading
content tend to use slightly more negative sentiment than the non-
misleading tweets. Very few tweets share positive sentiment in
this dataset overall, suggesting that people on Birdwatch are more
9The labels ‘N’, ‘H’, ‘A’, ‘S’, ‘F’ represent the following emotions: ‘None’, ‘Happiness’,
‘Anger’, ‘Sadness’, ‘Fear’.

(a) Stance towards ‘Fauci’ (b) Stance towards ‘Face masks’

(c) Stance towards ‘School clo-
sures’

(d) Stance towards ‘Stay at home’

(e) Emotion (f) Political bias

(g) Veracity (h) Conspiracy theories

Figure 1: Distribution of the labels for the sentiment feature

interested in labeling negative tweets. However, conspiracy theories
do not seem to be particularly correlated with sentiment, as shown
in Figure 1h.

4.2.2 Emotion feature. Figure 2 shows how the emotion feature is
correlated to the other features. First, it seems clear in Figure 2a 2b
2c 2d that the four topics ‘Fauci’, ‘Face masks’, ‘School closures’ and
‘Stay at home’ are quite controversial on Twitter, with the anger
emotion dominating almost all stances. The sadness emotion is the
most used when discussing the topic of ‘School closures’, showing
empathy for the teachers and the children. The ‘Stay at home’ topic
sees more happiness in the tweets, with people enjoying working
from home.

Figure 2e shows that a majority of tweets from the COVIDSenti
dataset use the fear emotion, even in positive tweets. This seems
counter-intuitive and may be due to having numerous tweets about
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(a) Stance towards ‘Fauci’ (b) Stance towards ‘Face masks’

(c) Stance towards ‘School clo-
sures’

(d) Stance towards ‘Stay at home’

(e) Sentiment (f) Political bias

(g) Veracity (h) Conspiracy theories

Figure 2: Distribution of the labels for the emotion feature

wishing people to stay safe, in fear of covid. However, positive
tweets also use happiness a lot, which is to be expected.

Political biased tweets are more likely to have an emotion than
not, as shown in Figure 2f. Tweets from users tagged as having
left bias tend to contain more happiness, while tweets from users
having right bias tend to contain more anger.

Regarding veracity, in Figure 2g, anger is dominating the tweets
sharing potentially misleading information, while emotion are
slightly more even on not misleading tweets. In Figure 2h, we can
see that emotion and conspiracy theories are not heavily correlated.
We notice a slight decrease in anger in non-conspiracist tweets.

4.2.3 Political bias feature. Lastly, we analyze correlation between
political bias and other textual features, highlighted in Figure 3. We
again notice that some topics are controversial, for example, ‘Face
masks’ and ‘Stay at home’. In those topics, we see that people against

(a) Stance towards ‘Fauci’ (b) Stance towards ‘Face masks’

(c) Stance towards ‘School clo-
sures’

(d) Stance towards ‘Stay at home’

(e) Sentiment (f) Emotion

(g) Veracity (h) Conspiracy theories

Figure 3: Distribution of the labels for the political bias fea-
ture

(face masks) have more right political bias and people in favor have
more left political bias. This reflects the U.S. political landscape
during the pandemic, as Democrats governors had generally more
strict mandates towards wearing face masks than their Republican
counterparts [7]. The topic of school closures and re-opening was
also highly controversial, with Republicans leaning toward having
more in-person classes and Democrats toward having more online-
classes10.

Figures 3e 3f show that specific sentiment and emotion are not
strongly correlated to one political bias or the other. However,
Figure 3g shows that potentially misleading tweets are not tied
to one political bias, while non-misleading tweets are more likely
to be shared with left political bias. Moreover, Figure 3h shows

10https://www.pewresearch.org/fact-tank/2020/08/05/republicans-democrats-differ-
over-factors-k-12-schools-should-consider-in-deciding-whether-to-reopen/

https://www.pewresearch.org/fact-tank/2020/08/05/republicans-democrats-differ-over-factors-k-12-schools-should-consider-in-deciding-whether-to-reopen/
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that tweets discussing conspiracy theories are more likely to have
left political bias, while it is the opposite for tweets promoting
conspiracy theories. This supports the findings in [22], which states
that conservatives tend to share more anti-science information than
pro-science, thus being more inclined towards conspiracy theories.

5 CONCLUSION
In this paper, we analyzed the correlations between five textual
features: emotion, sentiment, political bias, stance and veracity.
We leveraged relevant datasets to train three models to predict
emotion, sentiment and political bias on COVID-19 related tweets.
These models allowed us to analyze the conditional distribution
of the different labels to better understand the online discourse.
Main findings include that COVID-19-related regulations topics,
such as ‘Face masks’, ‘School closures’ or ‘Stay at home orders’ are
highly controversial, generating a lot of negative sentiment and
anger emotion in the Twitter discourse. The users’ political bias
on those topics also outlined the stance of US politicians in the
debate. Similarly, conspiracy theories are usually promoted with
negative sentiment and right political bias, which might reflect the
inclination of conservatives towards anti-science information.
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Table 2: Examples of tweets from all the datasets. Ground Truth indicates the label of the tweet in its original dataset while
Predicted Label is the output of one of the trained models

Tweets Ground Truth Predicted Label

(a) Idc what you say, you’re selfish if you refuse to wear a mask. This shouldn’t be
political. #MaskUp #MaskMoaners

Favor ‘Face masks’ Negative sentiment

(b) @kylegriffin1 Close the damn schools until there is a vaccine. #NotMyChild Favor ‘School closures’ Negative sentiment
(c) If grocery stores can be open and people can risk their lives working there, then so

can the schools and teachers. #OpenSchools
Against ‘School closures’ Neutral sentiment

(d) Corona virus Day 4 diary entry: I have now been social distancing for the past 26
years.

Sadness Neutral sentiment

(e) Italy Declares State of Emergency Over Wuhan Coronavirus Fear Neutral sentiment
(f) Biden blames rise of COVID-19 cases on the unvaccinated: “This is a pandemic of

the unvaccinated.”
Not Misleading Neutral sentiment

(g) @saraecook Fauci is such a hypocrite! He knew back during the SARS outbreak
most people who died was due largely to cytokine storm. Much the same with
Coronavirus. He had no problem with Hydroxychloroquine being used then. #Fau-
ciFraud

Against ‘Fauci’ Anger emotion

(h) Trump and the White House are straight up publicly attacking the country’s
leading infectious disease expert during a #pandemic that has already killed nearly
140,000 Americans. Yup, that tracks. #COVID19 #DrFauci

Favor ‘Fauci’ Anger emotion

(i) The policymakers need to consider the fact that schools can’t run without fees
and teachers can’t survive without salary. #SaveOurSchools

Against ‘School closures’ Sadness emotion

(j) @GrandadJohn5 Good news that County cricket is starting up but no news on
recreational cricket the cut off point for our league is August 8th after that only
friendlies or right off the season #StaySafeStayHome

No stance towards ‘Stay at home’ Happiness emotion

(k) Coronavirus: is it safe to travel and should children be kept home? Positive sentiment Fear emotion
(l) I had such a good day with the students at @UNCG and @ncatsuaggies discussing

activism, social justice, & organizing. They were incredible.
Left political bias Happiness emotion

(m) THE ATTACK ON FREEDOM OF SPEECH CONTINUES! #CrookedHillary will
destroy the 1st Amendment Right of her Opposition!

Right political bias Anger emotion

(n) Take sports away and Social Interaction in schools. Your kids will have a great
immune system! Way to teach your kids your saving them from the coronavirus.
Bill gates and all Ted Talk technocrats have wanted online learning for years.
Wake up! #OpenSchools

Against ‘School closures’ Right political bias

(o) Wearing a mask and social distancing doesn’t mean you are "living in fear." It’s
like wearing a seat belt or using your headlights in the rain, it’s for your safety
and the safety of others. #WearADamnMask

Favor ‘Face masks’ Left political bias

(p) @Athens108 @realDonaldTrump It may have worked for an old Coronavirus that
is a different virus from COVID19. All the studies coming out says chloroquine
does not work for this virus. Dr. Fauci is always on the frontlines for all viruses.
#FauciIsAHero

Favor ‘Fauci’ Right political bias

(q) 87% of the deaths were caused by democrat leadership. Things like forcing nfected
patents into nursing homes by executive order and banning HCQ. We now know
that HCQ could have easily saved over 100000 lives over 20000 in NY alone. Trump
was right. Democrats own the pandemic

Promote conspiracy Right political bias

[30] Zhou Yu, Jun Yu, Yuhao Cui, Dacheng Tao, and Qi Tian. 2019. Deep Modular
Co-Attention Networks for Visual Question Answering. In Proceedings of the

IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR).
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