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Homogeneous Sobolev and Besov spaces on special Lipschitz

domains and their traces ∗†

Anatole Gaudin‡

Abstract

We aim to contribute to the folklore of function spaces on Lipschitz domains. We prove
the boundedness of the trace operator for homogeneous Sobolev and Besov spaces on a special
Lipschitz domain with sharp regularity. To achieve this, we provide appropriate definitions and
properties, ensuring our construction of these spaces is suitable for non-linear partial differen-
tial equations and boundary value problems. The trace theorem holds with the sharp range
s ∈ ( 1

p
, 1 + 1

p
). While the case of inhomogeneous function spaces is well-known, the case of ho-

mogeneous function spaces appears to be new, even for a smooth half-space. We refine several
arguments from a previous paper on function spaces on the half-space and include a treatment
for the endpoint cases p = 1 and p = +∞.
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1 Introduction

We establish in this paper a proper and user-friendly construction of homogeneous Sobolev and
Besov spaces1 on some unbounded Lipschitz domains Ω ⊂ Rn, defined (up to a rotation) by the
epigraph of a uniformly Lipschitz function, more precisely

Ω = { (x′, xn) ∈ Rn−1 × R |xn > φ(x′) },

for a globally and uniformly Lipschitz continuous function φ : Rn−1 −→ R.
The introduced technical biases also appear to be fundamental. For instance, the trace theorem

with optimal regularity, stated with homogeneous estimates, is obtained through a trick based on
the Lq-maximal regularity result obtained in [Gau24a], which allows us to circumvent significant
difficulties in a simple way.

Additionally, complementary tricks and techniques for complex interpolation of homogeneous
inequalities, as well as new results for interpolation of normed spaces, are introduced, particularly
addressing the absence of completeness for the considered normed spaces without considering their
completions; see Remark 3.4 and the Appendix B. We note that the loss of completeness is necessary
to define such function spaces with high regularities; see Subsection 1.1.

As an intermediate step for an in-depth investigation in the case of special Lipschitz domains Ω,
it was necessary to obtain new and sharpened results for homogeneous function spaces on the whole
space Rn.

Finally, the construction of these homogeneous Sobolev and Besov spaces, as normed vector
spaces of actual distributions on special Lipschitz domains, along with the optimal trace theorem
and related properties, has been an open problem for more than a decade. Even analogs in the case
of a C∞ bent half-space do not appear to be known until now.

The main goals and strategies of this paper are highlighted at the end of Subsections 1.1 and
1.2. The most significant results of this paper are highlighted at the end of Subsection 1.1 and in
Subsection 1.3.

1.1 Necessity of homogeneous function spaces and their issues

Homogeneous Sobolev and Besov spaces are function spaces that arise very naturally whil solving
the most standard partial differential equations on unbounded domains, such as the whole or the
half-space. The fundamental examples being the Laplace and the heat equations,

−∆u = f , in Rn, (L) and





∂tu−∆u = f, in R+ × Rn

u(0) = 0,
(HE)

for which we cannot control the solution u itself, but only the amount of derivatives of the solution
u that appears in the corresponding equations. More precisely:

(i) In the case of the Laplace equation (L), one cannot expect u ∈ L2(Rn), for arbitrary f ∈
L2(Rn). The only control we can have is for the (semi-)norm defined by

‖u‖Ḣ2,2(Rn) := ‖∇2u‖L2(Rn) = ‖f‖L2(Rn).

(ii) In the case of the heat equation (HE), one cannot expect u ∈ L2(R+ × Rn), for arbitrary
f ∈ L2(R+ × Rn). One can only establish a control of the form

‖∂tu‖
2
L2(R+×Rn) + ‖∇2u‖2

L2(R+×Rn) = ‖f‖2
L2(R+×Rn).

1See the beginning of Subsection 2.1, in particular Definition 2.1, for the appropriate definitions in the case of the
whole space.



Thus, we need function spaces whose norms precisely control the regularity and integrability arising
from the equations, namely, the homogeneous Sobolev (and Besov) spaces. For the reader’s conve-
nience, we mention that these two facts2 can be proven by contradiction using the Closed Graph
Theorem and a dilation argument. These phenomena are due to the Laplacian not being invertible
on L2(Rn). In the case of the heat equation in Lq(Lp)-spaces, a similar phenomenon occurs, but
it also holds for more general operators. See, for example, the discussion in [Gau24a, Introduc-
tion, Subsection 1.1.1], as well as the results [Mon09, Definition 1.1 & Proposition 2.2] and [PS16,
Corollary 3.5.3].

In the last two decades, the use of homogeneous function spaces has been central to the global-in-
time study of various problems in fluid mechanics. For more details, see [BCD11, DM09, DM15,
DHMT21, OS16, OS21, OS22, OS24] and the references therein.

In the context of non-linear partial differential equations (even on the whole space), one has
to be clear about the definition of homogeneous function spaces. Typically, elements of homoge-
neous function spaces, such as homogeneous Sobolev and Besov spaces, are defined as equivalence

classes of tempered distributions modulo polynomials, denoted by S
′(Rn)

/
P(Rn) , as in [BL76,

Chapter 6, Section 6.3], [Tri83, Chapter 5], or [Saw18, Chapter 2].
This construction, modulo polynomials, proves unsuitable for nonlinear partial differential equa-

tions for several reasons, as discussed in [Gau24b, Introduction]. We also present further reasons in
this section. Notably, according to [Bou88, Bou13], [Tri15, Chapter 2, Section 2.4], and [Saw18,
Chapter 2, Section 2.4.3], it is not clear that one can canonically choose the polynomial part to
obtain an element of S′(Rn) in an independent way of the Sobolev index of the considered function
spaces.

• Issues for the definition of (para-)products.

Given [u], [v] ∈ S
′(Rn)

/
P(Rn) with representatives u + P, v +Q, u+ P̃ , v + Q̃ ∈ S′(Rn)„ we

have

(u+ P )(v +Q)− (u+ P̃ )(v + Q̃) =(P − P̃ )v + (Q− Q̃)u+ PQ− P̃ Q̃.

Therefore, even with meaningful bilinear (para)product estimates, while PQ− P̃ Q̃ is a poly-
nomial, (P − P̃ )v+ (Q− Q̃)u is not, meaning the product ultimately depends on the choice of
representatives!3

• Issues with the definition on domains by restriction.

Defining the restriction to a domain Ω, of an element that belongs to S
′(Rn)

/
P(Rn) seems

ambiguous. For instance, consider [f ] ∈ S
′(R)

/
P(R) such that has at least one representative

f ∈ L1
loc(R) ∩ S′(R).

Then x 7→ f(x) − x2 and x 7→ f(x) − x3 are two distinct representative that admit different
restrictions in D′((a, b)) for any −∞ < a < b 6 +∞. Thus, the restriction in the distributional
sense seems meaningless with regard to for the quotient structure. In particular, it appears
unclear on how to define the support, having in mind the quotient structure.

• Issues with the composition with a diffeomorphism.

Assuming that u+ P, u+Q ∈ S′(Rn) are two representatives of [u] ∈ S
′(Rn)

/
P(Rn) , and Ψ

is a smooth diffeomorphism of Rn, the meaning of the expression

u ◦Ψ + P ◦Ψ − (u ◦Ψ +Q ◦Ψ) = P ◦Ψ−Q ◦Ψ

is ambiguous: even assuming u◦Ψ ∈ S′(Rn), P ◦Ψ andQ◦Ψ might not even qualify as tempered
distributions. Even if it is, it should not depend on the choice of P andQ which is again unclear.
This creates a significant challenge in transferring properties of homogeneous function spaces

2that in both cases, u itself cannot lie in L2, provided f ∈ L2 is arbitrary.
3This issue persists even when P,Q, P̃ , Q̃ are constants.
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from the whole space or half-space to a bent half-space via a change of coordinates, particularly
in defining traces on the boundary.

• Issues for extension (and projection) operators.

To properly maintain properties such as interpolation identities, one typically uses extension
operators E : S′(Rn)|Ω

−→ S′(Rn), such that [E·]|Ω
= I on S′(Rn)|Ω

. However, for homo-
geneous function spaces built modulo polynomials, preserving the quotient structure requires
that E(P(Rn)|Ω

) ⊂ P(Rn), by linearity. However, since polynomials are entirely determined
by their values taken on a finite number of points, we should necessarily have

EP = P , ∀P ∈ P(Rn).

This condition is overly restrictive and is likely not met by most standard extension operators,
even for Ω = Rn

+. For instance, this condition is not met for the extension operator by higher-
order reflection around the boundary used in [DHMT21, Chapter 2] and [Gau24b], which
was initially introduced and studied for smooth functions and standard Sobolev spaces in
[Hes41, Bab53].

Although some extension operators can meet the polynomial-preserving condition, we want
our construction to accommodate a wider variety of extension operators. This is in order to
have the most flexible construction of these function spaces in concrete cases, i.e., when one
wants to study non-linear and boundary-value problems. Therefore, we need function spaces
and ambient spaces where we do not have to distinguish between different representatives of
their elements.

• Issues concerning distribution theory and the completion of function spaces.

Any completion of some function spaces may not be canonically identified as subspaces of
D′(Rn). For example, it can be verified that

C∞
c (Rn) 6⊂ Ḣ−n/2,2(Rn).

Consequently, completion of Schwartz functions for the Ḣn/2,2(Rn)-norm cannot be canonically
embedded in D′(Rn), as the (pre-)dual space lacks test functions.

This implies that if one takes any abstract completion to define these spaces, one would
encounter elements that cannot be canonically identified with actual distributions.

In particular, the realization of homogeneous function spaces on special Lipschitz domains provided

by Costabel, McIntosh and Taggart [CMT13], built on S
′(Rn)

/
P(Rn) , appears to be inapplicable

for linear problems with boundary values and unsuitable for non-linear problems.
To circumvent those issues, Bahouri, Chemin, and Danchin proposed in [BCD11, Chapter 2]

to consider a subspace of S′(Rn) consisting solely of tempered distributions without any (non-zero)
polynomial part, see [BCD11, Examples, p.23]. This subspace, denoted S′

h(Rn), is defined at the
beginning of Subsection 2.1. Using S′

h(Rn) as an ambient space, Bahouri, Chemin, and Danchin
constructed homogeneous Besov spaces Ḃs

p,q(Rn). With their construction, the homogeneous Besov
spaces are complete whenever (s, p, q) ∈ R× [1,+∞]2 satisfies

[
s <

n

p

]
or

[
q = 1 and s 6

n

p

]
. (Cs,p,q)

This also led Danchin and Mucha to consider homogeneous Besov spaces on Rn
+ and exterior domains,

as discussed in [DM09, DM15]. Additionally, Danchin, Hieber, Mucha, and Tolksdorf examined
briefly homogeneous Sobolev spaces Ḣm,p on Rn and Rn

+ for m ∈ N, p ∈ (1,+∞), in [DHMT21,
Chapter 2].

The author extended this construction in a previous work [Gau24b], encompassing the entire
scale of homogeneous Sobolev spaces, in the reflexive range, on the half-space Rn

+. This extension
was achieved by investigating interpolation properties and defining the meaning of traces on the
boundary. The corresponding properties for homogeneous Besov spaces on the half-space have also
been reviewed.
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The first main goal of the present paper is to construct homogeneous Sobolev and Besov
spaces on special Lipschitz domains, enhancing, sometime by a lot, certain arguments presented in
[Gau24b, Subsection 3B] for the flat upper half-space. The structure of extension and projection
operators used here forces us to consider two families of regularity indices: (−1 + 1

p , 1] and [0,+∞)

with a common overlap [0, 1]. We also note that the simple argument employed in [Gau24b, Propo-
sition 3.1] is not applicable to the whole family of non-negative regularity indices. Furthermore, we
address the cases p = 1,+∞4. We no longer require the completeness assumption or the intersection
with a complete space to achieve the main results, marking a significant improvement over the work
in [Gau24b]. We also improve several results in the case of the whole space in Subsection 2.1.

• New density results on Rn: Proposition 2.6; and on special Lipschitz domains Ω: Propo-
sitions 3.12 and 3.29.

• New interpolation results that does not require the completeness of involved spaces on Rn:
Theorem 2.9; and on special Lipschitz domains Ω: Proposition 3.19 and Theorem 3.33.

• New duality results on Rn: Proposition 2.12; and on special Lipschitz domains Ω: Propo-
sition 3.14 and Theorem 3.36.

We note that while the results highlighted above are nearly optimal, the intermediate results–such
as the boundedness of extension operators, which are necessary to achieve these main results–are
not entirely optimal, though they are close. This primarily concerns the case p = +∞. See, for
instance, Lemma 3.22 and Proposition 3.24, then the beginning of Subsections 3.1 and 3.2, as well
as Remark 3.25 for some brief discussions. There are also many other related obstructions such as
the loss of completeness, or the change of extension operators depending on the regularity index.

1.2 Trace theorems

Trace theorems with sharp regularity are fundamental for studying boundary value problems in the
field of partial differential equations. The standard trace theorems for Besov or Sobolev functions de-
fined on Rn

+ := Rn−1× (0,+∞) and on bounded, sufficiently regular, domains are detailed for exam-
ple, in [BL76, Subsection 6.6], [AF03, Theorem 7.43, Remark 7.45], [Sch10, Theorems 3.16 & 3.19].
A nearly exhaustive result for traces on subsets of Rn with minimal geometric assumptions can be
found in [JW84, Chapters VI & VII]. The standard trace theorem for Lipschitz domains is given
below. Refer to Definition 4.14 below, for a definition of the trace operator.

Theorem 1.1 Let p ∈ (1,+∞), q ∈ [1,+∞], s ∈ ( 1
p , 1 + 1

p ), and Ω be either a special or a bounded
Lipschitz domain,

(i) the trace operator [·]|∂Ω
: Hs,p(Ω) −→ B

s− 1
p

p,p (∂Ω) is a bounded surjection, in particular for all
u ∈ Hs,p(Ω),

‖u|∂Ω
‖

B
s− 1

p
p,p (∂Ω)

.s,p,n ‖u‖Hs,p(Ω);

(ii) The trace operator [·]|∂Ω
: Bs

p,q(Ω) −→ B
s− 1

p
p,q (∂Ω) is a bounded surjection, in particular for all

u ∈ Bs
p,q(Ω),

‖u|∂Ω
‖

B
s− 1

p
p,q (∂Ω)

.s,p,n ‖u‖Bs
p,q(Ω);

(iii) The trace operator [·]|∂Ω
: B

1
p

p,1(Ω) −→ Lp(∂Ω) is a bounded surjection, in particular for all

u ∈ B
1
p

p,1(Ω),

‖u|∂Ω
‖Lp(∂Ω) .p,n ‖u‖

B
1
p
p,1(Ω)

.

4Only partially for the case p = +∞
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Moreover, the trace operator [·]|∂Ω
admits a right bounded inverse (not necessarily linear) for each

of the above cases.

Roughly speaking, the goal here is, up to technical modifications, to add dots to every H and B
symbol in Theorem 1.1 for a special Lipschitz domain. Our focus on special Lipschitz domains is
motivated by two main reasons. First, in bounded Lipschitz domains, localization aspects indicate
minimal differences between inhomogeneous and homogeneous function spaces, as exemplified by
Poincaré-Wirtinger-Sobolev type inequalities. Second, special Lipschitz domains appear to be the
one of the rare class that currently allows for effective extension operators with homogeneous esti-
mates. For more general unbounded Lipschitz or smoother domains, a naive localization argument
with smooth cut-offs fails to preserve homogeneity.

In the context of inhomogeneous function spaces, simpler proofs for constructing the trace
operator on the boundary can be found, see e.g., [Eva10, Theorem 1, p.273] or [Leo17, Theo-
rem 18.1, Corollary 18.4], seeing the trace operator as a (compact) operator with value in Lp(∂Ω)
(when Ω has compact boundary). Similar results are also available for partial traces of vector fields,
with compactness property in the case of compact boundary, e.g., see [Mon15,Den21] and the ref-
erences therein. A general result for the existence of partial traces on bounded Lipschitz domains is
provided by Mitrea, Mitrea, and Shaw in [MMS08, Section 4] for differential forms, which contains
the result for vector fields.

Theorem 1.1 and the properties of simple and double layer potentials have been extensively used
to study the regularity and well-posedness of elliptic boundary value problems, as well as to derive
functional analytic properties of the involved elliptic operators (see, for instance, [JK95, FMM98,
MM01, MMT01]).

However, when addressing boundary value problems in unbounded domains, such as bent half-
spaces, there may be a lack of control over lower-order derivatives. In such cases, homogeneous
estimates are necessary, requiring the use of homogeneous Sobolev and Besov spaces, Ḣs,p(Ω) and
Ḃs

p,q(Ω). For instance, in the case of the flat upper half-space (or the whole space with a trace
on a hyperplane), the trace theorem holds, as shown in [Jaw78]. The conventional definition of
these function spaces, involving the restriction of tempered distributions modulo polynomials, is not
well-suited for the usual strategy that requires pointwise composition to flatten the boundary. For a
suitable realization of homogeneous function spaces on the flat upper half-space, the expected results
can be easily derived from the case of inhomogeneous function spaces, as shown by the author in
[Gau24b, Section 4].

Regarding traces with homogeneous estimates, we refer to the recent work of Leoni [Leo23,
Chapter 9], and the work of Leoni and Tice [LT19].

For special Lipschitz domains, a proof of the appropriate (homogeneous) trace estimate is given
for Sobolev-Soblodeckij type spaces Ẇs,p(Ω)5, s ∈ (1/p, 1], with [Leo17, Theorem 18.34] and
[Leo23, Theorem 9.29].

A trace theorem has also been established for infinite strips with Lipschitz boundaries in [LT19],
concerning the so-called ’screened’ Sobolev spaces. However, the framework is different in many
ways and requires additional subtleties. In this case, the involved Sobolev spaces cannot coincide
with the corresponding restriction of Sobolev spaces over Rn. This discrepancy arises from the
specific structure of the trace space, which includes additional features absent in the standard case of
bounded and half-space type domains. Again, the estimates are only shown for Sobolev-Slobodeckij
type spaces Ẇs,p(Ω) with s ∈ (1/p, 1], using the adapted but unusual trace space.

The second main goal of this paper is to give a proof of the expected trace estimates for
scalar-valued homogeneous Sobolev and Besov spaces on special Lipschitz domains with optimal
range of regularity:

[·]|∂Ω
: Ḣs,p(Ω), Ḃs

p,q(Ω) −→ Ḃ
s− 1

p
p,q (∂Ω), s ∈ (1/p, 1 + 1/p), p ∈ (1,+∞), q ∈ [1,+∞].

In order to prove the homogeneous version of Theorem 1.1, we aim to follow the strategy exhibited
in [Din96], and initially described in [Cos88]. Costabel and Ding gave a very simple proof for the

5Note that when 0 < s < 1 the (semi-)norm involved to define Ẇs,p(Ω) coincides with the one for the homogeneous
Besov space Ḃs

p,p(Ω) by finite differences (the so called Gagliardo (semi-)norm.)
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boundedness of the trace operator

[·]|∂Ω
: Hs,2(Ω) −→ Hs− 1

2 ,2(∂Ω), s ∈ (1/2, 3/2)

when Ω is a special or a bounded Lipschitz domain. In order to obtain such a result, they used
function spaces with anisotropic regularity. However, the use of the Fourier transform, and the overall
strategy restrict everything to the case of inhomogeneous and L2-based Sobolev spaces. The idea
we present here is to use the global-in-time Ḣα,p(Lp)-maximal regularity for the Poisson semigroup
on Rn−1, allowed by [Gau24a, Theorem 4.7], and interpolation theory to replace the use of L2

techniques.

1.3 Description of some results through a Hardy-Littlewood-Sobolev-
Kato type diagram.

Sobolev and Besov spaces, such as Ẇs,p(Ω), Ḣs,p(Ω), and Ḃs
p,q(Ω), can be represented by corre-

sponding points ( 1
p , s) ∈ [0, 1]× R.

This representation is particularly effective for visually conveying key information, especially
within the context of interpolation theory. It is also useful for exhibiting families of function spaces
with shared properties.

The following figure illustrates a selection of key results from this paper, particularly the trace
theorem and its implications.

1/p

s

s = n/p

s = −1 + 1/p
s = 1/p

s = 1 + 1/p

s = n

s = 1

s = −n

L2

Ḣ1

0 1

Figure 1: Representation of Sobolev and Besov spaces and their properties : a Hardy-Littlewood-
Sobolev-Kato diagram. (with n = 3)

• The region corresponding to (Cs,p,q) for Besov spaces, s < n/p for Sobolev spaces. These are
the function spaces that are complete;

• The region s ∈ (−1+1/p, 1/p) corresponds to spaces where elements of Ḣs,p(Ω) (or Ḃs
p,q(Ω))

can be extended by zero to the whole space Rn to obtain an element of Ḣs,p(Rn) (or Ḃs
p,q(Rn)).

Additionally, C∞
c (Ω) is dense when q < +∞. See Corollary 3.13 and Proposition 3.31;

• The region s ∈ (1/p, 1 + 1/p) corresponds to spaces where optimal homogeneous trace
estimates are established, see Theorem 4.18. More precisely, provided 1 < p < +∞, for all

u ∈ Ḣs,p(Ω), we have u|∂Ω
∈ Ḃ

s− 1
p

p,p (∂Ω) with the estimate

‖u|∂Ω
‖

Ḃ
s− 1

p
p,p (∂Ω)

.p,s,n ‖u‖Ḣs,p(Ω).

Moreover, Lemma 4.20 shows that the null space of the trace operator can be identified with
Ḣs,p

0 (Ω), in which C∞
c (Ω) is dense in it by Proposition 3.12.

Corresponding results for Besov spaces and their variants are also obtained, with appropriate
modifications.
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1.4 Notations, definitions, and review of usual concepts

Throughout this paper, the dimension is n > 2, and N is the set of non-negative integers. For
a, b ∈ R with a 6 b, we write Ja, bK := [a, b] ∩ Z.

For two real numbers A,B ∈ R, A .a,b,c B means that there exists a constant C > 0 depending
on a, b, c such that A 6 CB. When both A .a,b,c B and B .a,b,c A hold, we simply write A ∼a,b,c B.

When there are many indices, we may write A .
d,e,f
a,b,c B instead of A .a,b,c,d,e,f B.

1.4.1 Smooth and measurable functions on open sets

Let S(Rn,C) be the space of complex-valued Schwartz functions, and S′(Rn,C) its dual, called the
space of tempered distributions. The Fourier transform on S′(Rn,C) is written F , and it is pointwise
defined for any f ∈ L1(Rn,C) as

Ff(ξ) :=

∫

Rn

f(x) e−ix·ξ dx, ξ ∈ Rn.

Additionally, for p ∈ [1 +∞], the quantity p′ = p
p−1 is its Hölder conjugate.

For any m ∈ N, the map ∇m : S′(Rn,C) −→ S′(Rn,Cnm

) is defined as ∇mu := (∂αu)|α|=m.
The Laplace operator on Rn is given as ∆ = ∂2

x1
+ ∂2

x2
+ . . .+ ∂2

xn−1
+ ∂2

xn
.

We introduce the operator ∇′ which stands for the gradient on Rn−1 identified with the first
n− 1 variables of Rn, i.e. ∇′ = (∂x1 , . . . , ∂xn−1). Similarly, one defines ∆′ = ∂2

x1
+ ∂2

x2
+ . . .+ ∂2

xn−1
.

We denote by (e−t(−∆′)
1
2 )t>0 the Poisson semigroup on Rn−1.

If Ω is an open set in Rn, C∞
c (Ω,C) denotes the set of smooth, compactly supported functions

in Ω, and D′(Ω,C) is its topological dual. For p ∈ [1,+∞), Lp(Ω,C) is the normed vector space
of complex-valued (Lebesgue-) measurable functions whose p-th power is integrable with respect to
the Lebesgue measure. S(Ω,C) (resp. C∞

c (Ω,C)) stands for functions which are restrictions on Ω of
elements of S(Rn,C) (resp. C∞

c (Rn,C)). Unless the contrary is explicitly stated, we always identify
Lp(Ω,C) (resp. C∞

c (Ω,C)) as the subspace of functions in Lp(Rn,C) (resp. C∞
c (Rn,C)) supported

in Ω through the extension by 0 outside Ω. L∞(Ω,C) stands for the space of essentially bounded
(Lebesgue-) measurable functions.

For s ∈ R, p ∈ [1,+∞), ℓp
s(Z,C) denotes the normed vector space of p-summable sequences of

complex numbers with respect to the counting measure 2kspdk; ℓ∞
s (Z,C) denotes the vector space of

sequences (xk)k∈Z such that (2ksxk)k∈Z is bounded. More generally, when X is a Banach space, for
p ∈ [1,+∞], one can also consider Lp(Ω, X) denotes the space of (Bochner-)measurable functions
u : Ω −→ X , such that t 7→ ‖u(t)‖X ∈ Lp(Ω,R). Similarly, one can consider ℓp

s(Z, X). Finally,
C0(Ω, X) denotes the space of continuous functions on Ω ⊂ Rn with values in X . The subspace
C0

b(R, X) consists of uniformly bounded continuous functions. C0
0(R, X) denotes the subspace of

continuous functions that vanish at infinity. For C ∈ {C,Cc,Cb,C0}, we define C0(Ω, X) as the vector
space of continuous functions on Ω which are restrictions of elements that belongs to C0(Rn, X).
The same goes for the function spaces of continuously differentiable functions up to the order k ∈ N:
Ck(Ω, X) := { u ∈ Ck−1(Ω, X) | ∇u ∈ Ck−1(Ω, X) }, and the space of continuously differentiable
functions up to the order k, such that the derivatives of order k are Lipschitz Ck,1(Ω, X) := { u ∈
Ck(Ω, X) | ∇k+1u ∈ L∞(Ω, X) }. We keep similar notations with Ω instead of Ω.

For Ω an open set of Rn, we say that Ω is a special Lipschitz domain, if there exists, up to a
rotation, a globally Lipschitz function φ : Rn−1 −→ R, such that

Ω = { (x′, xn) ∈ Rn−1 × R |xn > φ(x′) }.

In other words, a special Lipschitz domain of Rn is the epigraph of real valued Lipschitz function
defined on Rn−1.

1.4.2 Interpolation of normed vector spaces

For more details, the interested reader is invited to consult [BL76, Tri78, Lun18] or [Ege15,
Section 1.3].
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Let (X, ‖·‖X) and (Y, ‖·‖Y ) be two normed vector spaces. We write X →֒ Y to indicate that X
embeds continuously into Y . We briefly recall the basics of interpolation theory. If there exists a
Hausdorff topological vector space Z, such that X,Y ⊂ Z, then X∩Y and X+Y are normed vector
spaces with their canonical norms. One can define the K-functional of z ∈ X + Y , for any t > 0 by

K(t, z,X, Y ) := inf
(x,y)∈X×Y,

z=x+y

(‖x‖X + t ‖y‖Y ) .

This enables us to construct, for any θ ∈ (0, 1), q ∈ [1,+∞], the real interpolation spaces between
X and Y with indices θ, q as

(X,Y )θ,q :=
{
x ∈ X + Y

∣∣∣ t 7−→ t−θK(t, x,X, Y ) ∈ Lq
∗(R+)

}
,

where Lq
∗(R+) := Lq((0,+∞), dt/t). When q = +∞, one can consider

(X,Y )θ :=

{
x ∈ X + Y

∣∣∣ lim
t,t−1→0+

t−θK(t, x,X, Y ) = 0

}
,

endowed with the norm ‖·‖(X,Y )θ,∞
.

If moreover we assume that X and Y are complex Banach spaces, one can consider F(X,Y ) the
set of all continuous functions f : S 7−→ X + Y , S being the strip of complex numbers whose real
part is between 0 and 1, with f holomorphic in S, and such that

t 7−→ f(it) ∈ C0
b(R, X) and t 7−→ f(1 + it) ∈ C0

b(R, Y ).

We can endow the space F(X,Y ) with the norm

‖f‖F(X,Y ) := max

(
sup
t∈R

‖f(it)‖X , sup
t∈R

‖f(1 + it)‖Y

)
,

which makes F(X,Y ) a Banach space since it is a closed subspace of C0(S,X + Y ). Hence, for
θ ∈ (0, 1), the normed vector space given by

[X,Y ]θ :=
{
f(θ)

∣∣ f ∈ F(X,Y )
}

,

‖x‖[X,Y ]θ
:= inf

f∈F(X,Y ),
f(θ)=x

‖f‖F(X,Y ) ,

is a Banach space called the complex interpolation space between X and Y associated with θ.

2 Around the standard theory of Sobolev and Besov spaces

This section provides a review of the standard construction of inhomogeneous and homogeneous
Sobolev spaces. We will also refine known properties for our construction of homogeneous function
spaces on Rn, including the endpoint cases p = 1,+∞.

2.1 Sobolev and Besov spaces on the whole space

We start the section as in [Gau24b, Subsection 2A]: to address Sobolev and Besov spaces on the
whole space, we introduce the Littlewood-Paley decomposition with ϕ ∈ C∞

c (Rn), a radial, real-
valued, non-negative function such that

• supp ϕ ⊂ B(0, 4/3);

• ϕ|B(0,3/4)
= 1;

Thus, we define the following functions for any j ∈ Z and for all ξ ∈ Rn,

ϕj(ξ) := ϕ(2−jξ), ψj(ξ) := ϕj(ξ/2)− ϕj(ξ),

and the family (ψj)j∈Z has the following properties

• supp(ψj) ⊂ { ξ ∈ Rn | 3 · 2j−2 6 |ξ| 6 2j+3/3 };
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• ∀ξ ∈ Rn \ {0},
N∑

j=−M

ψj(ξ) −−−−−−−→
N,M→+∞

1.

Such a family (ϕ, (ψj)j∈Z) is called a Littlewood-Paley family. We consider the following two families
of operators associated with their Fourier multipliers:

• The homogeneous family of Littlewood-Paley dyadic decomposition operators (∆̇j)j∈Z, where

∆̇j := F−1ψjF ,

• The inhomogeneous family of Littlewood-Paley dyadic decomposition operators (∆k)k∈Z,
where

∆−1 := F−1ϕF ,

∆k := ∆̇k for any k > 0, and ∆k := 0 for any k 6 −2.

• The low frequency cut-off operators (Ṡk)k∈Z, where

Ṡk := F−1ϕkF .

Note that Ṡ0 = ∆−1.

As a direct application of Young’s inequality for the convolution, they are all uniformly bounded
families of operators on Lp(Rn), p ∈ [1,+∞].

Both families of operators lead to the following quantities, for s ∈ R, p, q ∈ [1,+∞] and u ∈
S′(Rn),

‖u‖Bs
p,q(Rn) =

∥∥∥(2ks ‖∆ku‖Lp(Rn))k∈Z

∥∥∥
ℓq(Z)

and ‖u‖Ḃs
p,q(Rn) =

∥∥∥
(
2js‖∆̇ju‖Lp(Rn)

)
j∈Z

∥∥∥
ℓq(Z)

.

These are respectively named the inhomogeneous and homogeneous Besov norms. However, the
homogeneous norm is not a true norm since ‖u‖Ḃs

p,q(Rn) = 0 does not imply u = 0. Thus, following

[BCD11, Chapter 2] and [DHMT21, Chapter 3], we introduce a subspace of tempered distributions
where ‖·‖Ḃs

p,q(Rn) is point–separating, say

S′
h(Rn) :=

{
u ∈ S′(Rn)

∣∣∣ ∀Θ ∈ C∞
c (Rn), ‖Θ(λD)u‖L∞(Rn) −−−−−→λ→+∞

0

}
,

where for λ > 0, Θ(λD)u = F−1Θ(λ·)Fu. Note that S′
h(Rn) does not contain any polynomials, so

that ‖u‖Ḃs
p,q(Rn) = 0 does imply that u = 0 when u ∈ S′

h(Rn).

One can also define the following quantities, referred to as the potential norms of inhomogeneous
and homogeneous Sobolev spaces:

‖u‖Hs,p(Rn) :=
∥∥(I−∆)

s
2u
∥∥

Lp(Rn)
and ‖u‖Ḣs,p(Rn) :=

∥∥∥
∑

j∈Z

(−∆)
s
2 ∆̇ju

∥∥∥
Lp(Rn)

,

where (−∆)
s
2 is understood on u ∈ S′

h(Rn) by the action on its dyadic decomposition, i.e.,

(−∆)
s
2 ∆̇ju := F−1|ξ|sF∆̇ju.

This gives a family of bounded C∞ functions, which follows from [BCD11, Lemma 2.2] and the fact
that u ∈ S′

h(Rn). We recall the definition of the standard Sobolev (semi-)norms, provided k ∈ N,
p ∈ [1,+∞], and u ∈ S′(Rn)

‖u‖Ẇk,p(Rn) := ‖∇ku‖Lp(Rn) and ‖u‖Wk,p(Rn) := ‖u‖Lp(Rn) + ‖∇ku‖Lp(Rn).

Definition 2.1 For any p, q ∈ [1,+∞], s ∈ R, and k ∈ N, we define

• the inhomogeneous and homogeneous Sobolev (Bessel and Riesz potential) spaces,

Hs,p(Rn) =
{
u ∈ S′(Rn)

∣∣ ‖u‖Hs,p(Rn) < +∞
}

, Ḣs,p(Rn) =
{
u ∈ S′

h(Rn)
∣∣ ‖u‖Ḣs,p(Rn) < +∞

}
;

• the standard inhomogeneous and homogeneous Sobolev spaces,

Wk,p(Rn) =
{
u ∈ S′(Rn)

∣∣ ‖u‖Wk,p(Rn) < +∞
}

, Ẇk,p(Rn) =
{
u ∈ S′

h(Rn)
∣∣ ‖u‖Ẇk,p(Rn) < +∞

}
;
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• and the inhomogeneous and homogeneous Besov spaces,

Bs
p,q(Rn) =

{
u ∈ S′(Rn)

∣∣ ‖u‖Bs
p,q(Rn) < +∞

}
, Ḃs

p,q(Rn) =
{
u ∈ S′

h(Rn)
∣∣ ‖u‖Ḃs

p,q(Rn) < +∞
}

.

These are all normed vector spaces. For all k ∈ N, we set

• L∞
h (Rn) := L∞(Rn) ∩ S′

h(Rn)(= Ẇ0,∞(Rn)),

• Ċk
0(Rn) is the space Ck

0(Rn) equipped with the (semi-)norm ‖·‖Ẇk,∞(Rn),

• Ċk
b,h(Rn) is the space Ck

b,h(Rn) := Ck
b (Rn)∩S′

h(Rn) endowed with the (semi-)norm ‖·‖Ẇk,∞(Rn).

We can consider, for p, q ∈ [1,+∞], s ∈ R, the following spaces

Ḃs
p,∞(Rn) :=

{
u ∈ Ḃs

p,∞(Rn)
∣∣∣ lim

|j|→+∞
2js‖∆̇ju‖Lp(Rn) = 0

}
,

Ḃs,0
∞,q(Rn) :=

{
u ∈ Ḃs

∞,q(Rn)
∣∣∣ (∆̇ju)j∈Z ⊂ C0

0(Rn)
}
,

Ḃs,0
∞,∞(Rn) :=Ḃs

∞,∞(Rn) ∩ Ḃs,0
∞,∞(Rn).

Finally, one can define their inhomogeneous counterparts Bs
p,∞(Rn), Bs,0

∞,q(Rn), and Bs,0
∞,∞(Rn) re-

placing (Ḃ, Ḃ, ∆̇j) by (B,B,∆j).

The treatment of homogeneous Besov spaces Ḃs
p,q(Rn), s ∈ R, p, q ∈ [1,+∞], defined on S′

h(Rn)
has been extensively covered in [BCD11, Chapter 2]. The corresponding construction for homoge-
neous Sobolev spaces Ḣs,p(Rn), s ∈ R, p ∈ (1,+∞) has been achieved only recently by the author,
[Gau24b, Section 2]. This follows partial constructions such a [BCD11, Chapter 1] for the case
p = 2, [DHMT21, Chapter 3] for the case s ∈ N.

The inhomogeneous spaces Lp(Rn), Hs,p(Rn), and Bs
p,q(Rn) are all complete for all p, q ∈ [1,+∞],

s ∈ R. However, homogeneous spaces are not always complete in this setting (see [BCD11, Proposi-
tion 1.34, Remark 2.26]). It is shown (see [BCD11, Theorem 2.25]) that homogeneous Besov spaces
Ḃs

p,q(Rn) are complete whenever (s, p, q) ∈ R× [1,+∞]× [1,+∞] satisfies
[
s <

n

p

]
or

[
q = 1 and s 6

n

p

]
, (Cs,p,q)

For the remainder of this paper, we denote by (Cs,p) the statement (Cs,p,p). Similarly, one may
show that for p ∈ (1,+∞), Ḣs,p(Rn) is complete whenever (Cs,p) is satisfied, see [Gau24b, Propo-
sition 2.2]. See Theorem 2.8 below for a more general statement with a proof that includes the
Sobolev spaces with Lebesgue index p = 1.

For all s > 0, (p, q) ∈ (1,+∞)× [1,+∞], we have Lp(Rn) ∩ Ḣs,p(Rn) = Hs,p(Rn), and Lp(Rn) ∩
Ḃs

p,q(Rn) = Bs
p,q(Rn) with equivalent norms (even when p = 1 in the case of Besov spaces). See

[BL76, Theorem 6.3.2] for more details.
We also have the useful and very well-known equivalences of norms for the Riesz potential

Sobolev spaces and for the homogeneous Besov spaces. See [Gau24b, Proposition 2.2], [DHMT21,
Proposition 3.7] and [BCD11, Lemmas 2.1 & 2.2].

Proposition 2.2 Let p, q ∈ [1,+∞] and s ∈ R.

(i) If p ∈ (1,+∞), for all u ∈ S′
h(Rn) it holds

∥∥(∆̇ju)j∈Z

∥∥
Lp(Rn,ℓ2

s(Z))
∼p,n,s ‖u‖Ḣs,p(Rn) .

Furthermore, for m ∈ N, one has

‖u‖Ḣs+m,p(Rn) ∼p,n,m,s

n∑

k=1

‖∂m
xk
u‖Ḣs,p(Rn) ∼p,n,m,s ‖∇

mu‖Ḣs,p(Rn).

In particular, when s = 0, we have Ẇm,p(Rn) = Ḣm,p(Rn) as a set and with equivalence of
norms.
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(ii) For β > 0, m ∈ N, all u ∈ S′
h(Rn) it holds

‖u‖Ḃs+β
p,q (Rn) ∼p,n,β,s ‖(−∆)

β
2 u‖Ḃs

p,q(Rn),

‖u‖Ḃs+m
p,q (Rn) ∼p,n,m,s

n∑

k=1

‖∂m
xk
u‖Ḃs

p,q(Rn) ∼p,n,m,s ‖∇
mu‖Ḃs

p,q(Rn).

The preceding lemma indicates that one can focus mainly on the treatment of potential Sobolev
spaces Ḣs,p(Rn), s ∈ R, 1 < p < +∞, while dealing separately with the cases p = 1,+∞.

Now, we state several facts that are, for the most part, well-known. The next proposition is
standard.

Proposition 2.3 Let p, q ∈ [1,+∞]. The following embeddings hold:

(i) For 1 6 r 6 q < +∞, s ∈ R,

Ḃs
p,q(Rn) →֒ Ḃs

p,r(Rn) →֒ Ḃs
p,∞(Rn) →֒ Ḃs

p,∞(Rn).

(ii) For k ∈ N,

Ḃk
p,1(Rn) →֒ Ẇk,p(Rn) →֒ Ḃk

p,∞(Rn).

(iii) For s ∈ R,

Ḃs
p,1(Rn) →֒ Ḣs,p(Rn) →֒ Ḃs

p,∞(Rn).

(iv) For s > 0, k ∈ N∗,

Wk,1(Rn) →֒ Ẇk,1(Rn) and Wk,∞(Rn) ∩ L∞
h (Rn) →֒ Ẇk,∞(Rn);

if 1 < p < +∞, Hs,p(Rn) →֒ Ḣs,p(Rn) and Ḣ−s,p(Rn) →֒ H−s,p(Rn);

Bs
p,q(Rn) ∩ S′

h(Rn) →֒ Ḃs
p,q(Rn) and Ḃ−s

p,q(Rn) →֒ B−s
p,q(Rn).

(v) For s = 0,

Ḃ0
p,1(Rn) →֒ B0

p,1(Rn) and B0
p,∞(Rn) →֒ Ḃ0

p,∞(Rn).

At the first glance, the nature of the elements in those homogeneous function spaces is unclear.
The next lemma states that, in particular, for positive regularity indices, we deal at least with
measurable functions. However, using S′

h(Rn) as an ambient space is at the cost of a pathological
behavior, especially for L∞-type spaces. This pathological behavior can be even worse in the case
of a weaker definition of S′

h(Rn), see [Cob24, Theorems 21 & 22].
The next lemma will be of a paramount importance throughout the whole paper.

Lemma 2.4 (Structure lemma) We have the following properties.

(i) We have the set inclusion Lp(Rn) + C0
0(Rn) ⊂ S′

h(Rn), 1 6 p < +∞.

(ii) The spaces L∞
h (Rn) and C0

b,h(Rn) are respectively strict closed subspaces of L∞(Rn) and

C0
b(Rn).

(iii) The following set inclusions hold, provided ks := max(0, ⌈s⌉):

(a) Ḣs,p(Rn) ⊂ Hs,p(Rn) + Cks
0 (Rn), 1 6 p < +∞, s ∈ R,

(b) Ẇk,1(Rn) ⊂Wk,1(Rn) + Ck
0(Rn), k ∈ N,

(c) Ẇk,∞(Rn) ⊂Wk,∞(Rn) ∩ S′
h(Rn) + Ck

b,h(Rn), k ∈ N∗,

(d) Ḃs
p,q(Rn) ⊂ Bs

p,q(Rn) + Cks

0 (Rn), 1 6 p < +∞, 1 6 q 6 +∞, s ∈ R,

(e) Ḃs
∞,q(Rn) ⊂ Bs

∞,q(Rn) ∩ S′
h(Rn) + Cks

b,h(Rn), 1 6 q 6 +∞, s ∈ R,

(f) Ḃs,0
∞,q(Rn) ⊂ Bs,0

∞,q(Rn) + Cks
0 (Rn), 1 6 q 6 +∞, s ∈ R.
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In particular, the following set equalities hold when s > 0, q ∈ [1,+∞],

Ḃs
∞,q(Rn) = Bs

∞,q(Rn) ∩ S′
h(Rn),

Ḃs,0
∞,q(Rn) = Bs,0

∞,q(Rn),

and for all k ∈ N,

Ẇk,∞(Rn) = Wk,∞(Rn) ∩ S′
h(Rn).

Remark 2.5 The preceding lemma has two fundamental consequences that will be frequently used
in the following sections:

• By point (i), for an element u ∈ S′(Rn), a sufficient condition for the membership to S′
h(Rn)

is Ṡ0u ∈ Lp(Rn) + C0
0(Rn) for some p ∈ [1,+∞).

• In particular, for all p ∈ [1,+∞), all q ∈ [1,+∞], all k ∈ N, and all s ∈ R, considering the
inhomogeneous function spaces, one has

Wk,1(Rn), Hs,p(Rn), Bs
p,q(Rn), Bs,0

∞,q(Rn) ⊂ S′
h(Rn).

Proof. — • The point (i) follows from Bernstein’s inequality [BCD11, Lemma 2.1] for Lp(Rn),
1 6 p < +∞, and from [Cob24, Example 9] for C0

0(Rn).
• For the point (ii), this follows from the strong continuity of the convolution L∞ ∗ L1 →֒ L∞,

and the fact that 1 /∈ S′
h(Rn).

• We now proceed to prove point (iii). First, we address (d), (e), and (f), noting that point (a)
can be demonstrated in a similar manner.

Let u ∈ Ḃs
p,q(Rn) ⊂ S′

h(Rn), provided p, q ∈ [1,+∞], s ∈ R, then we can write

u =
∑

j∈Z

∆̇ju =
∑

j<0

∆̇ju+
∑

j>0

∆̇ju. (2.1)

By [BL76, Theorem 6.3.2], one obtains by construction

[I− Ṡ0]u =
∑

j>0

∆̇ju ∈ Bs
p,q(Rn).

Now, the condition u ∈ S′
h(Rn) implies that

Ṡ0u =
∑

j<0

∆̇ju,
∑

−N6j<0

∆̇ju ∈ L∞(Rn)

for all N ∈ N, with
∥∥∥
∑

j<0

∆̇ju−
∑

−N6j<0

∆̇ju
∥∥∥

L∞(Rn)
−−−−−→
N→+∞

0.

But since ∆̇ju ∈ Lp(Rn) for all j ∈ Z, for χ ∈ S(Rn), such that Fχ = 1 on B(0, 4), we have

∑

−N6j<0

∆̇ju = χ ∗


 ∑

−N6j<0

∆̇ju


 ∈ C0

b(Rn),

due to the inclusion S(Rn) ∗ Lp(Rn) ⊂ C0
b(Rn), and even C0

0(Rn) if p < +∞ (or u ∈ Ḃs,0
∞,q(Rn)).

The closedness of C0
b(R) and C0

0(Rn) in L∞(Rn) ensures that

Ṡ0u ∈ C0
b(Rn)

(
C0

0(Rn), if either p < +∞, or u ∈ Ḃs,0
∞,q(Rn)

)
.

If p < +∞ (or u ∈ Ḃs,0
∞,q(Rn)), the decomposition (2.1) can be applied to ∇ku ∈ S′

h(Rn). By the
argument in the proof of [DHMT21, Lemma 3.3], and reiterating the present argument, we obtain
that the low frequency part ∇kṠ0u belongs to C0

0(Rn). Hence Ṡ0u ∈ Ck
0(Rn). For p = +∞, we

similarly obtain Ṡ0u ∈ Ck
b (Rn).

• Now, we prove (b) and (c). Let u ∈ Ẇk,r(Rn), k ∈ N∗, r = 1,+∞. One starts again with the
decomposition (2.1). As before, one obtains that the block of low frequencies lies in Ck

b (Rn), even
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in Ck
0(Rn) when r = 1. So we just have to show

∑

j>0

∆̇ju ∈ Lr(Rn).

This is true and follows from the fact that, thanks to Proposition 2.3 and [BL76, Theorem 6.3.2],
∑

j>0

∆̇ju ∈ Bk
r,∞(Rn) ⊂ Lr(Rn).

• The equalities of sets follow directly from points (ii)-(d) and (ii)-(e). �

We collect several density results in the next proposition.

Proposition 2.6 Let p, q ∈ [1,+∞), s ∈ R, k ∈ N∗,

(i) Let u ∈ S′
h(Rn), if u ∈ Ḃs

p,q(Rn), then
∥∥∥u−

∑

|j|6N

∆̇ju
∥∥∥

Ḃs
p,q(Rn)

−−−−−→
N→+∞

0.

The result still holds if we replace Ḃs
p,q, by Ḃs

p,∞, Ḃs,0
∞,q, Ḃs

∞,∞, Ḣs,p, Ẇk,1, Ċk
0 or C0

0.

(ii) The following subspace of S(Rn),

S0(Rn) :=
{
u ∈ S(Rn)

∣∣∣ 0 /∈ supp (Fu) and supp (Fu) is compact.
}
,

is a dense subspace of Ḃs
p,q(Rn), Ḃs

p,∞(Rn), Ḃs,0
∞,q(Rn), Ḃs,0

∞,∞(Rn), Ḣs,p(Rn), Ẇk,1(Rn), Ċk
0(Rn),

and C0
0(Rn).

(iii) The space of smooth compactly supported functions, C∞
c (Rn), is a dense subspace of

(a) the Besov spaces: Ḃs
p,q(Rn), s > −n/p′, Ḃs,0

∞,q(Rn), s > −n, Ḃs,0
∞,∞(Rn), s > −n,

Ḃs
p,∞(Rn), s > −n/p′;

(b) the Sobolev spaces: Ḣs,p(Rn), s > −n/p′, and Ẇk,1(Rn).

(iv) The space C∞
c (Rn) ∩ Ḃs

p,q(Rn) is a dense subspace of Ḃs
p,q(Rn).

The result remains true if we replace Ḃs
p,q by Ḃs,0

∞,q, Ḃs
p,∞(Rn), Ḃs,0

∞,∞(Rn) or Ḣs,p(Rn).

Remark 2.7 • An important fact is that the density results presented in (i)-(iii) are universal: the
approximation procedure is the same in all function spaces.
• The density results in (iii) and (iv) are sharp, in the sense that

C∞
c (Rn) * Ḃ0

1,1(Rn), Ḣ−n/2,2(Rn).

Indeed, one can check that a smooth compactly supported function u which satisfies
∫

Rn

u(x)dx = 1,

does not belong to these spaces. The proof below includes the arguments for the embedding of
C∞

c (Rn) into the appropriate homogeneous function spaces, when such embedding is permitted. See
the Steps 3.3, 3.4 and 3.5 in the proof below.

Proof. — Step 1: • Let u ∈ Ḃs
p,∞(Rn), where p ∈ [1,+∞], we set for N ∈ N,

uN =
∑

|j|6N

∆̇ju.
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Since for all ℓ,m ∈ Z such that |ℓ−m| > 2, we have ∆̇ℓ∆̇m = 0, we are able to estimate

‖u− uN‖Ḃs
p,∞(Rn) 6

(
sup

|j|>N+2

2js‖∆̇ju‖Lp(Rn)

)
+ 2±s(N+1)‖∆̇±(N+1)u− ∆̇±(N+1)∆̇±Nu‖Lp(Rn)

+ 2±sN‖∆̇±Nu− ∆̇±N [∆̇±(N−1) + ∆̇±N ]u‖Lp(Rn)

.s

(
sup

|j|>N+2

2js‖∆̇ju‖Lp(Rn)

)
+ 2±s(N+1)‖∆̇±(N+1)u‖Lp(Rn)

+ 2±sN‖∆̇±Nu‖Lp(Rn).

We recall that u ∈ Ḃs
p,∞(Rn) so that it implies 2js‖∆̇ju‖Lp(Rn) −−−−−→

|j|→+∞
0. We deduce

‖u− uN‖Ḃs
p,∞(Rn) −−−−−→N→+∞

0.

• For u ∈ Ḃs
p,q(Rn) ⊂ Ḃs

p,∞(Rn), we may estimate similarly

‖u− uN‖Ḃs
p,q(Rn) .s


 ∑

|j|>N+2

2jsq‖∆̇ju‖
q
Lp(Rn)




1
q

+ 2±j(N+1)‖∆̇±(N+1)u‖Lp(Rn)

+ 2±jN‖∆̇±Nu‖Lp(Rn).

The results follows from the Dominated Convergence Theorem.
• For the case of Ḣs,p(Rn), p ∈ (1,+∞), and Ẇk,1(Rn), we use the fact that one can write

uN = [ṠN − Ṡ−N ]u,

where (ṠN − Ṡ−N)N∈N is a mollifying sequence, as given in [Haa06, Lemma E.5.2], which already
contains the case C0

0(Rn) and Lp(Rn), 1 < p < +∞. Therefore, for u ∈ Ḣs,p(Rn)

‖u− uN‖Ḣs,p(Rn) = ‖(−∆)
s
2u− [ṠN − Ṡ−N ](−∆)

s
2u‖Lp(Rn) −−−−−→

N→+∞
0.

For the case of u ∈ Ẇk,1(Rn), from the point (iii)-(b) of Lemma 2.4, we obtain for all |α| = k,
∫

Rn

∂αu(x) dx = 0.

Thus, we can apply [Haa06, Lemma E.5.2] as before to obtain

‖u− uN‖Ẇk,1(Rn) = ‖∇ku− [ṠN − Ṡ−N ]∇ku‖L1(Rn) −−−−−→
N→+∞

0.

The same proof applies for Ċk
0(Rn) starting from the case C0

0(Rn).
Again, the proof remains valid for Ḣs,1(Rn) instead of Ẇk,1(Rn), provided s > 0, since for

f ∈ Ḣs,1(Rn), one has F [(−∆)
s
2 f ](0) = |0|sFf(0) = 0, and then

∫

Rn

(−∆)
s
2 f(x) dx = 0.

Step 2: To prove point (ii), it suffices to follow [BCD11, Proposition 2.27], [Gau24b, Lemma 2.5],
with minor modifications. Therefore, we only prove the density result for the function space
Ẇk,1(Rn), k > 1. We start similarly, and with the notations introduced in the previous step.
For a fixed ε > 0, let N ∈ N be large enough such that

‖u− uN‖Ẇk,1(Rn) < ε.

One has uN ∈ L1(Rn) ∩ C∞
0 (Rn). For M > N + 1, R > 0, provided Θ ∈ C∞

c (Rn), real valued,
supported in B(0, 2), such that Θ|B(0,1)

= 1, and ΘR := Θ(·/R), we introduce

uR
N,M := (ṠM − Ṡ−M )[ΘRuN ].

By construction, uR
N,M ∈ S0(Rn). Since ∆̇kuN = 0, k 6 −M − 1, we have Ṡ−MuN = 0, and
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ṠMuN = uN , then

uR
N,M − uN = (ṠM − Ṡ−M )[(ΘR − 1)uN ].

By Bernstein’s inequalities [BCD11, Lemma 2.1], since supp F(uR
N,M−uN) ⊂ { ξ ∈ Rn | 3·2−M−2 6

|ξ| 6 2M+3/3 }, we obtain

‖uR
N,M − uN‖Ẇk,1(Rn) .M,k ‖u

R
N,M − uN‖L1(Rn)

.M,k ‖(ṠM − Ṡ−M )[(ΘR − 1)uN ]‖L1(Rn)

.M,k ‖[(ΘR − 1)uN ]‖L1(Rn).

The Dominated Convergence Theorem yields

‖uR
N,M − uN‖Ẇk,1(Rn) −−−−−→R→+∞

0.

Thus, for R > 0 big enough,

‖u− uR
N,M‖Ẇk,1(Rn) < 2ε.

Step 3: We focus on the case of Besov spaces. For u ∈ Ḃs
p,q(Rn), we have uR

N,M ∈ S0(Rn). For
a fixed ε > 0, we choose N,M,R large enough so that

‖u− uR
N,M‖Ḃs

p,q(Rn) < ε.

We introduce, for all η > 0, uR,η
N,M := Θ(·/η)uR

N,M ∈ C∞
c (Rn). By the triangle inequality,

‖u− uR,η
N,M‖Ḃs

p,q(Rn) 6 ‖u− u
R
N,M‖Ḃs

p,q(Rn) + ‖uR
N,M − u

R,η
N,M‖Ḃs

p,q(Rn).

So it suffices to prove that

‖uR
N,M − u

R,η
N,M‖Ḃs

p,q(Rn) −−−−−→η→+∞
0.

We deal with six subcases.
Step 3.1: The case s > 0. This is the simplest case. We set m = ⌈s⌉+ 1. We use the fact the

Wm,p(Rn) →֒ Bs
p,q(Rn) →֒ Ḃs

p,q(Rn),

‖u− uR,η
N,M‖Ḃs

p,q(Rn) 6 ‖u− u
R
N,M‖Ḃs

p,q(Rn) + ‖uR
N,M − u

R,η
N,M‖Ḃs

p,q(Rn)

.p,s,n ‖u− u
R
N,M‖Ḃs

p,q(Rn) + ‖uR
N,M − u

R,η
N,M‖Wm,p(Rn).

By the Leibniz rule and the Dominated Convergence Theorem,

‖uR
N,M − u

R,η
N,M‖Wm,p(Rn) −−−−−→

η→+∞
0.

So for η large enough,

‖u− uR,η
N,M‖Ḃs

p,q(Rn) .p,s,n ε.

Step 3.2: The case Ḃ0
p,∞(Rn), Ḃ0,0

∞,∞(Rn). By Proposition 2.3, we have Lp(Rn) →֒ Ḃ0
p,∞(Rn).

As before, we obtain

‖uR
N,M − u

R,η
N,M‖Ḃ0

p,∞(Rn) .p,s,n ‖u
R
N,M − u

R,η
N,M‖Lp(Rn).

Again, we apply the Dominated Convergence Theorem to take the limit as η tends to infinity.

Step 3.3: The case Ḃ
−n/p′

p,∞ (Rn), Ḃ−n,0
∞,∞(Rn). By Bernstein’s inequality [BCD11, Lemma 2.1],

for all v ∈ L1(Rn), for all j ∈ Z,

‖∆̇jv‖Lp(Rn) .n,p 2j(n− n
p )‖∆̇jv‖L1(Rn) .n,p 2j(n− n

p )‖v‖L1(Rn).

Thus, we have obtained L1(Rn) →֒ Ḃ
−n/p′

p,∞ (Rn), so that again it suffices to consider

‖uR
N,M − u

R,η
N,M‖Ḃ

−n/p′

p,∞ (Rn)
.p,n ‖u

R
N,M − u

R,η
N,M‖L1(Rn).

We can conclude as in the previous step.
Step 3.4: The remaining cases when −n/p′ < s < 0. By Proposition 2.3 and the interpolation
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inequality [BCD11, Proposition 2.22], since we can write s = (1− θ)(−n/p′), one obtains

‖uR
N,M − u

R,η
N,M‖Ḃs

p,q(Rn) 6 ‖u
R
N,M − u

R,η
N,M‖Ḃs

p,1(Rn)

.p,n,θ ‖u
R
N,M − u

R,η
N,M‖

1−θ

Ḃ
−n/p′

p,∞ (Rn)
‖uR

N,M − u
R,η
N,M‖

θ
Ḃ0

p,∞(Rn)

.p,n,θ ‖u
R
N,M − u

R,η
N,M‖

1−θ
L1(Rn)‖u

R
N,M − u

R,η
N,M‖

θ
Lp(Rn).

This allows to conclude by the Dominated Convergence Theorem.
Step 3.5: The case Ḃ0

p,q(Rn), Ḃ0,0
∞,q(Rn). For −n/p′ < ζ0 < 0 < ζ1, and θ ∈ (0, 1) such that

(1− θ)ζ0 + θζ1 = 0, by the interpolation inequality [BCD11, Proposition 2.22], one has

‖uR
N,M − u

R,η
N,M‖Ḃ0

p,q(Rn) .p,ζ0 ‖u
R
N,M − u

R,η
N,M‖

1−θ

Ḃ
ζ0
p,1(Rn)

‖uR
N,M − u

R,η
N,M‖

θ

Ḃ
ζ1
p,1(Rn)

.

Then, thanks to the previous Step 3.1 and Step 3.4, that correspond to respectively ζ1 = s > 0 and
ζ0 = s < 0, we can take the limit as η tends to infinity.

Step 3.6: For the spaces Ḣs,p(Rn), s > 0, and Ẇk,1(Rn), k > 1, the proof is similar to the case
of Besov spaces with s > 0.

For the spaces Ḣs,p(Rn), −n/p′ < s < 0, the proof is similar to the case of Besov spaces with
−n/p′ < s < 0, since Proposition 2.3 gives us Ḃs

p,1(Rn) →֒ Ḣs,p(Rn).
Step 4: The proof of (iv) follows from slight modifications of the arguments presented in Step

3. Due to (iii), we can assume without loss of generality that s 6 −n/p′.
We start from the beginning of Step 3, with ε > 0 and R,N,M > 0 such that

‖u− uR
N,M‖Ḃs

p,q(Rn) < ε.

Let m ∈ N such that s + 2m > 0. Since uR
N,M ∈ S0(Rn), we do have (−∆)−muR

N,M ∈ S0(Rn).
Therefore, for any η > 0, we introduce

ũR,η
N,M := (−∆)mΘ(·/η)(−∆)−muR

N,M ∈ C∞
c (Rn) ∩ Ḃs

p,q(Rn).

From this, by the arguments in Step 3, since (−∆)−muR
N,M ∈ S0(Rn) and s + 2m > 0, we can

conclude

‖ũR,η
N,M − u

R
N,M‖Ḃs

p,q(Rn) .p,m,n ‖[Θ(·/η)− 1](−∆)−muR
N,M‖Ḃs+2m

p,q (Rn) −−−−−→η−→+∞
0.

This finishes the proof. �

Theorem 2.8 Let p, q, r, κ ∈ [1,+∞], s, α ∈ R and m ∈ N. The following normed vector spaces are
complete:

(i) Ḃs
p,q(Rn) and Ḃs

p,q(Rn) ∩ Ḃα
r,κ(Rn), whenever (Cs,p,q) is satisfied;

(ii) Ḣs,p(Rn) and Ḣs,p(Rn) ∩ Ḣα,r(Rn), whenever p, r < +∞, s < n/p;

(iii) Ẇk,1(Rn) and Ẇk,1(Rn) ∩ Ẇm,1(Rn), whenever k ∈ J0, nK.

The result remains valid exchanging the roles of Ḃα
r,κ(Rn), Ḣα,r(Rn) and Ẇm,1(Rn).

Proof. — Point (i) is just [BCD11, Theorem 2.25].
Step 1: Now, for point (ii), let (uℓ)ℓ∈N ⊂ Ḣs,p(Rn)∩Ḣα,r(Rn) be a Cauchy sequence in Ḣs,p(Rn)∩

Ḣα,r(Rn). By Proposition 2.3, (uℓ)ℓ∈N is a Cauchy sequence in Ḃs
p,∞(Rn) ∩ Ḃα

r,∞(Rn) ⊂ Ḃs
p,∞(Rn).

Therefore, there exists u ∈ Ḃs
p,∞(Rn) ∩ Ḃα

r,∞(Rn) ⊂ Ḃs
p,∞(Rn) ⊂ S′

h(Rn), f ∈ Lp(Rn), g ∈ Lr(Rn),
such that

(i) um −−−−−−→
m−→+∞

u in S′(Rn),

(ii) (−∆)
s
2um −−−−−−→

m−→+∞
f in Lp(Rn),

(iii) (−∆)
α
2 um −−−−−−→

m−→+∞
g in Lr(Rn).
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By uniqueness of the limit in S′(Rn) and continuity of the Littlewood-Paley decomposition, we
deduce for all j ∈ Z,

∆̇jf = (−∆)
s
2 ∆̇ju, and ∆̇jg = (−∆)

α
2 ∆̇ju.

Since u, f, g ∈ S′
h(Rn), it follows that, in S′(Rn),

u =
∑

j∈Z

∆̇ju =
∑

j∈Z

(−∆)− s
2 ∆̇jf =

∑

j∈Z

(−∆)− α
2 ∆̇jg.

Then, we have

(i) (−∆)
s
2um −−−−−−→

m−→+∞
(−∆)

s
2u in Lp(Rn),

(ii) (−∆)
α
2 um −−−−−−→

m−→+∞
(−∆)

α
2 u in Lr(Rn).

Step 2: For point (iii), we only show the completeness of Ẇn,1(Rn), otherwise one could proceed
as in point (ii) to reach the completeness of Ẇk,1(Rn) ∩ Ẇm,1(Rn), provided k ∈ J0, n− 1K, m ∈ N.

Let u ∈ Ẇn,1(Rn), by Lemma 2.4, we obtain u ∈ Wn,1(Rn) + Cn
0 (Rn) ⊂ C0

0(Rn), so for all
x ∈ Rn,

u(x) =

∫ x1

−∞

∫ x2

−∞

. . .

∫ xn

−∞

∂x1∂x2 . . . ∂xnu(t1, t2, . . . , tn) dt1dt2 . . .dtn.

This is straightforward and standard to deduce the inequality

‖u‖L∞(Rn) 6 ‖u‖Ẇn,1(Rn).

Now, let (uℓ)ℓ∈N ⊂ Ẇn,1(Rn) be a Cauchy sequence in Ẇn,1(Rn). Therefore, (uℓ)ℓ∈N is a Cauchy
sequence in C0

0(Rn), and (∇nuℓ)ℓ∈N is a Cauchy sequence in L1(Rn). By completeness, there exists
u ∈ C0

0(Rn), and for all multi-index |α| = n, there exists fα ∈ L1(Rn) such that

(i) uℓ −−−−−→
ℓ−→+∞

u in C0
0(Rn) ⊂ S′

h(Rn),

(ii) ∂αuℓ −−−−−→
ℓ−→+∞

fα in L1(Rn) ⊂ S′
h(Rn).

By uniqueness of the limit in S′(Rn), we obtain ∂αu = fα, which yields the result. �

We recall also the usual interpolation properties. It is of interest to bring to the reader’s attention
that, except in the case of complex interpolation, the result below does not require any completeness
assumption on function spaces involved in any of the real interpolation identities.

Theorem 2.9 Let 1 6 p0, p1, p, q, q0, q1 6 +∞, s0, s1 ∈ R, such that s0 6= s1, and for θ ∈ (0, 1), let
(
s,

1

pθ
,

1

qθ

)
:= (1− θ)

(
s0,

1

p0
,

1

q0

)
+ θ

(
s1,

1

p1
,

1

q1

)
.

If s0, s1 ∈ N, we write k0 := s0 and k1 := s1. We have the following interpolation identities with
equivalence of norms

(i) (Ḃs0
p,q0

(Rn), Ḃs1
p,q1

(Rn))θ,q = (Ḣs0,p(Rn), Ḣs1,p(Rn))θ,q = Ḃs
p,q(Rn);

(ii) (Ḃs0,0
∞,q0

(Rn), Ḃs1,0
∞,q1

(Rn))θ,q = (Ċk0
0 (Rn), Ċk1

0 (Rn))θ,q = Ḃs,0
∞,q(Rn);

(iii) (Ẇk0,1(Rn), Ẇk1,1(Rn))θ,q = Ḃs
1,q(Rn);

(iv) (Ċk0

b,h(Rn), Ċk1

b,h(Rn))θ,q = (Ẇk0,∞(Rn), Ẇk1,∞(Rn))θ,q = Ḃs
∞,q(Rn);

(v) [Ḣs0,p0 (Rn), Ḣs1,p1 (Rn)]θ = Ḣs,pθ (Rn), if 1 < p0, p1 < +∞, and (Csj ,pj ) is true for j ∈ {0, 1};

(vi) [Ḃs0
p0,q0

(Rn), Ḃs1
p1,q1

(Rn)]θ = Ḃs
pθ,qθ

(Rn), if (Csj ,pj ,qj ) is satisfied for j ∈ {0, 1}, qθ 6= +∞.

Moreover,
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• Identity (i) still holds if we replace Ḃ
sj
p,qj (Rn) by Ḃ

sj
p,∞(Rn), j ∈ {0, 1}, see Proposition 2.3;

• When we replace (·, ·)θ,q by (·, ·)θ, all the real interpolation identities still hold with Ḃs
p,∞ as

an output space (Ḃs,0
∞,∞ in (ii)).

• Identity (vi) remains valid for q0 = q1 = qθ = +∞ with the output space Ḃsθ
pθ,∞(Rn).

Proof. — The idea is to follow the strategy presented in the proof of [Gau24b, Theorem 2.6] were
the interpolation identities (i), (v) and (vi) are already proved whenever 1 < p, p0, p1 < +∞,
q, q0, q1 ∈ [1,+∞], under the assumption that one of any involved space is complete. However, we
want to reach endpoint cases p = 1,+∞, with possibly q = +∞, and to remove the completeness
assumption. Hence, we need some additional knowledge and to proceed differently, while staying
close to [Gau24b, Theorem 2.6].

Step 1: For (wj)j∈Z ⊂ S′(Rn), say, for simplicity, with finite support in the discrete variable,
we define the map

Σ̃((wj)j∈Z) :=
+∞∑

j=−∞

∆̇j [wj−1 + wj + wj+1], (2.2)

and it satisfies for v ∈ S′
h(Rn)

Σ̃((∆̇jv)j∈Z) = v.

We aim to show that for any p, q ∈ [1,+∞], s ∈ R, the operator

(∆̇jΣ̃)j∈Z : ℓq
s(Z,Lp(Rn)) −→ ℓq

s(Z,Lp(Rn))

is well-defined and bounded. Let (um)m∈Z ⊂ ℓ1
s(Z,Lp(Rn)), with finite support with respect to the

discrete variable. Let j ∈ Z,

2js‖∆̇jΣ̃[(um)m∈Z]‖Lp(Rn) 64s2(j−2)s‖uj−2‖Lp(Rn) + 21+s2(j−1)s‖uj−1‖Lp(Rn)

+ 3 · 2js‖uj‖Lp(Rn) + 21−s2(j+1)s‖uj+1‖Lp(Rn)

+ 4−s2(j+2)s‖uj+2‖Lp(Rn)

6 2 · 41+|s|‖(um)m∈Z‖ℓ1
s(Z,Lp(Rn)).

Taking the supremum over j ∈ Z, we have obtained a bounded map, for all p ∈ [1,+∞], all s ∈ R,

(∆̇jΣ̃)j∈Z : ℓ1
s(Z,Lp(Rn)) −→ ℓ∞

s (Z,Lp(Rn)).

By real interpolation, see [BL76, Theorem 5.6.1], we obtain for all p, q ∈ [1,+∞], s ∈ R, the desired
boundedness property

(∆̇jΣ̃)j∈Z : ℓq
s(Z,Lp(Rn)) −→ ℓq

s(Z,Lp(Rn)).

Step 2: We prove that, for all p, q ∈ [1,+∞], p 6= +∞, and s ∈ R that satisfy (Cs,p,q),

Σ̃ : ℓq
s(Z,Lp(Rn)) −→ Ḃs

p,q(Rn).

is well-defined, and bounded.
Step 2.1: When p, q ∈ [1,+∞), the result follows by density of elements with finite support

with respect to the discrete variable in ℓq
s(Z,Lp(Rn)) and the completeness of Ḃs

p,q(Rn).
Step 2.2: We prove the interpolation identity (i) in the case of Besov spaces, for p ∈ [1,+∞),

q ∈ [1,+∞], and under the additional assumption (Cs0,p,q0). Let q0, q1 ∈ [1,+∞), s0 < s < s1, such
that (Cs0,p,q0) is satisfied. Let u ∈ Ḃs0

p,q0
(Rn) + Ḃs1

p,q1
(Rn). For (a, b) ∈ Ḃs0

p,q0
(Rn) × Ḃs1

p,q1
(Rn), such

that u = a+ b, by definition, we have

(∆̇ju)j∈Z = (∆̇ja)j∈Z + (∆̇jb)j∈Z ∈ ℓ
q0
s0

(Z,Lp(Rn)) + ℓq1
s1

(Z,Lp(Rn)).

Therefore, by the definition of the K-functional and Besov norms, for t > 0,

K(t, (∆̇ju)j∈Z,L
p(Rn, ℓq0

s0
(Z,Lp(Rn)), ℓq1

s1
(Z,Lp(Rn))) 6 ‖a‖Ḃ

s0
p,q0

(Rn)+t‖b‖Ḃ
s1
p,q1

(Rn).
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We take the infimum on an all such pairs (a, b), then for all t > 0,

K(t, (∆̇ju)j∈Z, ℓ
q0
s0

(Z,Lp(Rn)), ℓq1
s1

(Z,Lp(Rn))) 6 K(t, u, Ḃs0
p,q0

(Rn), Ḃs1
p,q1

(Rn)). (2.3)

We have obtained (∆̇ju)j∈Z ∈ ℓq0
s0

(Z,Lp(Rn)) + ℓq1
s1

(Z,Lp(Rn)), so let (a,B) ∈ ℓq0
s0

(Z,Lp(Rn)) ×
ℓq1

s1
(Z,Lp(Rn)) such that (∆ju)j∈Z = a + b. Since u ∈ S′

h(Rn), and a ∈ ℓq0
s0

(Z,Lp(Rn)) under the
condition (Cs0,p,q0 ), by Step 2.1, we do have

u = Σ̃(∆ju)j∈Z and Σ̃a ∈ Ḃs0
p,q0

(Rn) ⊂ S′
h(Rn).

Therefore, the series Σ̃b = Σ̃(∆ju)j∈Z − Σ̃a converges to an element of S′
h(Rn), and by Step 1,

‖∆̇jΣ̃b‖ℓ
q1
s1

(Z,Lp(Rn)) .s1 ‖b‖ℓ
q1
s1

(Z,Lp(Rn)).

This yields Σ̃b ∈ Ḃs1
p,q1

(Rn). Thus for t > 0, by Step 1,

K(t, u, Ḃs0
p,q0

(Rn), Ḃs1
p,q1

(Rn)) 6 ‖∆̇jΣ̃a‖ℓ
q0
s0

(Z,Lp(Rn)) + t‖∆̇jΣ̃b‖ℓ
q1
s1

(Z,Lp(Rn))

6 42+|s0|+|s1|
(
‖a‖ℓ

q0
s0

(Z,Lp(Rn)) + t‖b‖ℓ
q1
s1

(Z,Lp(Rn))

)
.

One can take the infimum on all such pairs (a, b), combined with (2.3), we obtain

K(t, (∆̇ju)j∈Z, ℓ
q0
s0

(Z,Lp(Rn)), ℓq1
s1

(Z,Lp(Rn))) ∼s0,s1 K(t, u, Ḃs0
p,q0

(Rn), Ḃs1
p,q1

(Rn)).

We multiply by t−θ, we take the Lq
∗-norm on both sides, so that by [BL76, Theorem 5.6.1],

‖u‖(Ḃ
s0
p,q0

(Rn),Ḃ
s1
p,q1

(Rn))θ,q
∼s0,s1,θ ‖∆̇ju‖(ℓ

q0
s0

(Z,Lp(Rn)),ℓ
q1
s1

(Z,Lp(Rn)))θ,q

∼s0,s1,θ ‖∆̇ju‖ℓq
s(Z,Lp(Rn)) = ‖u‖Ḃs

p,q(Rn).

Step 2.3: By Step 2.1, for p ∈ [1,+∞), the operator

Σ̃ : ℓ1
sj

(Z,Lp(Rn)) −→ Ḃ
sj

p,1(Z,Lp(Rn)).

is well-defined and bounded for sj 6 n
p , j ∈ {0, 1}. But Step 2.2 gives the interpolation identity

(Ḃs0
p,1(Rn), Ḃs1

p,1(Rn))θ,∞ = Ḃs
p,∞(Rn).

By real interpolation, and [BL76, Theorem 5.6.1],

Σ̃ : ℓ∞
s (Z,Lp(Rn)) −→ Ḃs

p,∞(Rn).

is well-defined and bounded. Then, for q0, q1 = +∞, one can prove (i) exactly as in Step 2.2.
Step 3: We aim to show the interpolation identity (i) when p = +∞.
Step 3.1: We want to prove that for all s 6 0,

Σ̃ : ℓ1
s(Z,L∞(Rn)) −→ Ḃs

∞,1(Rn),

is well-defined and bounded.
Let f = (fℓ)ℓ∈Z ∈ ℓ1

s(Z,L∞(Rn)), by definition, we have for all m ∈ N,
∑

j∈Z

2js‖∆̇jfj±m‖L∞(Rn) 6 2m|s|
∑

j∈Z

2js‖fj‖L∞(Rn) < +∞.

Hence, we just have to prove that Σ̃[f] converges to an element of S′
h(Rn). We prove first that it

converges to an element of S′(Rn). For all N ∈ N∗, we introduce the finite sums

Σ̃N
+ [f] := ∆̇−1∆̇0[f−2 + f−1 + f0] + ∆̇0[∆̇0 + ∆̇1][f−1 + f0 + f1] +

N∑

j=1

∆̇j [fj−1 + fj + fj+1].

For all N ∈ N, one can check that Σ̃N
+ [f] ∈ Bs

∞,1(Rn), and for M > N > 1,

‖Σ̃N
+ [f]− Σ̃M

+ [f]‖Bs
∞,1(Rn) .s

M+1∑

j=N−1

2js‖fj‖L∞(Rn) −−−−−−−→
N,M→+∞

0.
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Then, one obtains the convergence of the series

Σ̃+[f] := ∆̇−1∆̇0[f−2 + f−1 + f0] + ∆̇0[∆̇0 + ∆̇1][f−1 + f0 + f1] +
∑

j>1

∆̇j [fj−1 + fj + fj+1]

in the space Bs
∞,1(Rn). Since s 6 0, the series

Σ̃−[f] := ∆̇0∆̇−1[f−1 + f0 + f1] + ∆̇−1(∆̇−1 + ∆̇−2)[f−2 + f−1 + f0] +
∑

j6−2

∆̇j [fj−1 + fj + fj+1]

converges absolutely in L∞(Rn). Hence,

Σ̃[f] = Σ̃+[f] + Σ̃−[f] ⊂ Bs
∞,1(Rn) + L∞(Rn) ⊂ S′(Rn).

It remains to show that Σ̃[f] ∈ S′
h(Rn). Let Θ ∈ C∞

c (Rn), real-valued, such that supp Θ ⊂ B(0, R),
for some fixed R > 0, for any λ > 0, one has

‖Θ(λD)Σ̃[f]‖L∞(Rn) 6 3‖F−1Θ‖L1(Rn)

∑

j6− log3(λ)+log3(R)+4

‖fj‖L∞(Rn)

6 3‖F−1Θ‖L1(Rn)

∑

j6− log3(λ)+log3(R)+4

2js‖fj‖L∞(Rn) −−−−−→
λ→+∞

0,

which proves Σ̃[f] ∈ S′
h(Rn). Moreover, if q = 1 and s = 0, one has Σ̃[f] ∈ C0

b,h(Rn).
Step 3.2: We prove here the interpolation identity (i) for p = +∞, q ∈ [1,+∞], as well as the

boundedness property

Σ̃ : ℓq
s(Z,L∞(Rn)) −→ Ḃs

∞,q(Rn), q ∈ (1,+∞].

First, the case q0, q1 = 1. Let s0 6 0, s0 < s < s1, we let u ∈ Ḃs0
∞,1(Rn) + Ḃs1

∞,1(Rn), as in Step
2.2, we obtain for all t > 0,

K(t, (∆̇ju)j∈Z, ℓ
1
s0

(Z,L∞(Rn)), ℓ1
s1

(Z,L∞(Rn))) ∼s0,s1 K(t, u, Ḃs0
∞,1(Rn), Ḃs1

∞,1(Rn)).

Again, by [BL76, Theorem 5.6.1],

‖u‖(Ḃ
s0
∞,1(Rn),Ḃ

s1
∞,1(Rn))θ,q

∼s0,s1,θ ‖(∆̇ju)j∈Z‖(ℓ1
s0

(Z,L∞(Rn)),ℓ1
s1

(Z,L∞(Rn)))θ,q

∼s0,s1,θ ‖(∆̇ju)j∈Z‖ℓq
s(Z,L∞(Rn)) = ‖u‖Ḃs

∞,q(Rn).

In particular, choosing s0, s1 6 0, we can interpolate

Σ̃ : ℓ1
sj

(Z,L∞(Rn)) −→ Ḃ
sj

∞,1(Rn), j ∈ {0, 1},

in order to obtain the boundedness of

Σ̃ : ℓq
s(Z,L∞(Rn)) −→ Ḃs

∞,q(Rn), s < 0, q ∈ [1,+∞].

Therefore, we may reproduce the present step replacing q0, q1 = 1, by any value q0, q1 ∈ [1,+∞].
This concludes the proof of identity (i) for all p, q, q0, q1 ∈ [1,+∞], s, s0, s1 ∈ R, such that (Cs0,p,q0 ).

Step 4: We have proved the identities (i) and (ii) under the assumption (Cs0,p,q0 ). We want to
remove this additional condition and to prove the identity (i) in the case of Sobolev spaces, as well
as the identities (iii) and (iv).

To do so, let s0 ∈ R be arbitrary with s0 < s1. By previous steps, one can find s̃0 < s0, and
r ∈ [1,+∞] such that (Cs̃0,p,r) is satisfied, by previous steps one has

(Ḃs̃0
p,r(Rn), Ḃs1

p,q1
(Rn)) s0−s̃0

s1−s̃0
,q0

= Ḃs0
p,q0

(Rn).

Therefore, by the extremal reiteration property, Lemma B.1, we deduce

(Ḃs0
p,q0

(Rn), Ḃs1
p,q1

(Rn))θ,q =

(
(Ḃs̃0

p,r(Rn), Ḃs1
p,q1

(Rn)) s0−s̃0
s1−s̃0

,q0
, Ḃs1

p,q1
(Rn)

)

s−s̃0
s1−s̃0

,q

= (Ḃs̃0
p,r(Rn), Ḃs1

p,q1
(Rn)) s−s̃0

s1−s̃0
,q

= Ḃs
p,q(Rn).

The interpolation identities (i), (iii) and (iv) follow from Proposition 2.3.
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Step 5: The real interpolation identity (ii). Since ∆̇j : C0
0(Rn) → C0

0(Rn), the operators

(∆̇j)j∈Z, Σ̃ and (∆̇jΣ̃)j∈Z restrict as bounded operators

• Σ̃ : ℓq
s(Z,C0

0(Rn)) −→ Ḃs,0
∞,q(Rn), q ∈ [1,+∞], s ∈ R such that (Cs,∞,q),

• (∆̇j)j∈Z : Ḃs,0
∞,q(Rn) −→ ℓq

s(Z,C0
0(Rn)), q ∈ [1,+∞], s ∈ R, (2.4)

• (∆̇jΣ̃)j∈Z : ℓq
s(Z,C0

0(Rn)) −→ ℓq
s(Z,C0

0(Rn)), q ∈ [1,+∞], s ∈ R.

When q = +∞, we have the same boundedness properties with (c0
s, Ḃ

s,0
∞,∞) instead of (ℓ∞

s , Ḃ
s,0
∞,∞).

Following Step 3.1, we obtain Ḃ0,0
∞,1(Rn) →֒ C0

0(Rn). Therefore, it suffices to reproduce Step 3.2 and
Step 4.

Step 6: The complex interpolation identity (vi) follows from a standard retraction and co-
retraction argument, since for all s ∈ R, p, q ∈ [1,+∞] such that (Cs,p,q), we have the well-defined
bounded maps

(∆̇j)j∈Z : Ḃs
p,q(Rn) −→ ℓq

s(Z,Lp(Rn)), and Σ̃ : ℓq
s(Z,Lp(Rn)) −→ Ḃs

p,q(Rn),

that satisfy Σ̃[(∆̇j)j∈Z] = I. The proof is now complete. �

Remark 2.10 The Steps 3.1 and 3.2 in the proof above do imply that, provided s 6 0 and q ∈
[1,+∞] satisfy the condition (Cs,∞,q), the Besov spaces

Ḃs
∞,q(Rn) := { u ∈ S′(Rn) | ‖u‖Ḃs

∞,q(Rn) < +∞},

are such that one has the inclusion

Ḃs
∞,q(Rn) ⊂ S′

h(Rn).

Then necessarily Ḃs
∞,q(Rn) = Ḃs

∞,q(Rn).

Proposition 2.11 ( [Gau24b, Proposition 2.7] ) For any s ∈ R, p ∈ (1,+∞),




Ḣs,p × Ḣ−s,p′

−→ C

(u, v) 7−→
∑

|j−j′|≤1

〈
∆̇ju, ∆̇j′v

〉
Rn

defines a continuous bilinear functional on Ḣs,p(Rn) × Ḣ−s,p′

(Rn). Denote by V−s,p′

the set of
functions v ∈ S(Rn) ∩ Ḣ−s,p′

(Rn) such that ‖v‖Ḣ−s,p′ (Rn) 6 1. If u ∈ S′
h(Rn), then we have

‖u‖Ḣs,p(Rn) = sup
v∈V−s,p′

∣∣〈u, v
〉
Rn

∣∣.

Moreover, if (Cs,p) is satisfied, Ḣs,p(Rn) is reflexive and we have

(Ḣ−s,p′

(Rn))′ = Ḣs,p(Rn). (2.5)

Proposition 2.12 ( [BCD11, Proposition 2.29] ) For any s ∈ R, p, q ∈ [1,+∞],




Ḃs
p,q × Ḃ−s

p′,q′ −→ C

(u, v) 7−→
∑

|j−j′|≤1

〈
∆̇ju, ∆̇j′v

〉
Rn

(2.6)

defines a continuous bilinear functional on Ḃs
p,q(Rn)× Ḃ−s

p′,q′(Rn). Denote by Q−s
p′,q′ the set of func-

tions v ∈ S(Rn) ∩ Ḃ−s
p′,q′(Rn) such that ‖v‖Ḃ−s

p′,q′ (Rn) 6 1. If u ∈ S′
h(Rn), then we have

‖u‖Ḃs
p,q(Rn) ∼s,p,q sup

v∈Q−s

p′,q′

∣∣〈u, v
〉
Rn

∣∣.

Moreover, we have the duality identities

(i) Ḃs
p,q(Rn) = (Ḃ−s

p′,q′(Rn))′, p, q ∈ (1,+∞], s < n/p;

(ii) Ḃs
p,1(Rn) = (Ḃ−s

p′,∞(Rn))′, p ∈ (1,+∞], s 6 n/p;
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(iii) Ḃs
1,q(Rn) = (Ḃ−s,0

∞,q′(Rn))′, q ∈ (1,+∞], s < n;

(iv) Ḃs
1,1(Rn) = (Ḃ−s,0

∞,∞(Rn))′, s 6 n.

Proof. — Since the first part of the statement is given by [BCD11, Proposition 2.29]. We only
prove the duality identities. We use the bounded maps Σ̃, (∆̇jΣ̃)j∈Z, and (∆̇j)j∈Z as introduced in
(2.2). We do have the same boundedness properties with the operator

Σ̃∗[(wj)j∈Z] :=
∑

j∈Z

∆̇jwj , (wj)j∈Z ⊂ S
′(Rn) (2.7)

replacing Σ̃.
We focus on (iii). By the boundedness properties of the bilinear form (2.6), we have a canonical

embedding Ḃs
1,q(Rn) →֒ (Ḃ−s,0

∞,q′(Rn))′. We prove the embedding is surjective.

Let U ∈ (Ḃ−s,0
∞,q′(Rn))′. We use the boundedness properties (2.4): for all (fj)j∈Z ⊂ C0

0(Rn) with
finite support with respect to the discrete variable, we do have

Σ̃∗[(fj)j∈Z] ∈ Ḃ−s,0
∞,q′(Rn).

Therefore, by density of finitely supported sequences in ℓq′

s (Z,C0
0(Rn)), U induces an element U that

belongs to
(
ℓq′

s (Z,C0
0(Rn))

)′
by the formula

U : (fj)j∈Z 7−→ 〈U, Σ̃(fj)j∈Z〉.

By Lemma A.1, there exists u = (uj)j∈Z ∈ ℓq
s(Z,M(Rn)), such that for all ϕ ∈ Ḃ−s,0

∞,q′(Rn),

〈U,ϕ〉 = 〈U, (∆̇jϕ)j∈Z〉 =
∑

j∈Z

〈uj , ∆̇jϕ〉Rn .

We would like to set u :=
∑

j∈Z
∆̇juj = Σ̃∗[(uj)j∈Z]. By standard properties of the convolution,

the operator ∆̇j : M(Rn) −→ L1(Rn) is bounded with norm at most 1. For s < n, Ḃs
1,q(Rn) is a

complete space, and

‖Σ̃∗[(uj)j∈J−N,NK]‖Ḃs
1,q(Rn) 6 (1 + 2|s|+1)

∥∥(‖∆̇juj‖L1(Rn))j∈J−N,NK

∥∥
ℓq

s(Z)
(2.8)

.s

∥∥(‖uj‖M(Rn))j∈J−N,NK

∥∥
ℓq

s(Z)
=
∥∥(uj)j∈J−N,NK

∥∥
ℓq

s(Z,M(Rn))
, (2.9)

so that Σ̃∗ extends uniquely by completeness as an operator defined on ℓq
s(Z,M(Rn)) with values in

Ḃs
1,q(Rn). Hence, the series u :=

∑
j∈Z

∆̇juj = Σ̃∗[(uj)j∈Z] is well-defined as an element of Ḃs
1,q(Rn),

and we have

〈U,ϕ〉 = 〈u, ϕ〉Rn , ∀ϕ ∈ Ḃ−s,0
∞,q′(Rn), and ‖u‖Ḃs

1,q(Rn) .s ‖(uj)j∈Z‖ℓq
s(Z,M(Rn)).

The remaining duality identities can be proven similarly. �

Proposition 2.13 ( [Gau24b, Proposition 2.9], [DM09, Lemma 12] ) For all p, q ∈ [1,+∞],
for all s ∈ (−1 + 1

p ,
1
p ), for all u ∈ Ḃs

p,q(Rn) (resp. Ḣs,p(Rn), p 6= 1,+∞), one has

‖1Rn
+
u‖Ḃs

p,q(Rn) .s,p,n ‖u‖Ḃs
p,q(Rn) (resp. ‖1Rn

+
u‖Ḣs,p(Rn) .s,p,n ‖u‖Ḣs,p(Rn) ).

The same result still holds with {H,B} instead of {Ḣ, Ḃ}.

2.2 Function spaces by restriction

Let s ∈ R, k ∈ N, p, q ∈ [1,+∞] and Ω be an open set of Rn.
For X ∈ {Bs

p,q, Ḃ
s
p,q,H

s,p, Ḣs,p,Wk,p, Ẇk,p}6, we define

X(Ω) := X(Rn)|Ω
,

6Of course, in the case of Besov spaces, one can also consider Bs,0
∞,q, Bs

p,∞, etc.
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with the quotient norm ‖u‖X(Ω) := inf
ũ∈X(Rn),
ũ|Ω

=u .

‖ũ‖X(Rn). A direct consequence of the definition of those

spaces is the density of S0(Ω) ⊂ S(Ω) in each of them, the completeness and reflexivity when their
counterpart on Rn are complete and reflexive. We can also define

X0(Ω) :=
{
u ∈ X(Rn)

∣∣∣ supp u ⊂ Ω
}

,

with its natural induced norm ‖u‖X0(Ω) := ‖u‖X(Rn). We always have the canonical continuous
injection,

X0(Ω) →֒ X(Ω).

Since there is a natural embedding S′(Rn) →֒ D′(Rn), we also have the inclusion,

X(Ω) ⊂ D′(Ω),

where D′(Ω) = (C∞
c (Ω))′ is the topological vector space of distributions on Ω.

If X and Y are different function spaces

• if one has a continuous embedding,

Y(Rn) →֒ X(Rn).

A direct consequence of the definition is that

Y(Ω) →֒ X(Ω),

and similarly with X0 and Y0.

• We denote [X ∩Y](Ω) the restriction of X(Rn) ∩Y(Rn) to Ω. In general, without any further
information, one only has the continuous embedding:

[X ∩Y](Ω) →֒ X(Ω) ∩Y(Ω).

The results corresponding to those obtained for the whole space Rn in the previous subsection
are usually carried over by the existence of an appropriate extension operator

E : S′(Ω) −→ S′(Rn),

bounded from X(Ω) to X(Rn).
Following the proofs of [DHMT21, Proposition 3.22] and [Gau24b, Lemma 3.13], the definition

of function spaces by restriction yields the next result.

Lemma 2.14 Let X(Rn), Y(Rn) and Z(Rn) be three compatible function spaces over Rn such that
for some q ∈ [1,+∞], θ ∈ (0, 1),

(X(Rn),Y(Rn))θ,q = Z(Rn).

We have the continuous embeddings

Z(Ω) →֒(X(Ω),Y(Ω))θ,q, (2.10)

Z0(Ω) ←֓ (X0(Ω),Y0(Ω))θ,q. (2.11)

2.3 Quick overview of inhomogeneous function spaces on (special) Lips-
chitz domains

From now on, and until the end of the paper, Ω will be a fixed special Lipschitz domain given by a
fixed uniformly Lipschitz function φ : Rn−1 −→ R, i.e.,

Ω := { (x′, xn) ∈ Rn−1 × R |xn > φ(x′) }.

We also set the following global bi-Lipschitz map of Rn = Rn−1 × R,

Ψ : (x′, xn) 7−→ (x′, xn + φ(x′)). (2.12)

24



For which, we have

Ψ(Rn
+) = Ω, Ψ−1(Ω) = Rn

+ and det(∇Ψ) = det(∇(Ψ−1)) = 1. (2.13)

This subsection is dedicated to recall few selected facts about inhomogeneous function spaces on
Lipschitz domains. A substantial part of the presented results is used in the next sections to carry
over the corresponding ones for the homogeneous scales of function spaces. One may also see this
subsection as a roadmap for the results we aim to reproduce. We follow closely the presentation
given in [Gau24b, Section 3A].
• Extension operators: For a suitable extension operator in the case of inhomogeneous func-

tion spaces on a (special) Lipschitz domain, a notable approach was achieved by Stein in [Ste70,
Chapter VI, Section 3], for Sobolev spaces with non-negative index, and Besov spaces of positive
index of regularity (this follows by real interpolation). A full and definitive result for the inhomo-
geneous case on Lipschitz domains, and even in a more general case (allowing p, q to be less than 1
considering the whole Besov and Triebel-Lizorkin scales), was given by Rychkov in [Ryc99] where
the extension operator is known to be universal and to cover even negative regularity index.
• Interpolation property: The extension operator provided by Rychkov can be used to prove,

thanks to [BL76, Theorem 6.4.2], if (H,B) ∈ {(H,B), (H0,B·,·,0)},

[Hs0,p0 (Ω),Hs1,p1 (Ω)]θ = Hs,pθ (Ω), (Bs0
p,q0

(Ω),Bs1
p,q1

(Ω))θ,q = Bs
p,q(Ω), (2.14)

(Hs0,p(Ω),Hs1,p(Ω))θ,q = Bs
p,q(Ω), [Bs0

p0,q0
(Ω),Bs1

p1,q1
(Ω)]θ = Bs

pθ ,qθ
(Ω), (2.15)

whenever (p0, q0), (p1, q1), (p, q) ∈ [1,+∞]2(pj 6= 1,+∞, for the complex interpolation of Sobolev
(Bessel potential) spaces), s0 6= s1 two real numbers, and θ ∈ (0, 1) such that

(
s,

1

pθ
,

1

qθ

)
:= (1− θ)

(
s0,

1

p0
,

1

q0

)
+ θ

(
s1,

1

p1
,

1

q1

)
,

with qθ < +∞.
• Subspaces of functions supported in the domain: A nice property is that the description

of the boundary yields the following density results, for all p ∈ (1,+∞), q ∈ [1,+∞), s ∈ R,

Hs,p
0 (Ω) = C∞

c (Ω)
‖·‖Hs,p(Rn)

, and Bs
p,q,0(Ω) = C∞

c (Ω)
‖·‖Bs

p,q(Rn)
. (2.16)

One may check [JK95, Section 2] for the treatment in the case of Sobolev spaces, the case of Besov
spaces follows by an interpolation argument, see [BL76, Theorem 3.4.2]. As a direct consequence,
one has from [JK95, Proposition 2.9] and [BL76, Theorem 3.7.1], that for all s ∈ R, p ∈ (1,+∞),
q ∈ [1,+∞),

(Hs,p(Ω))′ =H−s,p′

0 (Ω), (Bs
p,q(Ω))′ = B−s

p′,q′,0(Ω), (2.17)

(Bs
p,q,0(Ω))′ = B−s

p′,q′(Ω). (2.18)

And finally, thanks to a modified version of Proposition 2.13, we also have a particular case of
equality of Sobolev spaces, with equivalent norms, for all p ∈ (1,+∞), q ∈ [1,+∞], s ∈ (−1 + 1

p ,
1
p ),

Hs,p(Ω) = Hs,p
0 (Ω), Bs

p,q(Ω) = Bs
p,q,0(Ω). (2.19)

In the case of Besov spaces, everything remains true when p = 1.
• Further construction and properties of function spaces: The interested reader will

find an explicit and way more general (and still valid, for the most part of it, in the case of a
special Lipschitz domain) treatment for bounded Lipschitz domains in [KMM07], where the Triebel-
Lizorkin scale, including Hardy spaces, and other endpoint function spaces are also considered.

A recent and accessible exposition is available in [Leo23, Chapters 8 & 11]. It deals with
inhomogeneous Sobolev-Slobodeckij spaces Ws,p(Ω), which coincides with usual Sobolev spaces when
s ∈ Z, and with diagonal Besov spaces Bs

p,p(Ω) when s ∈ R \ Z. The case of indices s ∈ [0, 1] is
treated in the case of Lipschitz domains, and s ∈ [0,m+ 1] in the case where Ω is a Cm,1 domain.

All the results presented above will be used without being mentioned and are assumed to be
well-known to the reader.
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3 Homogeneous Sobolev and Besov spaces on special Lips-

chitz domains.

As in [Gau24b, Subsection 3B], one may expect to recover similar results for the scale of homo-
geneous Sobolev and Besov as mentioned in Section 2.3. However, this approach still faces the
same issues raised in the introduction of [Gau24b, Subsection 3B]: the lack of completeness for
the whole scale of function spaces, and whether Rychkov’s extension operator, given in [Ryc99],
satisfies homogeneous estimates remains unknown.

The extension method employed in [DHMT21, Chapter 3] and [Gau24b, Subsection 3B1] –
by means of the global change of coordinates and the extension operator by higher order reflec-
tion around the boundary – will fail for high regularities. Indeed, the global bi-Lipschitz map Ψ
is obviously not sufficiently regular, making it impossible to take its derivatives more than once.
Moreover, even if it were a smooth global diffeomorphism, higher order derivatives would produce
inhomogeneous parts with lower order terms. However, this method still makes sense for regularity
indices s ∈ (−1 + 1/p, 1].

The main idea here is to use Stein’s universal extension operator introduced in [Ste70, Chap-
ter VI], for which we have homogeneous estimates for non-negative integers indices of regularity.
More precisely, we have the next statement.

Theorem 3.1 ( [Ste70, Chapter VI, Section 3, Theorem 5’] ) For Ω a special Lipschitz do-
main, there exists a well-defined linear operator

E : L1(Ω) + L∞(Ω) −→ L1(Rn) + L∞(Rn)

such that for all u ∈ L1(Ω) + L∞(Ω),

[Eu]|Ω
= u,

and for all p ∈ [1,+∞], m ∈ N, if u ∈ Wm,p(Ω), we have Eu ∈ Wm,p(Rn), with the following
estimates

‖∇k(Eu)‖Lp(Rn) .p,n,k,∂Ω ‖∇
ku‖Lp(Ω), k ∈ J0,mK. (3.1)

We also have E [Cm
0 (Ω)] ⊂ Cm

0 (Rn) and E [Cm
b (Ω)] ⊂ Cm

b (Rn), for all m ∈ N.

From there, the goal is to fall in a setting so that one just has to use the proofs in [Gau24b,
Section 3], or at least reproduce it with appropriate modifications. Indeed, these proofs mainly
depend on the existence of good extension operator with appropriate homogeneous estimates, and
in some case, on the reflexivity of considered Sobolev spaces. Our first goal and starting point is to
obtain (3.1) for homogeneous Sobolev norms of fractional order.

3.1 Homogeneous Sobolev spaces on special Lipschitz domains

The following preliminary lemma is a direct consequence of the definition of function spaces by
restriction, Lemma 2.4 and Theorem 3.1.

Lemma 3.2 We have the following independent properties:

(i) For s ∈ R, p ∈ (1,+∞), Ḣs,p(Ω) ⊂ Hs,p(Ω) + Cks
0 (Ω), where ks = max(0, ⌈s⌉).

(ii) For k ∈ N∗, we have the set inclusions

Ẇk,1(Ω) ⊂Wk,1(Ω) + Ck
0(Ω),

Ẇk,∞(Ω) ⊂Wk,∞(Ω).

(iii) The extension operator E introduced in Theorem 3.1 is such that it satisfies the boundedness
properties

E : Hs,p(Ω) + Cm
0 (Ω) −→ Hs,p(Rn) + Cm

0 (Rn),

E : Wk,1(Ω) + Cm
0 (Ω) −→Wk,1(Rn) + Cm

0 (Rn),
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for all p ∈ (1,+∞), all s > 0, all k,m ∈ N.

For the homogeneous Sobolev spaces over L∞, Theorem 3.1 already gives the desired homoge-
neous estimates, without being clear that the range is a subset of S′

h(Rn) or not. We mean that in
general, it is not known if E(L∞

h (Ω)) ⊂ L∞
h (Rn), nor if E(Ck

h,b(Ω)) ⊂ Ck
b,h(Rn). However, we do have

E(Cm
0 (Ω)) ⊂ Cm

0 (Rn) ⊂ S′
h(Rn).

Hence, we will take a focus on the case p ∈ [1,+∞), and more especially the case of fractional
regularity indices s ∈ R when p ∈ (1,+∞). This is because, according to Lemma 3.2, E is entirely
and uniquely well-defined on Ḣs,p(Ω) whenever s > 0, and one has

E
(
Ḣs,p(Ω)

)
⊂ E

(
Hs,p(Ω) + C

⌈s⌉
0 (Ω)

)
⊂ Hs,p(Rn) + C

⌈s⌉
0 (Rn) ⊂ S′

h(Rn),

and similarly for Wk,1 instead of Hs,p.
Upon initial examination, it might appear that obtaining boundedness with respect to the norms

of fractional-order (Riesz potential) homogeneous Sobolev spaces could be achieved by simply ap-
plying complex interpolation to (3.1). While the idea is morally correct, one cannot directly employ
complex interpolation: our definition makes these function spaces incomplete at high regularity,
and completeness is essential for defining complex interpolation. While, the standard complex in-
terpolation procedure is unavailable for the normed spaces we consider, we can still interpolate the
inequalities by other means.

Proposition 3.3 The extension operator E introduced in Theorem 3.1 is such that for all p ∈
(1,+∞), all s > 0, and all u ∈ Ḣs,p(Ω),

Eu|Ω
= u,

with the estimate

‖Eu‖Ḣs,p(Rn) .p,s,n,∂Ω ‖u‖Ḣs,p(Ω) .

The same result holds for the Sobolev spaces Ẇk,1(Ω), k ∈ N.

Proof. — Let E denote Stein’s extension operator given in Theorem 3.1.
Step 1: The case 1 < p < +∞. For all m ∈ N, p ∈ (1,+∞), u ∈ Hm,p(Ω), by the definition of

function spaces by restriction, one obtains that

‖∇mu‖Lp(Ω) 6 ‖u‖Ḣm,p(Ω) .p,n,m inf
ũ∈Ḣm,p(Rn),

ũ|Ω
=u .

‖∇mũ‖Lp(Rn)

.p,n,m ‖∇
m(Eu)‖Lp(Rn) .p,n,m,∂Ω ‖∇

mu‖Lp(Ω) .

Hence, Stein’s extension operator E satisfies for all u ∈ Hm,p(Ω)

‖Eu‖Ḣm,p(Rn) .p,n,m,∂Ω ‖u‖Ḣm,p(Ω) . (3.2)

So that E : Ḣm,p(Ω) −→ Ḣm,p(Rn) is bounded on subspace Hm,p(Ω).
The estimate (3.2) implies, that for all U ∈ Hm,p(Rn), by the definition of function spaces by

restriction

‖E [1ΩU ]‖Ḣm,p(Rn) .p,n,m,∂Ω ‖U‖Ḣm,p(Rn) .

Therefore, if one uses Proposition 2.2,

‖(∆̇jE [1ΩU ])j∈Z‖Lp(Rn,ℓ2
m(Z)) .p,n,m,∂Ω ‖(∆̇jU)j∈Z‖Lp(Rn,ℓ2

m(Z)) . (3.3)

For v = (vj)j∈Z ∈ Lp(Rn, ℓ2
m(Z)) with finite support with respect to the discrete variable, we set

ΞΩv :=
(

∆̇jE
[
1Ω

(∑

k∈Z

∆̇k

[
vk−1 + vk + vk+1

])])
j∈Z

and since v has finite support with respect to the discrete variable we may define the auxiliary
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function V :=
∑

k∈Z
∆̇k

[
vk−1+vk+vk+1

]
∈ Hm,p(Rn), and we obtain, by [Gra14, Proposition 6.1.4],

‖ΞΩv‖Lp(Rn,ℓ2
m(Z)) .p,n,m,∂Ω ‖(∆̇jV )j∈Z‖Lp(Rn,ℓ2

m(Z)) .p,n,m,∂Ω ‖v‖Lp(Rn,ℓ2
m(Z)) .

It follows that ΞΩ extends uniquely as a bounded linear operator on Lp(Rn, ℓ2
m(Z)) for all p ∈

(1,+∞), m ∈ N, which is consistent on elements whose support in the discrete variable is finite. It

remains consistent for all elements of the form (∆̇jU)j∈Z, provided U ∈ Hm,p(Rn) + C
⌈s⌉
0 (Rn), we

have by construction and uniqueness of the continuous extension provided by Theorem 3.1,

ΞΩ[(∆̇jU)j∈Z] =
(
∆̇jE

[
1ΩU

])
j∈Z

.

The complex interpolation of mixed weighted Lebesgue spaces, see [BL76, Theorems 5.1.2 & 5.6.3],
yields that

ΞΩ : Lp(Rn, ℓ2
s(Z)) −→ Lp(Rn, ℓ2

s(Z))

is a well-defined bounded linear operator for all s > 0, p ∈ (1,+∞). Then, the map

ΞΩ[(∆̇j [·])j∈Z] : Ḣs,p(Rn) −→ Lp(Rn, ℓ2
s(Z)) (3.4)

is also well-defined and bounded by Proposition 2.2. Provided s > 0, E(v+w) ∈ Hs,p(Rn)+C0
⌈s⌉(Rn)

is already entirely determined for all v ∈ Hs,p(Ω), w ∈ C
⌈s⌉
0 (Ω) by Theorem 3.1, and does not depend

on the choice of representatives. Hence, for U ∈ Ḣs,p(Rn) ⊂ Hs,p(Rn) + C
⌈s⌉
0 (Rn) such that U|Ω

= u,
by uniqueness of the continuous extension of ΞΩ, and the mapping properties of E provided by
Lemma 3.2, we have

ΞΩ[(∆̇jU)j∈Z] =
(
∆̇kE [1ΩU ]

)
k∈Z

=
(
∆̇kEu

)
k∈Z

.

Thus, one may use the estimate (3.4) and Proposition 2.2 to deduce

‖Eu‖Ḣs,p(Rn) .p,s,n,∂Ω ‖U‖Ḣs,p(Rn) .

However, U is an arbitrary Ḣs,p-extension of u, so that by the definition of function spaces by
restriction, it holds that

‖Eu‖Ḣs,p(Rn) .p,s,n,∂Ω ‖u‖Ḣs,p(Ω) .

Step 2: The case p = 1. Let u ∈ Ẇk,1(Ω) ⊂ Wk,1(Ω) + Ck
0(Ω), then by Lemma 3.2, Eu is

well-defined. It remains to show the continuity with respect to the Ẇk,1-norm. Let U ∈ Ẇk,1(Rn),
be an arbitrary extension of u, i.e. such that U|Ω

= u. We write U as

U = Ṡ0U + [I− Ṡ0]U =: U− + U+,

and we introduce for all N ∈ N,

U−,N := [Ṡ0 − Ṡ−N ]U.

We follow the proof of Lemma 2.4: since U ∈ Ẇk,1(Rn) ⊂ S′
h(Rn), we have for all N ∈ N,

U−,N , U− ∈ Ck
0(Rn) and U−,N , U+ ∈Wk,1(Rn),

with the property

‖U− − U−,N‖Wk,∞(Rn) −−−−−→
N→+∞

0.

Thus, (U−,N )N∈N converges to U− everywhere as well as the sequences of all its derivatives up to
the order k. By Theorem 3.1, the same goes for (E [1ΩU−,N ])N∈N converging to E [1ΩU−] as well as
the derivatives up to the order k. By the triangle inequality and the Fatou Lemma, Theorem 3.1,
and the definition of function space by restriction,

‖∇kEu‖L1(Rn) 6 lim inf
N→+∞

‖∇kE [1ΩU−,N ]‖L1(Rn) + ‖∇kE [1ΩU+]‖L1(Rn)

.k,n,∂Ω lim inf
N→+∞

‖∇kU−,N‖L1(Rn) + ‖∇kU+‖L1(Rn)

.k,n,∂Ω ‖∇
kU‖L1(Rn).
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We take then the infimum on all such U , this yields the result. �

Remark 3.4 The method employed here is quite general, and could be adapted to the interpolation
of many other kinds of linear operators.

The general idea is to lift the operator at a level for which we can take a completion without
losing any ambient structure information: here at the level of anisotropic Lebesgue spaces Lp(ℓ2

s)
instead of taking abstract completion of our Sobolev spaces Ḣs,p. From this point, one perform
the complex interpolation, then one may hope to get back to a subset of those spaces for which we
can compute explicitly the operator, which was exactly what we have done. This is a key point for
complex interpolation of operators in the case of non-complete spaces, when one wants to preserve
homogeneous estimates.

To be more explicit, for the specific proof above, we applied complex interpolation on the top
level of the following family of densely defined commutative diagrams :

Lp(ℓ2
m) Lp(ℓ2

m)

Ḣm,p(Ω) Ḣm,p(Rn)

RΩ◦Σ̃

ΞΩ

E

(∆̇j)j∈Z
, m ∈ N.

Similar ideas appear in the work of Auscher and Amenta [AA18, Chapter 4, Sections 4.2 & 4.3],
where interpolation for realizations of abstract operator-adapted Hardy spaces is concerned.

Proposition 3.3 is already a powerful enough tool to carry many results. However, this Stein’s
extension operator has its use restricted to non-negative indices of regularity for the Sobolev scale
and positive indices of regularity for the Besov scale. It would be of interest to be able to look at
similar properties for regularity indices s ∈ (−1 + 1/p, 1/p).

We need to carry over the behavior of the global change of coordinates on the homogeneous scale.
For any measurable function u on either Ω or Rn, and any measurable function v on either Rn

+

or Rn, we introduce the maps

Tφu := u ◦Ψ, and T−1
φ v = v ◦Ψ−1. (3.5)

We recall that the definition of Ψ and its basic properties were given in (2.12) and (2.13).
From now on, whenever a result explicitly demonstrates the boundedness of Tφ, or related opera-

tor, on homogeneous function spaces, we will sometimes mention the validity of the concerned result
in the case of inhomogeneous spaces as well. This is important because there may be an impact
on the well-definedness and boundedness of subordinate operators in the context of homogeneous
function spaces. See Lemma 2.4, Lemma 3.2, (i) & (ii), and Lemma 3.20.

We mention now that Tφ, and T−1
φ , act as a bijective isometry on Lp(Rn), p ∈ [1,+∞], on C0

0(Rn)

and on C0
b(Rn). However, we do not know whether Tφ(C0

b,h(Rn)) is contained in C0
b,h(Rn).

Proposition 3.5 Let p ∈ (1,+∞), s ∈ [−1, 1] and T ∈ {Tφ, T
−1
φ }. For all u ∈ Ḣs,p(Rn), we have

T u ∈ Ḣs,p(Rn) with the estimate,

‖T u‖Ḣs,p(Rn) .s,n,∂Ω ‖u‖Ḣs,p(Rn).

The result also holds for Ẇk,1(Rn), k ∈ {0, 1}, instead of Ḣs,p(Rn).
The result remains true with {H, W} instead of {Ḣ, Ẇ}.

Proof. — We set T = Tφ and T ∗ = T−1
φ . First, we check that T , is well-defined on Ḣs,p(Rn),

Ẇk,1(Rn) and that T (Ḣs,p(Rn)), T (Ẇk,1(Rn)) ⊂ S′
h(Rn). To achieve this, we examine the well-

known behavior in the inhomogeneous case. Let u ∈W1,p(Rn), we recall that the following equalities
hold almost everywhere

∂xk
(T u) = T (∂xk

u)± ∂xk
φT (∂xnu), ∂xn(T u) = T (∂xnu) , k ∈ J1, n− 1K.
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We recall that T is bounded on Lp(Rn), and that, moreover, the Jacobian determinant of Ψ is 1,
see (2.13). Therefore, we obtain

‖∇T u‖Lp(Rn)6 ‖∂xnu‖Lp(Rn)+

n−1∑

k=1

‖∂xk
u‖Lp(Rn)+‖∂xk

φ‖L∞‖∂xnu‖Lp(Rn)

6 (1 + (n− 1)‖∇′φ‖L∞(Rn−1))‖∇u‖Lp(Rn).

Similar computations yield,

‖∇T ∗u‖Lp(Rn)6 (1 + (n− 1)‖∇′φ‖L∞(Rn−1))‖∇u‖Lp(Rn).

This estimate has been established regardless of the value of p ∈ [1,+∞]. When p ∈ (1,+∞),
s ∈ (0, 1), the boundedness of T and T ∗ on Hs,p(Rn) follows by complex interpolation, the case
s ∈ [−1, 0) holds by duality. One can also check, that T : C1

0(Rn) −→ C0,1
0 (Rn). Hence, for all

p ∈ (1,+∞), we have obtained the boundedness of

T : Hs,p(Rn) + C1
0(Rn) −→ Hs,p(Rn) + C0,1

0 (Rn) ⊂ S′
h(Rn).

Thus, T is well-defined on Hs,p(Rn)+C1
0(Rn), and therefore on Ḣs,p(Rn), s ∈ [−1, 1], with values

in S′
h(Rn). The same goes with Wk,1(Rn), k ∈ {0, 1}, instead of Hs,p(Rn). The same statements

hold for T ∗. It remains to show continuity with respect to the homogeneous Sobolev norms.
The boundedness with respect to homogeneous norms in the case s = k = 0, 1, p ∈ [1,+∞) can

be achieved as before, there is nothing to do.
Now, we assume p ∈ (1,+∞). For v ∈ L2(Rn) ∩ Ḣ−1,p(Rn), by Proposition 2.11, and since the

Jacobian determinant of Ψ−1 is 1,

‖T v‖Ḣ−1,p(Rn) = sup
u∈S(Rn)

‖u‖
Ḣ1,p′

(Rn)
61

∣∣∣∣
∫

Rn

T v(x)u(x) dx

∣∣∣∣

= sup
u∈S(Rn)

‖u‖
Ḣ1,p′

(Rn)
61

∣∣∣∣
∫

Rn

v(x) T ∗u(x) dx

∣∣∣∣

6 ‖v‖Ḣ−1,p(Rn)


 sup

u∈S(Rn)
‖u‖

Ḣ1,p′
(Rn)

61

‖T ∗u‖Ḣ1,p′(Rn)




.n,∂Ω ‖v‖Ḣ−1,p(Rn).

The same goes for T ∗. Hence, T (resp. T ∗) extends uniquely as a bounded linear operator on
Ḣ−1,p(Rn). But since T (resp. T ∗) is known to be bounded on Lp(Rn), by complex interpolation
given in Theorem 2.9, T (resp. T ∗) is then a bounded linear operator on Ḣs,p(Rn), for all s ∈ [−1, 0].
One may repeat the duality argument, thanks to the boundedness on Ḣ−s,p′

(Rn) we just proved, to
obtain for s ∈ [0, 1], u ∈ Ḣs,p(Rn),

‖T u‖Ḣs,p(Rn).s,n,∂Ω ‖u‖Ḣs,p(Rn).

We proceed similarly for T ∗. �

Remark 3.6 Everything still holds for more general bi-Lipschitz transformations with constant
Jacobian determinants. One may probably want to generalize Proposition 3.5 to obtain a result
similar to [DM15, Lemma 2.1.1].

We can deduce from Proposition 3.5 several interesting corollaries.

Corollary 3.7 For all p ∈ (1,+∞), for all s ∈ (−1 + 1
p ,

1
p ), for all u ∈ Ḣs,p(Rn),

‖1Ωu‖Ḣs,p(Rn) .s,p,n,∂Ω ‖u‖Ḣs,p(Rn).

The same result still holds with H instead of Ḣ.
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Proof. — It suffices to write 1Ωu = T−1
φ 1Rn

+
Tφu then to apply Propositions 3.5 and 2.13. �

Corollary 3.8 Let p ∈ (1,+∞), s ∈ [−1, 1]. For all u ∈ Ḣs,p(Ω), one has Tφu ∈ Ḣs,p(Rn
+) with the

estimate

‖Tφu‖Ḣs,p(Rn
+) .p,s,n,∂Ω ‖u‖Ḣs,p(Ω) .

In particular, Tφ : Ḣs,p(Ω) −→ Ḣs,p(Rn
+) is an isomorphism. The result still holds if we replace

(Ω,Rn
+, Tφ) by (Rn

+,Ω, T
−1
φ ), and also holds if we replace Ḣs,p by Ẇk,1, k ∈ {0, 1}.

The result remains true with {H, W} instead of {Ḣ, Ẇ}.

Proof. — Follows from the definition of function spaces by restriction and Proposition 3.5. �

Corollary 3.9 There exists a well-defined linear operator E, such that for all p ∈ (1,+∞), s ∈
(−1 + 1/p, 1], for all u ∈ Ḣs,p(Rn), we have

[Eu]|Ω
= u,

with the estimate

‖Eu‖Ḣs,p(Rn) .p,s,n,∂Ω ‖u‖Ḣs,p(Ω) .

The result also holds if we replace Ḣs,p, by Ẇk,1, k ∈ {0, 1}. The result remains true with {H, W}
instead of {Ḣ, Ẇ}.

Proof. — We introduce the extension operator on the half space by even reflection, for any measur-
able function u : Rn

+ −→ C, and for almost every (x′, xn) ∈ Rn−1 × R,

Ẽu(x′, xn) :=

{
u(x′, xn) , if (x′, xn) ∈ Rn−1 × (0,+∞),

u(x′,−xn) , if (x′, xn) ∈ Rn−1 × (−∞, 0).
(3.6)

The operator Ẽ is known to have the desired properties when Ω = Rn
+, see, e.g., [Gau24b, Propo-

sition 3.1], it can be improved as

Ẽ : Hs,p(Rn
+) + C1

0(Rn
+) −→ Hs,p(Rn) + C0,1

0 (Rn) ⊂ S′
h(Rn),

with the desired homogeneous estimates on Ḣs,p, s ∈ (−1 + 1/p, 1]: to see it, one can reproduce the
Step 2 in the proof of Proposition 3.3.

Now, it suffices to set

E := T−1
φ ẼTφ.

The boundedness properties follows from Propositions 3.5 and 2.13 when s ∈ (−1+1/p, 1/p). When
s > 0, it suffices to apply Corollary 3.8. �

The next proposition is of paramount importance for the rest of the paper, it will carry over the
interpolation properties as well as many density results.

Proposition 3.10 Let pj ∈ (1,+∞), sj > −1+ 1
pj

, j ∈ {0, 1}. Assume that one of the two following

conditions is satisfied

(i) s0, s1 6 1 and E = E, given by Corollary 3.9; or

(ii) s0, s1 > 0 and E = E, given by Proposition 3.3.

Then for all u ∈ Ḣs0,p0 (Ω) ∩ Ḣs1,p1(Ω), we have Eu ∈ Ḣsj ,pj (Rn), j ∈ {0, 1}, with the estimate

‖Eu‖Ḣsj,pj (Rn) .sj ,pj ,n ‖u‖Ḣsj,pj (Ω). (3.7)

A similar result holds if, for j ∈ {0, 1}, we replace Ḣsj ,pj , by Ẇkj ,1 kj ∈ N.

Proof. — Let pj ∈ (1,+∞), sj > −1 + 1/pj. One may expect to reproduce the proof of [Gau24b,
Proposition 3.3], but this possible only when E = E, sj 6 1.
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Now, we set E = E , sj > 0, and we consider the operator ΞΩ, as introduced in (3.4). For
u ∈ Ḣs0,p0(Ω) ∩ Ḣs1,p1 (Ω), and U ∈ Ḣs1,p1 (Rn) such that U|Ω

= u, we recall that we have Eu ∈

Ḣs0,p0 (Rn) ⊂ S′
h(Rn). One also has
(
∆̇kEu

)
k∈Z

=
(
∆̇kE [1ΩU ]

)
k∈Z

= ΞΩ[(∆̇kU)k∈Z] ∈ Lp1 (Rn, ℓ2
s1

(Z)).

Therefore, by Proposition 2.2, since Eu ∈ S′
h(Rn),

‖Eu‖Ḣs1,p1 (Rn) ∼p1,s1,n

∥∥(∆̇kEu)k∈Z

∥∥
Lp1 (Rn,ℓ2

s1
(Z))

∼p1,s1,n ‖ΞΩ[(∆̇kU)k∈Z]‖Lp1 (Rn,ℓ2
s1

(Z))

.p1,s1,n,∂Ω ‖U‖Ḣs1,p1 (Rn).

As in the proof of Proposition 3.3, since U is an arbitrary extension of u in Ḣs1,p1(Rn), taking the
infimum on all such U yields

‖Eu‖Ḣs1,p1 (Rn) .p1,s1,n,∂Ω ‖u‖Ḣs1,p1 (Ω).

Thus for u ∈ Ḣs0,p0 (Ω) ∩ Ḣs1,p1(Ω), and by the definition of restriction spaces,

‖u‖[Ḣs0,p0 ∩Ḣs1,p1 ](Ω) 6 ‖Eu‖Ḣs0,p0 (Rn) + ‖Eu‖Ḣs1,p1 (Rn) .
p0,p1,n
s0,s1,∂Ω ‖u‖Ḣs0,p0 (Ω) + ‖u‖Ḣs1,p1 (Ω).

This yields the result. �

Now, we want to work with homogeneous Sobolev spaces whose elements are supported in Ω.

Proposition 3.11 Let pj ∈ (1,+∞), sj > −1 + 1
pj

, j ∈ {0, 1}. We assume that either

(i) s0, s1 6 1; or

(ii) s0, s1 > 0.

Then there exists a linear operator P0 such that for all u ∈ Ḣs0,p0 (Rn) ∩ Ḣs1,p1(Rn), we have
P0u ∈ Ḣ

sj ,pj

0 (Ω), j ∈ {0, 1}, with the estimate

‖P0u‖Ḣsj,pj (Rn) .sj ,pj ,n,∂Ω ‖u‖Ḣsj,pj (Rn).

The result also holds if, for j ∈ {0, 1}, we replace Ḣsj ,pj , by either Ẇkj ,1, kj ∈ N.

Proof. — One mentions Ω
c

is also a special Lipschitz domain. If E is an extension operator for Ω
provided by Theorem 3.10, we denote by E− the extension operator from Ω

c
to Rn, and we set for

all u ∈ Ḣs0,p0 (Rn) ∩ Ḣs1,p1(Rn)

P0u := u− E−[1Ω
cu].

In this case, the boundedness properties follow from Theorem 3.10. �

The next proposition improves the similar result [Gau24b, Proposition 3.9] with a new proof.

Proposition 3.12 Let s0, s1 ∈ R, p0, p1 ∈ (1,+∞). The space C∞
c (Ω) is a dense subspace of

(i) Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω), if sj > −1 + 1/pj, j ∈ {0, 1};

(ii) Ḣs0,p0

0 (Ω), −n/p′
0 < s0 < 0;

(iii) Ẇk0,1
0 (Ω) ∩ Ẇk1,1

0 (Ω), for k0, k1 ∈ N.

Proof. — Step 1: We prove (i) through three subcases: first the case s0, s1 > 0, second the case
sj ∈ (−1 + 1/pj, 1], j ∈ {0, 1}, and third the case −1 + 1/p0 < s0 < 0 and s1 > 1.

Step 1.1: We assume s0, s1 > 0. Let u ∈ Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω) ⊂ Ḣs0,p0(Rn) ∩ Ḣs1,p1(Rn).
Following Step 3 in the proof of Proposition 2.6, for ε > 0 fixed, let M > N ∈ N, η,R > 0 such that

‖u− uR,η
N,M‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) < ε.
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We consider the projection operator P0 given by Proposition 3.11 for s0, s1 > 0, and associated with
Stein’s extension operator. Since P0u = u,

‖u− P0[uR,η
N,M ]‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) = ‖P0[u]− P0[uR,η

N,M ]‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) .p0,p1,s0,s1,n ε.

By construction, one has P0[uR,η
N,M ] ∈ Hm,p0

0 (Ω) ∩ Hm,p1

0 (Ω) ∩ C∞
0 (Rn), for all m ∈ N. For Θ ∈

C∞
c (Rn), real valued, non-negative, such that supp Θ ⊂ B(0, 2), with Θ = 1 on B(0, 1), and ζ, h > 0,

we set

uR,η,ζ,h
N,M,0 := τ−h

(
Θ(·/ζ)P0[uR,η

N,M ]
)

where τ−hf(x′, xn) := f(x′, xn − h), for all measurable functions f : Rn −→ C. We have

supp (uR,η,ζ,h
N,M,0 ) ⊂ Ωh,ζ := { (x′, xn) ∈ Rn−1 × R |xn > φ(x′) + h } ∩B(0, 2ζ),

so that Ωh,ζ is compact with Ωh,ζ ∩ Ωc = ∅. For m = ⌊s0⌋+ ⌊s1⌋+ 2, j ∈ {0, 1},

‖P0[uR,η
N,M ]− uR,η,ζ,h

N,M,0 ‖Ḣsj,pj (Rn) 6 ‖P0[uR,η
N,M ]− uR,η,ζ,0

N,M,0 ‖Hm,pj (Rn) + ‖uR,η,ζ,0
N,M,0 − u

R,η,ζ,h
N,M,0 ‖Hm,pj (Rn)

6 ‖P0[uR,η
N,M ]− uR,η,ζ,0

N,M,0 ‖Hm,pj (Rn) + ‖uR,η,ζ,0
N,M,0 − u

R,η,ζ,h
N,M,0 ‖Hm,pj (Rn).

By strong continuity of translations, as h tends to 0,

lim sup
h→0+

‖P0[uR,η
N,M ]− uR,η,ζ,h

N,M,0 ‖Ḣsj ,pj (Rn) 6 ‖P0[uR,η
N,M ]− uR,η,ζ,0

N,M,0 ‖Hm,pj (Rn).

By the Dominated Convergence Theorem, as ζ tends to infinity, we can choose ζ large enough and
h close enough to 0, so that

‖P0[uR,η
N,M ]− uR,η,ζ,h

N,M,0 ‖Ḣsj,pj (Rn) < ε.

Hence, the triangle inequality yields

‖u− uR,η,ζ,h
N,M,0 ‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) .p0,p1,s0,s1,n ε.

Step 1.2: We assume sj ∈ (−1 + 1/pj, 1], for j ∈ {0, 1}. Let u ∈ Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω) ⊂
Ḣs0,p0 (Rn) ∩ Ḣs1,p1 (Rn). As for the previous step, let ε > 0 fixed, M > N > 0, R, η > 0 sufficiently
large, and we also consider the projection operatorP0 given by Proposition 3.11 for sj ∈ (−1+1/pj, 1]
for j ∈ {0, 1}. The projection operator P0 is the one associated with the extension operator by rough

reflection around the boundary, introduced in Corollary 3.9. Since uR,η
N,M ∈ C∞

c (Rn), we obtain

P0[uR,η
N,M ] ∈ C0,1

c (Rn), with supp (P0[uR,η
N,M ]) ⊂ Ω, and the estimate

‖u− P0[uR,η
N,M ]‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) = ‖P0[u]− P0[uR,η

N,M ]‖Ḣs0,p0 (Rn)∩Ḣs1,p1 (Rn) .p0,p1,s0,s1,n ε.

Now, let h > ζ > 0, and let (Θγ)γ>0 ⊂ C∞
c (Rn) be a mollifying net that satisfies the support

property supp (Θγ) ⊂ B(0, γ), for all γ > 0. We set uR,η,γ,h
N,M := τ−hΘγ ∗ P0[uR,η

N,M ],

supp (uR,η,γ,h
N,M ) ⊂ Ωh,γ := { (x′, xn) ∈ Rn−1 × R |xn > φ(x′) + h }+B(0, γ) ⊂ Ω,

so that Ωh,γ ∩ Ωc = ∅. Therefore, by strong continuity of translations, and mollification, we have

uR,η,γ,h
N,M ∈ C∞

c (Ω) arbitrarily close to P0[uR,η
N,M ], for 0 < γ < h both close enough to 0.

Step 1.3: Now, we assume −1+1/p0 < s0 < 0 and s1 > 1. One notes that Ḣs0,p0

0 (Ω)∩Ḣs1,p1

0 (Ω)
is a reflexive Banach space. We consider 1

q0
:= 1

p0
− s0

n , the following embedding is true

Lq0 (Ω) ∩Hs1,p1

0 (Ω) →֒ Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω) →֒ Ḣs0,p0

0 (Ω) →֒ Hs0,p0

0 (Ω).

We can summarize it has

Lq0 (Ω) ∩Hs1,p1

0 (Ω) →֒ Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω) →֒ Hs0,p0

0 (Ω),

and each involved space is reflexive. One may dualize it to deduce,

H−s0,p′
0(Ω)

ι
−֒→ (Hs0,p0

0 (Ω))′ →֒ (Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω))′ →֒ (Lq0 (Ω) ∩Hs1,p1

0 (Ω))′

ι−1

−֒−→ Lq′
0 (Ω) + H−s1,p′

1 (Ω).
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Here, the map ι denotes the canonical isomorphism that identifies H−s0,p′
0(Ω) with (Hs0,p0

0 (Ω))′ and

Lq′
0 (Ω)+H−s1,p′

1(Ω) with (Lq0 (Ω)∩Hs1 ,p1

0 (Ω))′. A direct consequence is that ι(S(Ω)) ⊂ (Ḣs0,p0

0 (Ω)∩

Ḣs1,p1

0 (Ω))′, but ι−1[ι(S(Ω))] = S(Ω) is dense in Lq′
0 (Ω)+H−s1,p′

1 (Ω), so ι(S(Ω)) is dense in (Lq0 (Ω)∩
Hs1,p1

0 (Ω))′. Thus, the following embedding is dense

(Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω))′ →֒ (Lq0 (Ω) ∩Hs1,p1

0 (Ω))′.

By reflexivity, also is the next one:

Lq0 (Ω) ∩Hs1,p1

0 (Ω) →֒ Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω).

Then, since C∞
c (Ω) is dense subspace Lq0(Ω)∩Hs1 ,p1

0 (Ω), by successive approximations, it holds that
C∞

c (Ω) is dense in Ḣs0,p0

0 (Ω) ∩ Ḣs1,p1

0 (Ω).
Step 2: For the density result (ii), provided 1

q = 1
p0
− s0

n , we have the embeddings

Lq(Ω) →֒ Ḣs0,p0

0 (Ω) →֒ Hs0,p0

0 (Ω).

Therefore, we may reproduce a simpler version of the arguments presented in the previous Step 1.3.
Step 3: For the density result (iii), if k0 = 0 < k1 the result belongs to the range of the standard

theory of Sobolev spaces, since it reduces to the density of C∞
c (Ω) in the inhomogeneous Sobolev

space Wk1,1
0 (Ω). If 1 6 k0 6 k1, we reproduce verbatim the Step 1.1. �

The next corollary is fundamental for a proper theory of Sobolev spaces involving boundary
values. This is a direct combination of Proposition 3.12 and Corollary 3.7.

Corollary 3.13 For all p ∈ (1,+∞), s ∈ (−1 + 1
p ,

1
p ),

Ḣs,p
0 (Ω) = Ḣs,p(Ω).

In particular, C∞
c (Ω) is dense in Ḣs,p(Ω) for the same range of indices.

Proposition 3.14 Let p ∈ (1,+∞), s ∈ (−n/p′,+∞), we have

(Ḣs,p
0 (Ω))′ = Ḣ−s,p′

(Ω) and (Ḣs,p(Ω))′ = Ḣ−s,p′

0 (Ω).

Proof. — We propose a proof similar but different from [Gau24b, Proposition 3.11], due to the fact
that we reach regularity indices s > n/p.

Step 1: Let p ∈ (1,+∞), s ∈ (−n/p′,+∞). We want to prove (Ḣs,p(Ω))′ = Ḣ−s,p′

0 (Ω). Let

u ∈ Ḣ−s,p′

0 (Ω) ⊂ Ḣ−s,p′

(Rn). Then, by the definition of function spaces by restriction, u induces a
linear form on Ḣs,p(Ω) as follows:

v 7−→ 〈u, ṽ〉Rn ,

where ṽ is any Ḣs,p-extension of v. This map is well-defined and does not depend on the choice
of the extension ṽ of v. Indeed, let v′ be another Ḣs,p-extension of v, then ṽ − v′ ∈ Ḣs,p

0 (Ω
c
). By

Proposition 3.12, there exists a sequence (vℓ)ℓ∈N ⊂ C∞
c (Ω

c
) that converges towards ṽ−v′. It implies,

〈u, ṽ〉Rn − 〈u, v′〉Rn = 〈u, ṽ − v′〉Rn = lim
ℓ→+∞

〈u, vℓ〉Rn = 0.

Therefore, we have a well-defined, injective and bounded map




Ḣ−s,p′

0 (Ω) −→ (Ḣs,p(Ω))′

u 7−→
〈
u, ·̃
〉
Rn

. (3.8)

We prove the reverse embedding. Let U ∈ (Ḣs,p(Ω))′, we use the definition of function spaces by
restriction to deduce that U induces an element of (Ḣs,p(Rn))′, by means of

v 7−→ 〈U, 1Ωṽ〉

where ṽ is, as before, any Ḣs,p-extension of v to the whole Rn. Consequently, by Proposition 2.11,
there exists u ∈ Ḣ−s,p′

(Rn), such that for all ṽ ∈ Ḣs,p(Rn)

〈U, 1Ωṽ〉 = 〈u, ṽ〉Rn .
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In particular, for all v ∈ C∞
c (Ω

c
)

〈U, 1Ωṽ〉 = 〈u, ṽ〉Rn = 0.

This yields u ∈ Ḣ−s,p′

0 (Ω). The map (3.8) is onto, and therefore bijective. It is even isometric.

Step 2: We want to show (Ḣs,p
0 (Ω))′ = Ḣ−s,p′

(Ω). Let u ∈ Ḣ−s,p′

(Ω), then we can consider ũ

an arbitrary Ḣ−s,p′

-extension of u to the whole Rn, so that we obtain a continuous linear functional
on Ḣs,p

0 (Ω) with the map

v 7−→ 〈ũ, v〉Rn .

Again, by Proposition 3.12, it does not depend on the choice of the extension. Indeed, if u′ is
another Ḣ−s,p′

-extension, then ũ − u′ ∈ Ḣs,p
0 (Ω

c
), since C∞

c (Ω) is a dense subspace of Ḣs,p
0 (Ω), for

(vℓ)ℓ∈N ⊂ C∞
c (Ω) that converges towards v, we deduce

〈ũ, v〉Rn − 〈u′, v〉Rn = lim
ℓ→+∞

〈ũ− u′, vℓ〉Rn = 0,

due to support considerations. Thus, we have a well-defined, injective and bounded map




Ḣ−s,p′

(Ω) −→ (Ḣs,p
0 (Ω))′

u 7−→
〈
ũ, ·
〉
Rn

. (3.9)

We prove that the map (3.9) is onto. Let U ∈ (Ḣs,p
0 (Ω))′. We aim to represent U by an element

u ∈ Ḣ−s,p′

(Rn), and then by its restriction u := u|Ω
∈ Ḣ−s,p′

(Ω).

Thus, by the Hahn-Banach Theorem, there exists a linear form U ∈ (Ḣs,p(Rn))′ (not unique)
such that

〈U,ϕ〉 = 〈U, ϕ〉, ∀ϕ ∈ Ḣs,p
0 (Ω), and ‖U‖(Ḣs,p

0 (Ω))′ = ‖U‖(Ḣs,p(Rn))′ .

By duality on the whole space, Proposition 2.11, there exists a unique u ∈ Ḣ−s,p′

(Rn) associated to
U (we recall that, however, U is not unique), such that

〈U, v〉 = 〈u, v〉Rn , ∀v ∈ Ḣs,p(Rn), and ‖U‖(Ḣs,p
0 (Ω))′ = ‖U‖(Ḣs,p(Rn))′ = ‖u‖Ḣ−s,p′(Rn).

Let u′ ∈ Ḣ−s,p′

(Rn), be such that

〈u′, v〉Rn = 〈u, v〉Rn , ∀v ∈ Ḣs,p
0 (Ω).

Since C∞
c (Ω) ⊂ Ḣs,p

0 (Ω), one obtains that u′
|Ω

= u|Ω
. Thus, u := u|Ω

is uniquely determined, and we
have,

〈u, ϕ〉Ω = 〈U,ϕ〉, ∀ϕ ∈ Ḣs,p
0 (Ω).

The map (3.9) is onto. �

We recall the following result.

Proposition 3.15 ( [CMT13, Theorem 3.3] ) For p ∈ (1,+∞), s < n/p, the following operator
is onto

div : Ḣs,p
0 (Ω,Cn) −→ Ḣs−1,p

0 (Ω)

u 7−→
n∑

k=1

∂xk
uk.

and admits a bounded right inverse B : Ḣs−1,p
0 (Ω) −→ Ḣs,p

0 (Ω,Cn).

Remark 3.16 The original statement [CMT13, Theorem 3.3] was actually built in a different
setting. However, when s < n/p, any construction of homogeneous function spaces Ḣs,p(Rn) can be
identified as a subspace of S′

h(Rn). In particular, all the claimed properties remain meaningful here:
especially preserving the support in Ω for the operator B.
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Proposition 3.17 Let p ∈ (1,+∞), m ∈ J1,+∞J, s > m− 1 + 1/p, for all u ∈ Ḣs,p(Ω),

‖∇mu‖Ḣs−m,p(Ω) ∼s,m,p,n,∂Ω ‖u‖Ḣs,p(Ω).

In particular, ‖∇m·‖Ḣs−m,p(Ω) is an equivalent norm on Ḣs,p(Ω). The result remains true if we

replace (Ḣs,p, Ḣs−m,p, s) by (Ẇk,1, Ẇk−m,1, k), provided k ∈ N, m ∈ J0, kK.

Proof. — For all m ∈ J1,+∞J, p ∈ (1,+∞), s ∈ R, u ∈ Ḣs,p(Ω), the estimate

‖∇mu‖Ḣs−m,p(Ω) .s,k,p,n ‖u‖Ḣs,p(Ω)

always holds by the definition of function spaces by restriction. Therefore, it suffices to prove the
reverse inequality.
• For s > 1, following the arguments in the proof of [JK95, Proposition 2.18], for m ∈ J1, nK,

there is a linear operator Tk which enjoys exactly the same boundedness properties as E , and which
satisfies the commutation property ∂xk

E = E [∂xk
] + Tk[∂xn ]. Hence, one obtains,

‖u‖Ḣs,p(Ω) 6 ‖Eu‖Ḣs,p(Rn) .s,p,n ‖∇Eu‖Ḣs−1,p(Rn) .s,p,n,∂Ω ‖∇u‖Ḣs−1,p(Ω). (3.10)

This yields the result when s > m, and m = 1.
For m > 2, one derives the result by induction, reproducing the procedure above. The proof

remains similar for the spaces Ẇk,1, Ẇk−m,1.
• For p ∈ (1,+∞), s ∈ (1/p, 1), by Proposition 3.14,

‖u‖Ḣs,p(Ω) = sup
ϕ∈Ḣ−s,p′

0 (Ω)

‖ϕ‖
Ḣ

−s,p′

0
(Ω)

61

|〈u, ϕ〉|.

But since −s+ 1 < 1− 1/p = 1/p′ < n/p′, by Proposition 3.15, one has

‖u‖Ḣs,p(Ω) .
∂Ω
p,s,n sup

Ψ∈Ḣ−s+1,p′

0 (Ω)n

‖Ψ‖
Ḣ

−s+1,p′

0
(Ω)

61

|〈u, div Ψ〉|

.∂Ω
p,s,n sup

Ψ∈Ḣ−s+1,p′

0 (Ω)n

‖Ψ‖
Ḣ

−s+1,p′

0
(Ω)

61

|〈∇u,Ψ〉| = ‖∇u‖Ḣs−1,p(Ω).

Finally, combining the case m = 1 s ∈ (1/p, 1), and the case m ∈ N, s > 1, in order to deduce the
statement. �

Given the description of the dual spaces, we can now state that the restriction operations and
the intersection of spaces indeed commute with each other, in the most relevant cases.

Proposition 3.18 Let p0, p1 ∈ (1,+∞), s0, s1 ∈ R, such that sj > −1 + 1/pj, j ∈ {0, 1}. We
assume that either

(i) s0, s1 6 1; or

(ii) s0, s1 > 0.

The following equality of vector spaces holds with equivalence of norms,

Ḣs0,p0(Ω) ∩ Ḣs1,p1(Ω) = [Ḣs0,p0 ∩ Ḣs1,p1 ](Ω).

In particular, Ḣs0,p0 (Ω) ∩ Ḣs1,p1 (Ω) admits S0(Ω) and C∞
c (Ω) as dense subspaces and is a Banach

space whenever (Cs0,p0) is satisfied.
A similar result holds if, for j ∈ {0, 1}, we replace Ḣsj ,pj , by Ẇkj ,1, kj ∈ N.

Proof. — For p0, p1 ∈ (1,+∞), sj > −1 + 1/pj, j ∈ {0, 1}, by the definition of function spaces
by restriction, [Ḣs0,p0 ∩ Ḣs1,p1 ](Ω) admits C∞

c (Ω) and S0(Ω) as dense subspaces and the following
continuous embedding also holds by construction,

[Ḣs0,p0 ∩ Ḣs1,p1 ](Ω) →֒ Ḣs0,p0 (Ω) ∩ Ḣs1,p1 (Ω).

By Proposition 3.10, if one of the two following condition is satisfied
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(i) sj > 0, for j ∈ {0, 1}; or

(ii) sj ∈ (−1 + 1/pj, 1], j ∈ {0, 1};

for all u ∈ Ḣs0,p0 (Ω) ∩ Ḣs1,p1(Ω), one has Eu ∈ Ḣs0,p0 (Rn) ∩ Ḣs1,p1(Rn) so that

‖u‖[Ḣs0,p0 ∩Ḣs1,p1 ](Ω) 6 ‖Eu‖Ḣs0,p0 (Rn) + ‖Eu‖Ḣs1,p1 (Rn) .
n,∂Ω
p0,p1,s0,s1

‖u‖Ḣs0,p0 (Ω) + ‖u‖Ḣs1,p1 (Ω).

Therefore, we have the reverse inclusion, and the conclusion follows. The arguments remain valid if
we replace Ḣsj ,pj , by Ẇkj ,1, kj ∈ N, j ∈ {0, 1}. �

Now, we can state our first interpolation result.

Proposition 3.19 Let pj ∈ (1,+∞), sj ∈ (−n/p′
j, n/pj), for j ∈ {0, 1} and for θ ∈ (0, 1) we set,

(
s,

1

p

)
:= (1− θ)

(
s0,

1

p0

)
+ θ

(
s1,

1

p1

)
.

Then, we have the interpolation identities,

[Ḣs0,p0(Ω), Ḣs1,p1(Ω)]θ = Ḣs,p(Ω), (3.11)

[Ḣs0,p0

0 (Ω), Ḣs1,p1

0 (Ω)]θ = Ḣs,p
0 (Ω). (3.12)

Proof. — Step 1: We prove the interpolation equalities (3.11) and (3.12) assuming for now that
one of the two following condition is satisfied

(i) sj > 0, for j ∈ {0, 1};

(ii) sj ∈ (−1 + 1/pj, 1], j ∈ {0, 1}.

In this case, it suffices to assert that, for Ḣ ∈ {Ḣ, Ḣ0}, the couple {Ḣs0,p0(Ω), Ḣs1,p1 (Ω)} is a retract
of the couple {Ḣs0,p0 (Rn), Ḣs1,p1 (Rn)}, thanks to [BL76, Theorem 6.4.2]. Indeed, both retractions
and coretractions are given by

E : Ḣsj ,pj (Ω) −→ Ḣsj ,pj (Rn) and RΩ : Ḣsj ,pj (Rn) −→ Ḣsj ,pj (Ω),

ι : Ḣ
sj ,pj

0 (Ω) −→ Ḣsj ,pj (Rn) and P0 : Ḣsj ,pj (Rn) −→ Ḣ
sj ,pj

0 (Ω).

where E and P0 are given by Theorem 3.10 and Proposition 3.11, respectively. RΩ stands for the
restriction operator, and ι for the canonical embedding.

Step 2: We want to remove the conditions (i) and (ii). To do so, thanks to the previous step,
let −1 + 1/p0 < s0 < 0, s1 > 1, and λ, µ ∈ (0, 1), r0, r1 ∈ (1,+∞) such that

[Ḣs0,p0(Ω), Ḣ1,r1 (Ω)]λ = Lr0(Ω) and [Lr0(Ω), Ḣs1,p1 (Ω)]µ = Ḣ1,r1(Ω).

1/p

s

s = n/p

s = −1 + 1/p

s = n

s = 1

0 1
Lr0

Ḣ1,r1

Ḣs0,p0

Ḣs1,p1

Figure 2: Hardy-Littlewood-Sobolev-Kato diagram: representation of the chosen interpolation scale
to apply Wolff’s reiteration theorem.

We can apply Wolff’s reiteration theorem [JNP84, Theorem 2], see also [Wol82, Theorem 2]
for the original statement, so we deduce for θ, η ∈ (0, 1) such that θ = λη and 1− η = (1−µ)(1− θ):

[Ḣs0,p0 (Ω), Ḣs1,p1(Ω)]θ = Lr0 (Ω) and [Ḣs0,p0 (Ω), Ḣs1,p1(Ω)]η = Ḣ1,r1(Ω).

We finally apply the reiteration theorem for complex interpolation [BL76, Theorem 4.6.1]:
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• s ∈ (0, s1), 1/p = (1 − s/s1)/r0 + (s/s1)/p1,

[Ḣs0,p0(Ω), Ḣs1,p1 (Ω)] s−s0
s1−s0

=
[
[Ḣs0,p0 (Ω), Ḣs1,p1(Ω)]θ, Ḣ

s1,p1(Ω)
]

s
s1

= [Lr0(Ω), Ḣs1,p1 (Ω)] s
s1

= Ḣs,p(Ω).

• s ∈ (s0, 0) ⊂ (s0, 1), 1/p = (1− s/1− s0)/p0 + (s− s0/1− s0)/r1,

[Ḣs0,p0(Ω), Ḣs1,p1 (Ω)] s−s0
s1−s0

=
[
Ḣs0,p0(Ω), [Ḣs0,p0(Ω), Ḣs1,p1 (Ω)]η

]
s−s0
1−s0

=
[
Ḣs0,p0(Ω), Ḣ1,r1 (Ω)

]
s−s0
1−s0

= Ḣs,p(Ω).

Thus, the equalities (3.11) and (3.12) hold in all cases whenever sj > −1 + 1/pj, j ∈ {0, 1}.
Step 3: To prove the interpolation identities (3.11) and (3.12), for sj ∈ (−n/p′

j, 1/pj), we argue

by duality. By construction, Ḣs0,p0 (Ω)∩ Ḣs1,p1 (Ω) is dense in Ḣsj ,pj (Ω), j ∈ {0, 1}, since it contains
S0(Ω). Proposition 3.12 gives the density of Ḣs0,p0

0 (Ω)∩ Ḣs1,p1

0 (Ω) in Ḣ
sj ,pj

0 (Ω), j ∈ {0, 1}. Since all
involved spaces are reflexive, by [BL76, Corollary 4.5.2] we obtain

[Ḣs0,p0 (Ω), Ḣs1,p1(Ω)]θ = Ḣs,p(Ω), sj ∈ (−n/p′
j, 1/pj), j ∈ {0, 1}.

Again, Wolff’s reiteration theorem [JNP84, Theorem 2], and the standard reiteration theorem for
complex interpolation [BL76, Theorem 4.6.1], applied to Steps 2 and 3, yield the identities (3.11)
and (3.12) for sj ∈ (−n/p′

j, n/pj). �

3.2 Homogeneous Besov spaces on special Lipschitz domains

We want to carry over the behavior of extension and projection operators up to the scale of Besov
spaces. We start with the following basic lemma, directly inherited from Lemma 2.4, that gives
information about the elements that constitute homogeneous Besov spaces defined by restriction.

Lemma 3.20 We set ks := max(0, ⌈s⌉). We have the inclusions of sets:

(i) Ḃs
p,q(Ω) ⊂ Bs

p,q(Ω) + Cks
0 (Ω), 1 6 p < +∞, 1 6 q 6 +∞, s ∈ R.

(ii) Ḃs,0
∞,q(Ω) ⊂ Bs,0

∞,q(Ω) + Cks
0 (Ω), 1 6 q 6 +∞, s ∈ R.

(iii) Ḃs
∞,q(Ω) ⊂ Bs

∞,q(Ω) ∩ S′
h(Rn)|Ω

+ Cks

b,h(Ω), 1 6 q 6 +∞, s ∈ R.

In particular, for s > 0 and q ∈ [1,+∞], we have the following equalities of sets

Ḃs,0
∞,q(Ω) = Bs,0

∞,q(Ω) and Ḃs
∞,q(Ω) = Bs

∞,q(Ω) ∩ S′
h(Rn)|Ω

.

However, we recall that we do not know whether the extension operator E, introduced in Propo-
sition 3.10, maps C0

b,h(Ω) to C0
b,h(Rn). Thus, the treatment of end-point Besov spaces Ḃs

∞,q will be

lacunary and quite unpleasant. Things will get easier in the case of the spaces Ḃs,0
∞,q and Ḃs,0

∞,∞.

Proposition 3.21 Let p, q ∈ [1,+∞], p < +∞, and let s > −1 + 1
p . Let us consider the extension

operator E (resp. P0) as in Theorem 3.10 (resp. Proposition 3.11). We assume moreover that

• s > 0, if E = E; or

• s < 1, if E = E.

Then Eu ∈ Ḃs
p,q(Rn), (resp. P0u ∈ Ḃs

p,q,0(Ω)) and we have the estimate

‖Eu‖Ḃs
p,q(Rn) .s,p,n,∂Ω ‖u‖Ḃs

p,q(Ω). (resp. ‖P0u‖Ḃs
p,q(Rn) .s,p,n,∂Ω ‖u‖Ḃs

p,q(Rn).) (3.13)

The result also holds with Ḃs
p,∞ instead of Ḃs

p,∞.
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Proof. — We follow the proof [Gau24b, Corollary 3.14], but we remove the need for the density
argument, as well as the need for the completeness of involved function spaces.

Since P0 = I − E−[1Ω
c ·], E− is the extension operator from Ω

c
to the whole space Rn. Let

p ∈ [1,+∞), q ∈ [1,+∞], s > −1 + 1/p. We deal with the specific case s < 1. Let u ∈ Ḃs
p,q(Ω).

We assume p > 1, by Lemma 2.14, for −1 + 1/p < s0 < s < 1, s = (1 − θ)s0 + θ · 1, we have
u ∈ (Ḣs0,p(Ω), Ẇ1,p(Ω))θ,q ⊂ Ḣs0,p(Ω) + Ẇ1,p(Ω). Let (a, b) ∈ Ḣs0,p(Ω) × Ẇ1,p(Ω) such that
u = a+ b. By Theorem 3.10, we can write

Eu = Ea+ Eb ∈ Ḣs0,p(Rn) + Ẇ1,p(Rn) ∈ S′
h(Rn)

which implies, for all t > 0, the following estimates:

K(t,Eu, Ḣs0,p(Rn), Ẇ1,p(Rn)) 6 ‖Ea‖Ḣs0,p(Rn) + t‖Eb‖Ẇ1,p(Rn) .
∂Ω
s0,p,n ‖a‖Ḣs0,p(Ω) + t‖b‖Ẇ1,p(Ω).

One takes the infimum on all such pairs (a, b) to deduce the inequality

K(t,Eu, Ḣs0,p(Rn), Ẇ1,p(Rn)) .∂Ω
s0,p,n K(t, u, Ḣs0,p(Ω), Ẇ1,p(Ω)).

Therefore, multiplying by t−θ, then one takes the Lq
∗-norms with respect to t, by applying Theorem

2.9 and Lemma 2.14,

‖Eu‖Ḃs
p,q(Rn) ∼s,s0,θ ‖Eu‖(Ḣs0,p(Rn),Ẇ1,p(Rn))θ,q

.∂Ω,θ
s0,p,n ‖u‖(Ḣs0,p(Ω),Ẇ1,p(Ω))θ,q

.∂Ω,θ
s0,p,n ‖u‖Ḃs

p,q(Ω).

When p = 1, it suffices to replace Ḣs0,p by L1 (noting that p = 1 implies s > 0).
For the case of arbitrary s > 0, p ∈ [1,+∞), the proof remains the same, replacing the couple

(Ḣs0,p, Ẇ1,p) by (Lp, Ẇm,p), with 0 < s < m, m ∈ N∗. �

Lemma 3.22 Let p, q ∈ [1,+∞], p < +∞, s ∈ (−1, 1) and T ∈ {Tφ, T
−1
φ }. For all u ∈ Ḃs

p,q(Rn),

we have T u ∈ Ḃs
p,q(Rn) with the estimate

‖T u‖Ḃs
p,q(Rn) .p,s,n,∂Ω ‖u‖Ḃs

p,q(Rn) .

Moreover,

• the result also holds for Ḃs
p,∞(Rn), Ḃs,0

∞,q(Rn), Ḃs,0
∞,∞(Rn), s ∈ (−1, 1);

• the result also holds for Ḃ0
∞,1(Rn), Ḃs

∞,q(Rn), Ḃs
∞,q(Rn), s ∈ (−1, 0);

• if [s > 0, q > 1] or [s > 0, q > 1], for u ∈ Ḃs
∞,q(Rn), we only have T u ∈ Bs

∞,q(Rn) + C0,1
b (Rn)

and the estimate holds with respect to the Ḃs
∞,q(Rn)-norm.

The result remains true7 with {B, B} instead of {Ḃ, Ḃ}.

Proof. — Step 1: The case p ∈ [1,+∞), q ∈ [1,+∞], 0 < s < 1. By Proposition 3.5, and by real
interpolation between Lp(Rn) and Ẇ1,p(Rn), see Theorem 2.9, one obtains that Tφ, and T−1

φ , maps

Ḃs
p,q(Rn) into itself. The same goes for the space Ḃs

p,∞(Rn).

Step 2: The case p ∈ (1,+∞], q ∈ [1,+∞], −1 < s < 0. Due to the identity T ∗
φ = T−1

φ , by

duality, see Proposition 2.12, it holds that Tφ, and T−1
φ , maps Ḃs

p,q(Rn) into itself.

Step 3: The case p = +∞, s ∈ [0, 1). First let u ∈ Ḃ1
∞,1(Rn) ⊂ W1,∞(Rn), we have Tφu ∈

W1,∞(Rn), and for j ∈ Z, by Bernstein’s inequality [BCD11, Lemma 2.1],

2j‖∆̇jTφu‖L∞(Rn) .n ‖∇Tφu‖L∞(Rn) .p,n,∂Ω ‖∇u‖L∞(Rn) .p,n,∂Ω ‖u‖Ḃ1
∞,1(Rn). (3.14)

Thus, by this and Step 2, one has the boundedness properties

(∆̇jTφ)j∈Z : Ḃ1
∞,1(Rn) −→ ℓ∞

1 (Z,L∞(Rn)),

: Ḃs0
∞,1(Rn) −→ ℓ∞

s0
(Z,L∞(Rn)),

7and can be stated in a way simpler way
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for any −1 < s0 < 0. By real interpolation, thanks to Theorem 2.9, for all q ∈ [1,+∞], all
s ∈ (−1, 1),

(∆̇jTφ)j∈Z : Ḃs
∞,q(Rn) −→ ℓq

s(Z,L∞(Rn))

is well-defined and bounded the result still holds for (∆̇jT
−1
φ )j∈Z.

Step 4: Tφ preserves Ḃs,0
∞,q(Rn) and Ḃs,0

∞,∞(Rn) for s ∈ (−1, 1). For u ∈ Ḃs,0
∞,q(Rn), we have

Tφu ∈ S
′(Rn).

We assume q < +∞. Let (uℓ)ℓ∈N ⊂ C∞
c (Rn) such that in converges to u in Ḃs,0

∞,q(Rn). One

obtains Tφuℓ ∈ C0,1
c (Rn), so as ℓ tends to infinity, it holds that ∆̇jTφu ∈ C0

0(Rn) for all j ∈ Z. When
s < 0 or q = 1, s 6 0, this also implies Tφu ∈ Ḃs,0

∞,q(Rn).

It remains to show Tφu ∈ S′
h(Rn) when s > 0. First, if s > 0, for u ∈ Ḃs,0

∞,q(Rn), ∆̇ju ∈ C0
0(Rn),

so we obtain

u = [I− Ṡ0]u+ Ṡ0u ∈ Bs,0
∞,q(Rn) + C0

0(Rn) ⊂ C0
0(Rn).

Hence, Tφu ∈ C0
0(Rn) ⊂ S′

h(Rn).
Thus for q ∈ [1,+∞), s ∈ (−1, 0) ∪ (0, 1), we have a bounded operator

Tφ : Ḃs,0
∞,q(Rn) −→ Ḃs,0

∞,q(Rn).

By real interpolation, Tφ maps boundedly Ḃs,0
∞,∞(Rn) into itself, as well as Ḃs,0

∞,q(Rn), for all
q ∈ [1,+∞], s ∈ (−1, 1).

Everything still holds for T−1
φ .

Step 5: The case p ∈ [1,+∞), q ∈ [1,+∞], s = 0. By duality, see Proposition 2.12, one obtains
that Tφ maps Ḃs

1,q(Rn) into itself, for all s ∈ (−1, 1), q ∈ [1,+∞]. Thus, with Steps 1 and 2, we
have obtained a bounded operator

Tφ : Ḃs
p,q(Rn) −→ Ḃs

p,q(Rn), p ∈ [1,+∞), q ∈ [1,+∞], s ∈ (−1, 0) ∪ (0, 1),

and similarly for T−1
φ .

For those remaining cases, s = 0 or Ḃs
p,∞, p ∈ [1,+∞), s ∈ (−1, 1), the result follows from real

interpolation, see Theorem 2.9. �

Below, we deal separately with the case p = +∞. Before that, we need the fundamental multiplier
result in the case of Besov spaces.

Proposition 3.23 For all p, q ∈ [1,+∞], for all s ∈ (−1 + 1
p ,

1
p ), for all u ∈ Ḃs

p,q(Rn),

‖1Ωu‖Ḃs
p,q(Rn) .s,p,n,∂Ω ‖u‖Ḃs

p,q(Rn)

Moreover, for Ḃ ∈ {Ḃs
p,∞, Ḃ

s,0
∞,q, Ḃ

s,0
∞,∞}, we do have 1ΩḂ(Rn) ⊂ Ḃ(Rn).

Proof. — It suffices to write 1Ω = T−1
φ 1Rn

+
Tφ, and to apply Proposition 2.13 and Lemma 3.22. The

fact that Ḃs
p,∞(Rn) is preserved through the multiplication by 1Ω follows by real interpolation.

• It preserves Ḃs,0
∞,q(Rn), q ∈ [1,+∞). Let u ∈ Ḃs,0

∞,q(Rn), it is sufficient to prove ∆̇j [1Ωu] ∈

C0
0(Rn), for j ∈ Z. Since q < +∞, there exists (uℓ)ℓ∈N ⊂ C∞

c (Rn) converging to u in Ḃs
∞,q(Rn).

The multiplication by 1Ω is bounded on Ḃs
∞,q(Rn), and one has

2js‖∆̇j[1Ωu]− ∆̇j [1Ωuℓ]‖L∞(Rn) 6 ‖1Ω[u − uℓ]‖Ḃs
∞,q(Rn) .s,∂Ω ‖u− uℓ‖Ḃs

∞,q(Rn) −−−−→
ℓ→+∞

0.

Due to the compact support of 1Ωuℓ, we have ∆̇j [1Ωuℓ] ∈ C0
0(Rn). Since C0

0(Rn) is closed in L∞(Rn),

it gives ∆̇j [1Ωu] ∈ C0
0(Rn).

• By real interpolation from the case Ḃs,0
∞,q(Rn), 1 6 q < +∞, see Theorem 2.9, we obtain that

the multiplication by 1Ω preserves respectively Ḃs,0
∞,∞(Rn) and Ḃs,0

∞,∞(Rn). �

Proposition 3.24 Let q ∈ [1,+∞], s ∈ (−1,+∞). Let us consider the extension operator E (resp.
P0) as in Proposition 3.21. For all u ∈ Ḃs

∞,q(Ω) (resp. Ḃs
∞,q(Rn)), we have the homogeneous
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estimate

‖Eu‖Ḃs
∞,q(Rn) .s,n,∂Ω ‖u‖Ḃs

∞,q(Ω). (resp. ‖P0u‖Ḃs
∞,q(Rn) .s,n,∂Ω ‖u‖Ḃs

∞,q(Rn).) (3.15)

More precisely,

• if s > 0, Eu ∈ Bs
∞,q(Rn) and P0u ∈ Bs

∞,q,0(Ω);

• if s = 0, q > 1, Eu ∈ B0
∞,q(Rn) + C0

b(Rn), and P0u ∈ Bs
∞,q,0(Ω) + C0

b(Rn);

• if (Cs,∞,q), one has Eu ∈ Ḃs
∞,q(Rn) and P0u ∈ Ḃs

∞,q,0(Ω);

• for all s ∈ (−1,+∞), one has E(Ḃs,0
∞,q(Ω)) ⊂ Ḃs,0

∞,q(Rn) and P0(Ḃs,0
∞,q(Rn)) ⊂ Ḃs,0

∞,q,0(Ω).

Similarly, with Ḃs,0
∞,∞ instead of Ḃs,0

∞,q.

Remark 3.25 We point out several phenomenons concerning the statements in Lemma 3.22 and
Proposition 3.24.

• The main issue in those results is about to know if Tφu,Eu,P0u ∈ S′
h(Rn) or not. This is

only known when (Cs,∞,q) is satisfied, or when the corresponding spaces on Rn are the strong
closures of S0(Rn).

• When s > 0, one has the norm inequalities, for all w ∈ S′(Rn),

‖w‖B−s
∞,q(Rn) .s,n,q ‖w‖Ḃ−s

∞,q(Rn), and ‖w‖Ḃs
∞,q(Rn) .s,n,q ‖w‖Bs

∞,q(Rn).

So estimates like (3.15) are still a refinement of the statement Tφu,Eu,P0u ∈ Bs
∞,q(Rn) in all

cases.

Proof (of Proposition 3.24). — Step 1: The case s ∈ (−1, 1), E = E the operator by rough reflection
around the boundary.

Step 1.1: The boundedness of E. We reintroduce the operator Ẽ as in (3.6).
We write Ẽ = Ẽ[1Rn

+
·] = 1Rn

+
+ σ(1Rn

+
[·]), where σ(f)(x′, xn) := f(x′,−xn) for all measurable

functions f : Rn −→ C, all (x′, xn) ∈ Rn−1 × R.
Thus, the dual operator of Ẽ is Ẽ∗ = 1Rn

+
[I − σ]. By Proposition 2.13, Ẽ∗ is well-defined

and bounded on Ḃs
1,q(Rn), q ∈ [1,+∞], 0 < s < 1. By duality, see Proposition 2.12, and real

interpolation, we have a bounded operator

Ẽ[1Rn
+
·] : Ḃs

∞,q(Rn) −→ Ḃs
∞,q(Rn), − 1 < s < 0, q ∈ [1,+∞].

Lemma 3.22 implies that E[1Ω·] = T−1
φ ẼTφ1Ω is bounded on Ḃs

∞,q(Rn), s ∈ (−1, 0), q ∈ [1,+∞].

Now let U ∈ Ḃ1
∞,1(Rn) ⊂ W1,∞(Rn), we have E[1ΩU ] ∈ W1,∞(Rn) accompanied by the esti-

mates, obtained as in (3.14),

‖(∆̇jE[1ΩU ])j∈Z‖ℓ∞
1 (Z,L∞(Rn)) .n,∂Ω ‖U‖Ḃ1

∞,1(Rn).

The operator (∆̇jE[1ΩU ])j∈Z is bounded from Ḃ1
∞,1(Rn) to ℓ∞

1 (Z,L∞(Rn)), and by the same trick,

from Ḃs0
∞,1(Rn) to ℓ∞

s0
(Z,L∞(Rn)), where s0 ∈ (−1, 0). By real interpolation, for s ∈ (−1, 1),

q ∈ [1,+∞], all U ∈ Ḃs
∞,q(Rn), we obtain the estimate

‖E[1ΩU ]‖Ḃs
∞,q(Rn) .n,∂Ω ‖U‖Ḃs

∞,q(Rn).

Step 1.2: The lifted extension operator E = E preserves Ḃs,0
∞,q(Rn) and Ḃs,0

∞,∞(Rn). We assume

U ∈ Ḃs,0
∞,q(Rn), where q ∈ [1,+∞), for s 6= 0. For (Uℓ)ℓ∈N ⊂ C∞

c (Rn) converging to U in Ḃs
∞,q(Rn),

2js‖∆̇jE[1ΩU ]− ∆̇jE[1ΩUℓ]‖L∞(Rn) .s,∂Ω ‖U − Uℓ‖Ḃs
∞,q(Rn) −−−−→

ℓ→+∞
0.

Due to the compact support of E[1ΩUℓ], we have ∆̇jE[1ΩUℓ] ∈ C0
0(Rn), and therefore ∆̇jE[1ΩU ] is

an element of C0
0(Rn).
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If s < 0, then we automatically have E[1ΩU ] ∈ S′
h(Rn). If s > 0,

E[1ΩU ] ∈ E[1ΩBs,0
∞,q(Rn)] + E[1ΩC0

0(Rn)] ⊂ E[1ΩC0
0(Rn)] ⊂ C0

0(Rn) ⊂ S
′
h(Rn).

So, for s ∈ (−1, 0)∪ (0, 1), q ∈ [1,+∞), for all U ∈ Ḃs,0
∞,q(Rn), we have E[1ΩU ] ∈ Ḃs,0

∞,q(Rn). By real

interpolation, it remains true when s = 0, and for the spaces Ḃs,0
∞,∞(Rn), s ∈ (−1, 1).

Step 1.3: The boundedness of E as an extension operator. Let u ∈ Ḃs
∞,q(Ω), then for all

U ∈ Ḃs
∞,q(Rn) such that U|Ω

= u, we have Eu = E[1ΩU ] and the estimates

‖Eu‖Ḃs
∞,q(Rn) = ‖E[1ΩU ]‖Ḃs

∞,q(Rn) .n,∂Ω ‖U‖Ḃs
∞,q(Rn).

We take the infimum on all such U , which yields

‖Eu‖Ḃs
∞,q(Rn) .n,∂Ω ‖u‖Ḃs

∞,q(Ω).

This finishes Step 1, since this procedure remains valid for the spaces Ḃs,0
∞,q and Ḃs,0

∞,∞, thanks

to Step 1.2. In particular, for u ∈ Ḃs,0
∞,q(Ω), Eu is both Ḃs,0

∞,q and Ḃs
∞,q-extension of u. Thus,

‖u‖Ḃs,0
∞,q(Ω) ∼s,n,∂Ω ‖u‖Ḃs

∞,q(Ω).

The argument remains valid for the spaces Ḃs
∞,∞, Ḃs,0

∞,∞, Ḃs
∞,∞ and Ḃs,0

∞,∞.
Step 2: The case s > 0, with Stein’s extension operator E = E .
Step 2.1: The spaces Ḃs,0

∞,q and Ḃs,0
∞,∞. We interpolate the boundedness of

E : Ċk
0(Ω) −→ Ċk

0(Rn), k ∈ N,

provided by Theorem 3.1. By Theorem 2.9 and Lemma 2.14, for all u ∈ Ḃs,0
∞,q(Ω) →֒ (C0

0(Ω), Ċk
0(Ω))θ,q,

where θ ∈ (0, 1), k ∈ N∗, s = θk, q ∈ [1,+∞], we have

‖Eu‖Ḃs
∞,q(Rn) .p,k,n,θ ‖Eu‖(C0

0(Rn),Ċk
0 (Rn))θ,q

.
∂Ω,θ
p,n,k ‖u‖(C0

0(Ω),Ċk
0 (Ω))θ,q

.
∂Ω,θ
p,n,k ‖u‖Ḃs,0

∞,q(Ω).

The same proofs apply for the spaces Ḃs,0
∞,∞, s > 0. We can conclude as in Step 1.3.

Step 2.2: The spaces Ḃs
∞,q. For all u ∈ Ḃs

∞,q(Ω) ⊂ Bs
∞,q(Ω), thus Eu ∈ Bs

∞,q(Rn). We set
q = 1, s = k ∈ N. As in Step 1.1, and the definition of function spaces by restriction, the linear
operator

(∆̇jE)j∈Z : Ḃk
∞,1(Ω) −→ ℓ∞

k (Z,L∞(Rn)), k ∈ N.

The boundedness with respect to the Ḃs
∞,q-norms follows again from real interpolation.

To conclude properly the Step 2, we claim E also preserves Bs,0
∞,q-spaces as in Step 1.3. This

yields for all s > 0, all u ∈ Bs,0
∞,q(Ω),

‖u‖Ḃs,0
∞,q(Ω) ∼s,n,∂Ω ‖u‖Ḃs

∞,q(Ω).

Step 3: Finally, the properties for P0 are carried over by the formula P0 = I− E−[1Ω
c ·]. �

This allows to improve the boundedness properties of the extension operator by rough reflection
and its subordinated projection operator by duality.

Lemma 3.26 Let p, q ∈ [1,+∞], p < +∞, s ∈ (−1, 1). We consider the extension operator E and
its subordinated projection P0 as in Proposition 3.21. Each operator maps boundedly

E : Ḃs
p,q(Ω) −→ Ḃs

p,q(Rn), and P0 : Ḃs
p,q(Rn) −→ Ḃs

p,q,0(Ω).

Moreover, when q = +∞, the result still holds with B instead of B.

Proof. — If s > −1 + 1/p, the result is already contained in Proposition 3.21. Therefore, we assume
s ∈ (−1, 0), and let q < +∞.

We let u ∈ Ḃs
p,q(Ω), and consider U ∈ Ḃs

p,q(Rn) such that u = U|Ω
. With the notation introduced
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in the Step 1.1 of the proof of Proposition 3.24, since E = T−1
φ ẼTφ, one has for ϕ ∈ S(Rn),

〈
Eu, ϕ

〉
Rn =

〈
U,
[
T−1

φ 1Rn
+

[I− σ]Tφ

]
ϕ
〉
Rn

=
〈
U,P0ϕ

〉
Rn .

Hence, by Proposition 3.21 (and 3.24 if p = 1, noticing that S(Rn) ⊂ Ḃ−s,0
∞,q′(Rn)), we deduce

∣∣〈Eu, ϕ
〉
Rn

∣∣ .∂Ω
p,s,n ‖U‖Ḃs

p,q(Rn)‖ϕ‖Ḃ−s

p′,q′ (Rn)

Now, by Proposition 2.12 and the definition of function spaces by restriction, we obtain

‖Eu‖Ḃs
p,q(Rn) .

∂Ω
p,s,n ‖u‖Ḃs

p,q(Ω).

The remaining cases (s, p) = (0, 1) and q = +∞ are deduced as in the proof of Proposition 3.21, by
a manual real interpolation procedure thanks to Lemma 2.14. �

The previous results, such as Lemma 3.22 or Proposition 3.24, are not really satisfying with
regard to the spaces Ḃs

∞,q. Consequently, the focus should primarily be on the spaces Ḃs,0
∞,q in the

remainder of this paper. When it comes to the behavior of intersection of homogeneous Besov spaces,
things get better.

Proposition 3.27 Let pj , qj ∈ [1,+∞], sj > −1, j ∈ {0, 1}, and consider the extension operator E
given by Proposition 3.21. We assume either s0, s1 > 0, or s0, s1 < 1, and that,

(i) (p0, p1) 6= (+∞,+∞); or

(ii) (Cs0,p0,q0) is satisfied.

It holds that

[Ḃs0
p0,q0

∩ Ḃs1
p1,q1

](Ω) = Ḃs0
p0,q0

(Ω) ∩ Ḃs1
p1,q1

(Ω),

and for all u ∈ Ḃs0
p0,q0

(Ω) ∩ Ḃs1
p1,q1

(Ω), we have Eu ∈ Ḃ
sj
pj ,qj (Rn), j ∈ {0, 1}, with the estimate

‖Eu‖
Ḃ

sj
pj,qj

(Rn)
.∂Ω

sj ,pj ,n ‖u‖Ḃ
sj
pj,qj

(Ω)
.

Moreover,

• when pj = +∞, one can replace Ḃ
sj
∞,qj by Ḃ

sj ,0
∞,qj and remove the assumptions (i) and (ii);

• when qj = +∞, one can replace Ḃ
sj
pj ,∞ by Ḃ

sj
pj ,∞;

• when pj = qj = +∞, one can replace Ḃ
sj
∞,∞ by Ḃ

sj ,0
∞,∞ and remove the assumptions (i) and

(ii).

Remark 3.28 We have the following similar result: for all p, q ∈ [1,+∞], p < +∞, s > 0, one has
with equivalence of norms

Lp(Ω) ∩ Ḃs
p,q(Ω) = Bs

p,q(Ω), and C0
0(Ω) ∩ Ḃs,0

∞,q(Ω) = Bs,0
∞,q(Ω).

(The equality of sets Bs,0
∞,q(Ω) = Ḃs,0

∞,q(Ω) is already known.)

Proof. — One just has to reproduce the proof of Proposition 3.10 and Proposition 3.18. This is
possible thanks to Propositions 3.21 and 3.24.

We just make a comment on the case p0 < +∞, p1 = +∞, which also applies to the case
p0 = p1 = +∞ under the assumption (Cs0,∞,q0 ).

If u ∈ Ḃs0
p0,q0

(Ω)∩Ḃs1
p1,q1

(Ω), The biggest issue is about to know if Eu ∈ Ḃs1
p1,q1

(Rn), which reduces
to show Eu ∈ S′

h(Rn). Indeed, by Proposition 3.24, it turns out that

(∆̇jEu)j∈Z ∈ ℓ
q1
s1

(Z,Lp1 (Rn)).

Since we do have Eu ∈ Ḃs0
p0,q0

(Rn) ⊂ S′
h(Rn), this yields

Eu ∈ Ḃs1
p1,q1

(Rn).
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Therefore, the result still holds when p0 < +∞ and p1 = +∞, or when p0 = p1 = +∞ under the
assumption (Cs0,∞,q0).

In all the remaining cases, one always has Eu ∈ S′
h(Rn). This ends the proof. �

Proposition 3.29 For 1 6 p, q < +∞, s > −1, the space C∞
c (Ω) is a dense subspace of

(i) Ḃs
p,q,0(Ω), s > −n/p′;

(ii) Ḃs
p,∞,0(Ω), s > −n/p′;

(iii) Ḃs,0
∞,q,0(Ω), Ḃs,0

∞,∞,0(Ω).

Remark 3.30 Again, the approximation procedure is universal if either s > 0 or −1 < s < 1.

Proof. — Thanks to the boundedness of the operator P0 on the scale of Besov spaces provided
by Proposition 3.21 and Lemma 3.26, one may reproduce the Steps 1.1 and 1.2 in the proof of
Proposition 3.12. �

Proposition 3.31 For all p, q ∈ [1,+∞], s ∈ (−1 + 1
p ,

1
p ),

Ḃs
p,q,0(Ω) = Ḃs

p,q(Ω).

In particular, if p, q < +∞, the space C∞
c (Ω) is dense in Ḃs

p,q(Ω) and Ḃs
p,∞(Ω). The result still holds

for Ḃs,0
∞,q and Ḃs,0

∞,∞, s ∈ (−1, 0).

Proof. — The equality of function spaces is straightforward from Proposition 3.23 and the previous
Proposition 3.29. �

We recover the standard and well-know equivalence of norms, for which we give an easy proof.

Proposition 3.32 Let 1 6 p, q 6 +∞, p < +∞, and s ∈ R. The following equivalences of norms
hold:

(i) if m ∈ N and s > 0, for all u ∈ Ḃs
p,q(Ω),

‖u‖Ḃs+m
p,q (Ω) ∼

m,∂Ω
p,s,n ‖∇

mu‖Ḃs
p,q(Ω);

A similar result holds for Ḃs+m,0
∞,q (Ω).

(ii) if 0 < s < 1, for all u ∈ Ḃs
p,p(Ω),

‖u‖Ḃs
p,p(Ω) ∼

∂Ω
p,s,n

(∫

Ω

∫

Ω

|u(x)− u(y)|p

|x− y|ps+n
dxdy

) 1
p

;

A similar result holds for u ∈ Ḃs,0
∞,∞(Ω) + Ḃs

∞,∞(Ω) ⊂ Ḃs
∞,∞(Ω) with

‖u‖Ḃs
∞,∞(Ω) ∼

∂Ω
s,n sup

x,y∈Ω
x 6=y

|u(x)− u(y)|

|x− y|s
.

Proof. — Step 1: The proof of point (i) follows the lines in the proof of Proposition 3.17.
Step 2: The proof of (ii). Let 0 < s < 1, 1 6 p 6 +∞.
Step 2.1: The case 1 6 p < +∞. Let u ∈ Ḃs

p,p(Ω). By the definition of function spaces by

restriction, let U ∈ Ḃs
p,p(Rn) such that U|Ω

= u, and ‖U‖Ḃs
p,p(Rn) 6 2‖u‖Ḃs

p,p(Ω). By [BCD11,

Theorem 2.36],
(∫

Ω

∫

Ω

|u(x)− u(y)|p

|x− y|ps+n
dxdy

) 1
p

6

(∫

Rn

∫

Rn

|U(x)− U(y)|p

|x− y|ps+n
dxdy

) 1
p

.p,s,n ‖U‖Ḃs
p,p(Rn) .p,s,n ‖u‖Ḃs

p,p(Ω).
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When p = +∞, the proof remains similar.
For the reverse inequality when p < +∞, we consider E = T−1

φ ẼTφ, the extension operator as in
Proposition 3.21. By the definition of function spaces by restriction, [BCD11, Theorem 2.36] and
Lemma 3.22, one obtains the inequalities

‖u‖Ḃs
p,p(Ω) 6 ‖Eu‖Ḃs

p,p(Rn) .
∂Ω
p,s,n

(∫

Rn

∫

Rn

|ẼTφu(x)− ẼTφu(y)|p

|x− y|ps+n
dxdy

) 1
p

.

We recall that Ẽ is the extension operator from Rn
+ to Rn by even reflection, see (3.6).

‖u‖Ḃs
p,p(Ω) .

∂Ω
p,s,n2

(∫

Rn
+

∫

Rn
+

|Tφu(x)− Tφu(y)|p

|x− y|ps+n
dxdy

) 1
p

+ 2

(∫

Rn
+

∫

Rn
+

|Tφu(x)− Tφu(y)|p

|(x′ − y′, xn + yn)|ps+n
dx′dxndy′dyn

) 1
p

.∂Ω
p,s,n

(∫

Rn
+

∫

Rn
+

|Tφu(x)− Tφu(y)|p

|x− y|ps+n
dxdy

) 1
p

.

Here, the last line was obtained by means of |(x′ − y′, xn − yn)| 6 |(x′ − y′, xn + yn)|, provided
xn, yn > 0. We also have the inequality, valid for all (x′, xn), (y′, yn) ∈ Rn

+,

|(x′ − y′, xn − yn)| 6
∣∣(x′ − y′, xn + φ(x′)− (yn + φ(y′))

)∣∣+ ‖∇′φ‖L∞(Rn−1)|x
′ − y′|

.∂Ω

∣∣(x′ − y′, xn + φ(x′)− (yn + φ(y′))
)∣∣

.∂Ω |(x
′ − y′, xn − yn)|.

So that, by the change of variable (x′, xn) 7→ (x′, xn + φ(x′)), with Jacobian determinant 1,

‖u‖Ḃs
p,p(Ω) .

∂Ω
p,s,n

(∫

Rn
+

∫

Rn
+

|u(x′, xn + φ(x′))− u(y′, yn + φ(y′))|p
∣∣(x′ − y′, xn + φ(x′)− (yn + φ(y′))

)∣∣ps+n dx′dxndy′dyn

) 1
p

.∂Ω
p,s,n

(∫

Ω

∫

Ω

|u(x)− u(y)|p

|x− y|ps+n
dxdy

) 1
p

.

Step 2.2: The case p = +∞. As for the Step 2.1, the definition of function spaces by restriction
and [BCD11, Theorem 2.36] yield directly for all u ∈ Ḃs

∞,∞(Ω),

sup
x,y∈Ω
x 6=y

|u(x)− u(y)|

|x− y|s
.s,n ‖u‖Ḃs

∞,∞(Ω). (3.16)

For the reverse inequality, let s < s1 < 1. By Theorem 2.9, [BL76, Theorem 3.4.2], Proposition 3.27,
and the definition of function spaces by restriction imply that Ḃ0

∞,1(Ω)∩Ḃs1
∞,∞(Ω) is strongly dense in

Ḃs
∞,∞(Ω). So, let (uℓ)ℓ∈N ⊂ Ḃ0

∞,1(Ω)∩ Ḃs1
∞,∞(Ω) such that it converges to u in Ḃs

∞,∞(Ω). For ℓ ∈ N,

Proposition 3.27 implies Euℓ ∈ Ḃs
∞,∞(Rn), and by the definition of function spaces by restriction,

we can proceed as in Step 2.1, yielding

‖uℓ‖Ḃs
∞,∞(Ω) .

∂Ω
s,n sup

x,y∈Ω
x 6=y

|uℓ(x)− uℓ(y)|

|x− y|s
.

Now, by the continuity provided by (3.16), one can pass to the limit, in order to obtain

‖u‖Ḃs
∞,∞(Ω) .

∂Ω
s,n sup

x,y∈Ω
x 6=y

|u(x)− u(y)|

|x− y|s
.

For u ∈ Ḃs,0
∞,∞(Ω), the proof is similar to Step 2.1. Finally, it implies that the results holds for

u ∈ Ḃs,0
∞,∞(Ω) + Ḃs

∞,∞(Ω). �
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Theorem 3.33 Let p, q, q0, q1 ∈ [1,+∞], p < +∞, s0, s1 ∈ R, and θ ∈ (0, 1).
We assume s0 6= s1 and we set s := (1− θ)s0 + θs1. It holds that

(i) (Ḃs0
p,q0

(Ω), Ḃs1
p,q1

(Ω))θ,q = (Ḣs0,p(Ω), Ḣs1,p(Ω))θ,q = Ḃs
p,q(Ω), sj > −1, j ∈ {0, 1};

(ii) (Ḃs0,0
∞,q0

(Ω), Ḃs1,0
∞,q1

(Ω))θ,q = Ḃs,0
∞,q(Ω), sj > −1, j ∈ {0, 1};

(iii) (Ḃs0
∞,q0

(Ω), Ḃs1
∞,q1

(Ω))θ,q = Ḃs
∞,q(Ω), −1 < sj < 1, j ∈ {0, 1} and (Cs,∞,q);

(iv) (Ẇk0,1(Ω), Ẇk1,1(Ω))θ,q = Ḃs
1,q(Ω), kj = sj ∈ N, j ∈ {0, 1};

Moreover,

• when q = +∞, one can replace ((·, ·)θ,∞,B
s) by ((·, ·)θ,Bs);

• the result remains true if we replace (Ẇ, Ḣ, Ḃ, Ḃ) by (Ẇ0, Ḣ0, Ḃ·,·,0, Ḃ·,·,0).

Remark 3.34 The complex interpolation result corresponding to (vi) from Theorem 2.9 is also
available under the additional assumption sj > −1.

Proof. — Step 1: We prove (i) in the case of Besov spaces. More precisely,

(Ḃs0
p,q0

(Ω), Ḃs1
p,q1

(Ω))θ,q = Ḃs
p,q(Ω), 1 6 p < +∞, sj > −1, j ∈ {0, 1}. (3.17)

Step 1.1: We prove (3.17) assuming for now that one of the following condition is satisfied

(i) sj > 0, for j ∈ {0, 1};

(ii) sj ∈ (−1, 1), j ∈ {0, 1};

(iii) (Csj ,p,qj ), for j ∈ {0, 1} (implying (Cs,p,q)).

Under the conditions (i) and (ii), this is a direct consequence of Proposition 3.21, since it asserts
that one has a retraction and a coretraction given by the operators

E : Ḃs̃
p,q̃(Ω) −→ Ḃs̃

p,q̃(Rn) and RΩ : Ḃs̃
p,q̃(Rn) −→ Ḃs̃

p,q̃(Ω) .

where (s̃, q̃) ∈ {(s0, q0), (s1, q1), (s, q)}.
Under the condition (iii), this is a consequence of Wolff’s reiteration theorem [JNP84, Theo-

rem 1], since all involved spaces are complete.
This gives the full result when p = 1.
Step 1.2: We assume 1 < p < +∞, we want to show (3.17) for s0 6 0 and s1 > 1. Let

s̃0 6 0 < α0 < α1 < n/p, we assume 0 < s̃0 + 1 6 min(1, n/p), and we also let m ∈ N such that
s̃0 +m > n/p.

1/p

s

s = n/p

s = −1 + 1/p
s = 1

0 1
Ḃs̃0

p,1

Ḃα0
p,∞

Ḃα1
p,∞

Ḃs̃0+m
p,1

Figure 3: Hardy-Littlewood-Sobolev-Kato diagram: representation of the chosen interpolation scale
to apply Wolff’s reiteration theorem.

46



By the definition of function spaces by restriction, Proposition 2.3, since s̃0 6 0 and α1 > α0 > 0,
one has the chain of inclusions8

Ḃs̃0
p,1(Ω) ∩ Ḃs̃0+m

p,1 (Ω) ⊂ Bs̃0+m
p,1 (Ω) ⊂ Bα1

p,∞(Ω) ⊂ Ḃα0
p,∞(Ω) ∩ Ḃα1

p,∞(Ω).

Moreover, one can check that, for a = α0, α1, the space

(Ḃs̃0
p,1(Ω) + Ḃa

p,∞(Ω)) ∩ Ḃs̃0+m
p,1 (Ω)

is complete, this by means of the assumptions on s̃0, a < n/p, and 0 6 s̃0 + 1 6 min(1, n/p) thanks
to the Proposition 3.32. Therefore by Wolff’s reiteration Theorem, Lemma B.2, by the extremal
reiteration property, Lemma B.1, and with Step 1.1, we obtain for all −1 < s̃0 < s < s̃0 + m,
q ∈ [1,+∞], satisfying s̃0 6 0, s̃0 +m ∈ N∗ + [0,min(1, n/p)],

Ḃs
p,q(Ω) = (Ḃs̃0

p,1(Ω), Ḃs̃0+m
p,1 (Ω)) s−s̃0

m ,q
.

Now, we perform a bootstrap procedure twice. First, for any s̃0 < s0 < s, s0 6 0, we can write,
thanks to the extremal reiteration property, Lemma B.1,

(Ḃs0
p,q0

(Ω), Ḃs̃0+m
p,1 (Ω)) s−s0

s̃1−s0
,q

=
(

(Ḃs̃0
p,1(Ω), Ḃs̃0+m

p,1 (Ω)) s0−s̃0
m ,q0

, Ḃs̃0+m
p,1 (Ω)

)
s−s0

m ,q

= (Ḃs̃0
p,1(Ω), Ḃs̃0+m

p,1 (Ω)) s−s̃0
m ,q

= Ḃs
p,q(Ω).

Now for s1 > 0, one can always find m ∈ N such that s0 < s1 < s̃0 + m, and then for q1 ∈ [1,+∞],
similarly, but we apply the preceding interpolation identity in order to obtain

(Ḃs0
p,q0

(Ω), Ḃs1
p,q1

(Ω)) s−s0
s1−s0

,q
=

(
Ḃs0

p,q0
(Ω), (Ḃs0

p,q0
(Ω), Ḃs̃1

p,1(Ω)) s1−s0
s̃0+m−s0

,q1

)

s−s0
s1−s0

,q

= (Ḃs0
p,q0

(Ω), Ḃs̃1
p,1(Ω)) s−s0

s̃0+m−s0
,q

= Ḃs
p,q(Ω).

Thus (3.17) holds in any cases.
Step 2: We prove (ii), namely

(Ḃs0,0
∞,q0

(Ω), Ḃs1,0
∞,q1

(Ω))θ,q = Ḃs,0
∞,q(Ω), s0, s1 > −1, 1 6 q0, q1, q 6 +∞. (3.18)

Step 2.1: As in Step 1.1, (3.18) holds in the following subcases:

(i) sj > 0, for j ∈ {0, 1};

(ii) −1 < sj < 1 , for j ∈ {0, 1}.

Moreover, the same retraction-coretraction arguments give the identities:

Ḃs,0
∞,q(Ω) :=





(Ċk0
0 (Ω), Ċk1

0 (Ω))θ,q, k0, k1 ∈ N, 1 6 q 6 +∞,

(Ċk0
0 (Ω), Ḃs1,0

∞,q1
(Ω))θ,q, k0 ∈ N, s1 > 0, 1 6 q, q1 6 +∞.

(Ḃ0,0
∞,1(Ω), Ḃs1,0

∞,q1
(Ω))θ,q, s1 > 0, 1 6 q, q1 6 +∞

(3.19)

The third interpolation equality follows from the second one in combination with Lemma 2.14 and
the embedding Ḃ0,0

∞,1(Ω) →֒ C0
0(Ω).

Step 2.2: The case s1 > 1, s0 6 0. We assume s0 < 0, and wet let 0 < α < 1. We recall that,
one has the sets equalities and inclusions

Ḃs1,0
∞,q1

(Ω) = Bs1,0
∞,q1

(Ω) ⊂ Bα,0
∞,∞(Ω) = Ḃα,0

∞,∞(Ω) ⊂ C0
0(Ω).

By previous Step 2.1, and by definition of function spaces by restriction

(C0
0(Ω), Ḃs1,0

∞,q1
(Ω)) α

s1
,∞ = Ḃα,0

∞,∞(Ω), and (Ḃs0,0
∞,q0

(Ω), Ḃα,0
∞,∞(Ω)) −s0

α−s0
,1

= Ḃ0,0
∞,1(Ω) →֒ C0

0(Ω).

8The first inclusion holds because s̃0 6 0 and because of the definition of function spaces by restriction:

‖u‖
B

s̃0+m

p,1
(Ω)

∼ ‖u‖
B

s̃0
p,1

(Ω)
+ ‖∇mu‖

B
s̃0
p,1

(Ω)
. ‖u‖

Ḃ
s̃0
p,1

(Ω)
+ ‖∇mu‖

Ḃ
s̃0
p,1

(Ω)
. ‖u‖

Ḃ
s̃0
p,1

(Ω)
+ ‖u‖

Ḃ
s̃0+m

p,1
(Ω)

.
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Thus, by Lemmas 2.14, B.1 and B.3, for 0 < s < s1,

Ḃs,0
∞,q(Ω) →֒ (Ḃs0,0

∞,q0
(Ω), Ḃs1,0

∞,q1
(Ω)) s−s0

s1−s0
,q

=

(
(Ḃs0,0

∞,q0
(Ω), Ḃs1,0

∞,q1
(Ω)) −s0

s1−s0
,1
, Ḃs1,0

∞,q1
(Ω)

)

s
s1

,q

→֒ (C0
0(Ω), Ḃs1,0

∞,q1
(Ω)) s

s1
,q = Ḃs,0

∞,q(Ω)

where the last equality is given by (3.19). Now for s0 < s 6 0, 0 < β < 1 and r ∈ [1,+∞], Step 2.1
and Lemma B.1 yield

Ḃs,0
∞,q(Ω) = (Ḃs0,0

∞,q0
(Ω), Ḃβ,0

∞,r(Ω)) s−s0
β−s0

,q

=

(
Ḃs0,0

∞,q0
(Ω), (Ḃs0,0

∞,q0
(Ω), Ḃs1,0

∞,q1
(Ω)) β−s0

s1−s0
,r

)

s−s0
β−s0

,q

= (Ḃs0,0
∞,q0

(Ω), Ḃs1,0
∞,q1

(Ω)) s−s0
s1−s0

,q
.

The case s0 = 0 can be deduced with the same argument. Thus, (3.18) holds in any cases.
Step 3: We prove (iii). As in Step 1.1, by Proposition 3.24, (iii) holds whenever (Csj ,∞,qj ) is

satisfied for j ∈ {0, 1}.
We recall that, by Lemma 2.14, one always has

Ḃs
∞,q(Ω) →֒ (Ḃs0

∞,q0
(Ω), Ḃs1

∞,q1
(Ω))θ,q.

So we just have to prove the reverse embedding.
We assume (Cs0,∞,q0 ) and temporarily assume q < +∞. The Theorem 2.9, [BL76, Theo-

rem 3.4.2], Proposition 3.27, and the definition of function spaces by restriction imply that Ḃs0
∞,q0

(Ω)∩

Ḃs1
∞,q1

(Ω) is strongly dense in Ḃs
∞,q(Ω). Let u ∈ Ḃs0

∞,q0
(Ω) ∩ Ḃs1

∞,q1
(Ω), and (a, b) ∈ Ḃs0

∞,q0
(Ω) ×

Ḃs1
∞,q1

(Ω) such that

u = a+ b.

By Proposition 3.27, one has Eu ∈ Ḃs0
∞,q0

(Rn) ∩ Ḃs1
∞,q1

(Rn) and Ea ∈ Ḃs0
∞,q0

(Rn), so that

Eb = Eu− Ea ∈
[
Ḃs0

∞,q0
(Rn) ∩ Ḃs1

∞,q1
(Rn) + Ḃs0

∞,q0
(Rn)

]
∩ Ḃs1

∞,q1
(Rn)

⊂ Ḃs0
∞,q0

(Rn) ∩ Ḃs1
∞,q1

(Rn).

So, by Proposition 3.27 again, for t > 0 and the definition of the K-functional:

K(t,Eu, Ḃs0
∞,q0

(Rn), Ḃs1
∞,q1

(Rn)) .∂Ω
s0,s1,n ‖a‖Ḃ

s0
∞,q0

(Ω) + t‖b‖Ḃ
s1
∞,q1

(Ω).

Taking the infimum over all such pairs (a, b) yields for all t > 0,

K(t,Eu, Ḃs0
∞,q0

(Rn), Ḃs1
∞,q1

(Rn)) .∂Ω
s0,s1,n K(t, u, Ḃs0

∞,q0
(Ω), Ḃs1

∞,q1
(Ω)).

One can multiply by t−θ, take the Lq
∗-norm on both sides, so that by the definition of function spaces

by restriction, Theorem 2.9 and Lemma 2.14,

‖u‖Ḃs
∞,q(Ω) 6 ‖Eu‖Ḃs

∞,q(Rn) .
θ
s0,s1,n ‖Eu‖(Ḃ

s0
∞,q0

(Rn),Ḃ
s1
∞,q1

(Rn))θ,q

.θ,∂Ω
s0,s1,n ‖u‖(Ḃ

s0
∞,q0

(Ω),Ḃ
s1
∞,q1

(Ω))θ,q
.θ,∂Ω

s0,s1,n ‖u‖Ḃs
∞,q(Ω).

Therefore, for all u ∈ Ḃs0
∞,q0

(Ω) ∩ Ḃs1
∞,q1

(Ω),

‖u‖(Ḃ
s0
∞,q0

(Ω),Ḃ
s1
∞,q1

(Ω))θ,q
∼θ,∂Ω

s0,s1,n ‖u‖Ḃs
∞,q(Ω). (3.20)

We mention again that Ḃs
∞,q(Ω) →֒ (Ḃs0

∞,q0
(Ω), Ḃs1

∞,q1
(Ω))θ,q and that Ḃs0

∞,q0
(Ω)∩Ḃs1

∞,q1
(Ω) is strongly

dense in both spaces since q < +∞. Thus, (3.20) holds for all u ∈ Ḃs
∞,q(Ω).

Now, if q = +∞ and s < 0, the result follows by the standard reiteration Theorem [BL76,
Theorem 3.5.3].

Step 4: Similar arguments to those used in the previous Steps 1, 2 and 3 allow deducing the
result for Ḃ·,·,0 instead of Ḃ. However, to reproduce Step 2, one has to be aware that the natural
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embedding is reversed, that is

(Ḃs0,0
∞,q0,0(Ω), Ḃs1,0

∞,q1,0(Ω))θ,q →֒ Ḃs,0
∞,q,0(Ω)

and that we need to replace the space Ċk
0(Ω) by

Ċk
0,0(Ω) := { u ∈ Ck

0(Rn) | supp u ⊂ Ω } = P0[Ck
0(Rn)].

endowed with the (semi-)norm ‖·‖Ẇk,∞(Rn). Instead of Lemma B.3, one has to use Lemma B.4 with

λ = −s0

α−s0
, r = +∞,

X1 = Ḃs0,0
∞,q0,0(Ω), X2 = C0

0,0(Ω), X3 = Ḃα,0
∞,1,0(Ω), X4 = Ḃs1,0

∞,q1,0(Ω),

where −1 < s0 < 0 < α < 1 6 s1. The details are left to the reader.
Step 5: Now, the remaining interpolation identities follow directly from the natural embeddings,

for (Ẇ, Ḣ, Ḃ) ∈ {(Ẇ, Ḣ, Ḃ), (Ẇ0, Ḣ0, Ḃ·,·,0)},

Ḃs
p,1(Ω) →֒Ḣs,p(Ω) →֒ Ḃs

p,∞(Ω), s ∈ R, p ∈ [1,+∞);

Ḃk
1,1(Ω) →֒Ẇk,1(Ω) →֒ Ḃk

1,∞(Ω), k ∈ N,

obtained by the definition of function spaces by restriction and Proposition 2.3. �

Corollary 3.35 Let p ∈ (1,+∞), let −1 < s < n/p such that s > −n/p′, then the space C∞
c (Ω) is

weakly-∗ dense in Ḃs
p,∞,0(Ω).

Proof. — We follow a modified version of the argument given in the proof of [Gau24b, Corol-
lary 3.19]. For −1 < s0 < s < s1 < n/p, by Theorem 3.33, [BL76, Theorems 3.4.2 & 3.7.1] and
Proposition 3.14, we have the weakly-∗ dense embedding

Ḃs
p,∞,0(Ω) = (Ḣs0,p

0 (Ω), Ḣs1,p
0 (Ω))θ →֒(Ḣs0,p

0 (Ω), Ḣs1,p
0 (Ω))′′

θ

→֒(Ḣs0,p
0 (Ω), Ḣs1,p

0 (Ω))θ,∞ = Ḃs
p,∞,0(Ω).

By Proposition 3.29, the space C∞
c (Ω) in a strongly dense subspace of Ḃs

p,∞,0(Ω), and therefore is a

weakly-∗ dense subspace of Ḃs
p,∞,0(Ω). �

Theorem 3.36 Let p, q ∈ [1,+∞], s ∈ R, if (Cs,p,q) is satisfied then the following canonical iso-
morphisms hold

(Ḃ−s
p′,q′,0(Ω))′ = Ḃs

p,q(Ω) , (Ḃ−s
p′,q′(Ω))′ = Ḃs

p,q,0(Ω), p, q > 1;

(Ḃ−s
p′,∞,0(Ω))′ = Ḃs

p,1(Ω) , (Ḃ−s
p′,∞(Ω))′ = Ḃs

p,1,0(Ω), p > 1, q = 1;

(Ḃ−s,0
∞,q′,0(Ω))′ = Ḃs

1,q(Ω) , (Ḃ−s,0
∞,q′(Ω))′ = Ḃs

1,q,0(Ω), p = 1, q > 1;

(Ḃ−s,0
∞,∞,0(Ω))′ = Ḃs

1,1(Ω) , (Ḃ−s,0
∞,∞(Ω))′ = Ḃs

1,1,0(Ω), p = q = 1.

Remark 3.37 Above Theorem 3.36, [BL76, Theorem 3.7.1 & Remark] and [JNP84, Theorem 1]
can be used to improve Theorem 3.33. These results allow us to refine the lower bounds "sj > −1,
j ∈ {0, 1}" in (i)-(iii) into

sj > min(−1, n/p′), j ∈ {0, 1}. (even sj > −n/p′ if qj = +∞).

Since Steps 1 and 2 of the proof of Theorem 3.33 must also be reproduced and readapted, we do not
present the proof of such improvement.

Proof. — We only prove

(Ḃ−s
p′,q′(Ω))′ = Ḃs

p,q,0(Ω), p, q > 1;

under the assumption p = +∞ or q = +∞. Other cases admit a similar proof.
Step 1: The case p = +∞, q > 1, s < 0:

(Ḃ−s
1,q′(Ω))′ = Ḃs

∞,q,0(Ω)
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Let u ∈ Ḃs
∞,q,0(Ω), by the definition of function spaces by restriction, u induces a linear form on

Ḃ−s
1,q′(Ω) as follows:

v 7−→ 〈u, ṽ〉Rn ,

where ṽ is any Ḃ−s
1,q′ -extension of v. This map is well-defined and does not depend on the choice

of the extension ṽ of v. Indeed, let v′ be another Ḃ−s
1,q′ -extension of v, then ṽ − v′ ∈ Ḃ−s

1,q′,0(Ω
c
).

Since −s > 0, by Proposition 3.29, there exists a sequence (vℓ)ℓ∈N ⊂ C∞
c (Ω

c
) that converges towards

ṽ − v′. It implies,

〈u, ṽ〉Rn − 〈u, v′〉Rn = 〈u, ṽ − v′〉Rn = lim
ℓ→+∞

〈u, vℓ〉Rn = 0.

Therefore, we have a well-defined, injective and bounded map




Ḃ−s
∞,q′,0(Ω) −→ (Ḃs

1,q(Ω))′

u 7−→
〈
u, ·̃
〉
Rn

. (3.21)

We show that the map is surjective. Let U ∈ (Ḃs
1,q(Ω))′, it induces a bounded linear functional on

Ḃs
1,q(Rn) by means of

ṽ 7−→ 〈U, 1Ωṽ〉.

Therefore by Proposition 2.12, there exists u ∈ Ḃ−s
∞,q′(Rn), such that for all v ∈ Ḃs

1,q(Ω) and all

ṽ ∈ Ḃs
1,q(Rn) such that ṽ|Ω

= v,

〈U, v〉 = 〈U, 1Ωṽ〉 = 〈u, ṽ〉Rn (3.22)

with the estimate ‖U‖(Ḃs
1,q(Ω))′ ∼s,n ‖u‖Ḃ−s

∞,q′ (Rn).

Testing the equality (3.22) with ṽ ∈ C∞
c (Ω

c
) implies supp u ⊂ Ω. Therefore, u is an element of

Ḃ−s
∞,q′,0(Ω), and consequently the map (3.21) is surjective.

Step 2: The case q = +∞, p > 1, s < n/p:

(Ḃ−s
p′,1(Ω))′ = Ḃs

p,∞,0(Ω).

As before, we have a well-defined injective and bounded map




Ḃs
p,∞,0(Ω) −→ (Ḃ−s

p′,1(Ω))′

u 7−→
〈
u, ·̃
〉
Rn

. (3.23)

Indeed, for u ∈ Ḃs
p,∞,0(Ω), and v ∈ Ḃ−s

p′,1(Ω), ṽ, v′ ∈ Ḃ−s
p′,1(Rn) such that ṽ|Ω

= v′
|Ω

= v, one has

supp (ṽ − v′) ⊂ Ωc, and in particular ṽ − v′ ∈ Ḃ−s
p′,1,0(Ω

c
).

• If s < min(1, n/p), by Proposition 3.29 one can find a sequence (wℓ)ℓ∈N ⊂ C∞
c (Ω

c
) such that

it converges strongly to ṽ − v′ in Ḃ−s
p′,1(Rn), and therefore

〈u, ṽ〉Rn − 〈u, v′〉Rn = 〈u, ṽ − v′〉Rn = lim
ℓ→+∞

〈u,wℓ〉Rn = 0.

• if s > 09, by Corollary 3.35 there exists a sequence (uℓ)ℓ∈N ⊂ C∞
c (Ω) that converges weakly-∗

to u in Ḃs
p,∞(Rn). Hence,

〈u, ṽ〉Rn − 〈u, v′〉Rn = 〈u, ṽ − v′〉Rn = lim
ℓ→+∞

〈uℓ, ṽ − v
′〉Rn = 0.

The map (3.23) does not depend on the choice of the extension ṽ ∈ Ḃ−s
p′,1(Rn) of v ∈ Ḃ−s

p′,1(Ω). One
can conclude as in the end of Step 1 to obtain the ontoness of the map (3.23). �

We finish this section with a result that will be useful to build the trace theorem in the next
Section 4. This is a direct consequence of Lemma 3.22 and the definition of function spaces by

9Note that it implies necessarily p < +∞, due to the conditions q = +∞ and (Cs,p,q).
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restriction. To keep it short, and since they won’t be of use in the next Section, we omit the
mention of end-point function spaces.

Lemma 3.38 Let p, q ∈ [1,+∞], and s ∈ (−1, 1). For all u ∈ Ḃs
p,q(Ω), we have Tφu ∈ Ḃs

p,q(Rn
+)

with the estimate

‖Tφu‖Ḃs
p,q(Rn

+) .p,s,n,∂Ω ‖u‖Ḃs
p,q(Ω) .

The result still holds if we replace (Ω,Rn
+, Tφ) by (Rn

+,Ω, T
−1
φ ).

4 The trace theorem for homogeneous function spaces

In the previous section, an appropriate construction of homogeneous Sobolev and Besov spaces on
special Lipschitz domains was given with their interpolation properties. Now, we aim to make sense
of boundary values in homogeneous function spaces, which constitutes the second main focus of this
present paper.

The first subsection is devoted to the study of function spaces on the boundary.
The second one concerns the transference of properties on the flat upper half-space to the bent

one via the global change of coordinates. However, we want to reach the sharp range of regularity
(1/p, 1 + 1/p) for the trace result. The main issues occur when s ∈ [1, 1 + 1/p), since we do not have
more than one full gradient under the action of the global change of coordinates. To circumvent
this issue, we introduce an anisotropic trace result inherited from the recent work of the author
[Gau24a, Theorem 4.7]. This result is obtained from the Ḣs−1,p(Lp)-maximal regularity for the

Poisson semigroup (e−t(−∆′)1/2

)t>0 on Rn−1.
The last section is devoted to the statement of the main theorem, and several straightforward

consequences.
Before we dive into the heart of the matter, the author thinks it is worth highlighting a few

points:

• We do not assume full knowledge of trace theory for inhomogeneous Sobolev and Besov spaces
on Lipschitz domains. One only requires knowledge of the trace result for Sobolev spaces over
the flat half-space Hs,p(Rn

+), 1 < p < +∞, 1/p < s 6 1, see Proposition 4.13 and Remark 4.15
below.

• From our main trace theorem below, Theorem 4.18, one may deduce the general trace result
for inhomogeneous function spaces over special Lipschitz domains, such as in Theorem 1.1. As
usual, the case of inhomogeneous function spaces on bounded Lipschitz domains follows from
the standard localization procedure as described, e.g., in [Din96, Proof of Theorem 1].

• However, to reach the trace Theorem for higher regularities, say for the space Ḣs,p(Ω) with
indices 1 < p < +∞, 1 < s < 1 + 1/p, we use a few advanced results from operator theory
and from the theory of vector-valued Sobolev spaces in Subsection 4.2. We claim that one can
partially circumvent the use of such advanced technology, but circumventing it would require
much more tedious work to obtain the estimates, especially the one in Corollary 4.17 below.
We chose not to present this approach here to be concise and because, otherwise, it would
substantially increase the length of this paper.

4.1 Function spaces on the boundary

To define the trace as in the case of inhomogeneous function spaces, we have to define first (homo-
geneous) Besov spaces on the boundary ∂Ω. To do so, since we have the definition of our special
Lipschitz domain

Ω =
{

(x′, xn) ∈ Rn−1 × R
∣∣ xn > φ(x′)

}
,
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where φ : Rn−1 −→ R is uniformly Lipschitz, we recall that the surface measure on the boundary
∂Ω =

{
(x′, φ(x′)), x′ ∈ Rn−1

}
⊂ Rn is defined as

σ(A) :=

∫

Rn−1

1A(x′, φ(x′))
√

1 + |∇′φ(x′)|2 dx′,

where A is any Lebesgue-measurable set of ∂Ω.
We also recall that σ is the unique Borel measure on ∂Ω so that we have the integration by parts

formula ∫

Ω

∂xk
u(x)v(x) dx = −

∫

Ω

u(x)∂xk
v(x) dx +

∫

∂Ω

u(x)v(x)νk(x) dσx, k ∈ J1, nK, (4.1)

provided u, v ∈ C0,1
c (Rn), the space of complex-valued compactly supported Lipschitz functions.

And in (4.1), νj stands for the j-th component of the outward unit normal of Ω, defined almost
everywhere on ∂Ω by

ν :=
1√

|∇′φ|2 + 1
(∇′φ,−1).

We introduce the pushforward map from ∂Ω to Rn−1 for any measurable function u : ∂Ω −→ C,

Sφu(x′) := u(x′, φ(x′)), x′ ∈ Rn−1. (4.2)

We also have the pullback map defined for any measurable function v : Rn−1 −→ C,

S−1
φ v(y) := v(y′), y ∈ ∂Ω. (4.3)

To construct, and investigate the properties of, the homogeneous function spaces on the boundary,
we are going to follow and elaborate the ideas given in [DM15, Chapter 2, Section 2.2] and [Din96,
Section 2].

Definition 4.1 For p ∈ [1,+∞], s ∈ (0, 1), for any measurable function f on ∂Ω, we define the
following quantities

‖f‖p
Lp(∂Ω) :=

∫

∂Ω

|f(x)|p dσx, ‖f‖p

Ḃs
p,p(∂Ω)

:=

∫

∂Ω

∫

∂Ω

|f(x)− f(y)|p

|x− y|ps+n−1
dσxdσy ,

‖u‖Ẇ1,p(∂Ω) := ‖S−1
φ [∇′Sφu]‖Lp(∂Ω),

with the usual modification when p = +∞. We set,

• Lp(∂Ω) := { u : ∂Ω −→ C meas. | ‖u‖Lp(∂Ω) < +∞};

• Ḃs
p,p(∂Ω) := { u ∈ L1

loc(∂Ω) |Sφu ∈ S′
h(Rn−1) & ‖u‖Ḃs

p,p(∂Ω) < +∞};

• Ẇ1,p(∂Ω) := { u ∈ L1
loc(∂Ω) |Sφu ∈ S′

h(Rn−1) & ‖u‖Ẇ1,p(∂Ω) < +∞};

• C0
b(∂Ω) and C0

0(∂Ω) stands respectively for the normed vector spaces of bounded continuous
functions, and continuous functions that vanish at infinity. Both are endowed with the L∞-
norm.

• For C ∈ {Cb,C0}, we define

C0,1(∂Ω) :=
{
u ∈ C0(∂Ω)

∣∣∣ sup
x,y∈∂Ω

x 6=y

|u(x)− u(y)|

|x− y|
< +∞

}
.

We write Ċ0,1(∂Ω) when endowed with the (semi-)norms,

u 7→ sup
x,y∈∂Ω

x 6=y

|u(x)− u(y)|

|x− y|
, or equivalently u 7→ ‖u‖Ẇ1,∞(∂Ω);

• C0
b,h(∂Ω) := {u ∈ C0

b(∂Ω) |Sφu ∈ S
′
h(Rn−1) };
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• C0,1
b,h(∂Ω) := {u ∈ C0,1

b (∂Ω) |Sφu ∈ S′
h(Rn−1) }, written Ċ0,1

b,h(∂Ω) when endowed with the

Ẇ1,∞-norm.

The following lemmas demonstrate that these definitions are meaningful.

Lemma 4.2 Let p ∈ [1,+∞] and X ∈ {Lp,C0
b ,C

0
b,h,C

0
0}. The map

Sφ : X(∂Ω) −→ X(Rn−1),

is well-defined and is a continuous isomorphism of normed vector spaces.

Proof. — By direct computations, we obtain for all p ∈ [1,+∞], u ∈ Lp(∂Ω),

‖Sφu‖Lp(Rn−1) 6 ‖u‖Lp(∂Ω) 6 (1 + ‖∇′φ‖2
L∞(Rn−1))

1
2p ‖Sφu‖Lp(Rn−1).

A similar argument applies for S−1
φ .

It remains to see that Sφ(C0
b(∂Ω)) = C0

b(Rn−1) and Sφ(C0
0(∂Ω)) = C0

0(Rn−1). �

The following corollary is a direct consequence of Lemma 4.2.

Corollary 4.3 Let p ∈ [1,+∞). For u ∈ Ẇ1,p(∂Ω), we have Sφu ∈ Ẇ1,p(Rn−1), with the estimate

‖u‖Ẇ1,p(∂Ω) ∼s,p,n,∂Ω ‖Sφu‖Ẇ1,p(Rn−1).

Conversely, if v ∈ Ẇ1,p(Rn−1), then S−1
φ v ∈ Ẇ1,p(∂Ω) with the corresponding estimate.

The result still holds with C0,1
b , C0,1

b,h and C0,1
0 , all endowed with the Ẇ1,∞-(semi-)norm.

The idea behind the definition of Besov spaces on the boundary lies in the fact that for all
u ∈ L1

loc(R
n−1) ∩ S′

h(Rn−1), when s ∈ (0, 1), p ∈ [1,+∞),

‖f‖p

Ḃs
p,p(Rn−1)

∼p,s,n

∫

Rn−1

∫

Rn−1

|f(x)− f(y)|p

|x− y|ps+n−1
dxdy, (4.4)

see [BCD11, Theorem 2.36] for a proof. The case p = +∞ is treated via usual modification, giving
the homogeneous Hölder (semi-)norms.

Lemma 4.4 Let p ∈ [1,+∞], s ∈ (0, 1). For all u ∈ Ḃs
p,p(∂Ω), Sφu ∈ Ḃs

p,p(Rn−1) with the estimate

‖u‖Ḃs
p,p(∂Ω) ∼s,p,n,∂Ω ‖Sφu‖Ḃs

p,p(Rn−1)

Conversely, for v ∈ Ḃs
p,p(Rn−1), one has S−1

φ v ∈ Ḃs
p,p(∂Ω) with the corresponding estimate.

Proof. — For u ∈ L1
loc(∂Ω), if p < +∞,

‖u‖p

Ḃs
p,p(∂Ω)

=

∫

∂Ω

∫

∂Ω

|u(x) − u(y)|p

|x− y|ps+n−1
dσxdσy

=

∫

Rn−1

∫

Rn−1

|u(x′, φ(x′))− u(y′, φ(y′))|p

|(x′ − y′, φ(x′)− φ(y′))|ps+n−1

√
|∇′φ(x′)|2 + 1

√
|∇′φ(y′)|2 + 1 dx′dy′

6 [1 + ‖∇′φ‖2
L∞(Rn−1)]

∫

Rn−1

∫

Rn−1

|Sφu(x′)− Sφu(y′)|p

|x′ − y′|ps+n−1
dx′dy′

.p,s,n,∂Ω ‖Sφu‖
p

Ḃs
p,p(Rn−1)

.

The last estimate comes from (4.4).
For the reverse estimate, we start with (4.4) then, we obtain

‖Sφu‖
p

Ḃs
p,p(Rn−1)

.p,s,n

∫

Rn−1

∫

Rn−1

|Sφu(x′)− Sφu(y′)|p

|x′ − y′|ps+n−1
dx′dy′

.p,s,n [1 + ‖∇′φ‖2
L∞(Rn−1)]

(n−1)+ps
2

∫

Rn−1

∫

Rn−1

|u(x′, φ(x′))− u(y′, φ(y′))|p

|(x′ − y′, φ(x′)− φ(y′))|ps+n−1
dx′dy′

.p,s,n,∂Ω

∫

∂Ω

∫

∂Ω

|u(x)− u(y)|p

|x− y|ps+n−1
dσxdσy = ‖u‖p

Ḃs
p,p(∂Ω)

.
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The case p = +∞ is similar and left to the reader with

‖w‖Ḃs
∞,∞(∂Ω) = sup

(x,y)∈∂Ω2,
x 6=y.

|w(x) − w(y)|

|x− y|s
. �

Proposition 4.5 Let p ∈ [1,+∞), s ∈ (0, 1). The following equalities hold with equivalence of
norms

(Lp(∂Ω), Ẇ1,p(∂Ω))s,p = Ḃs
p,p(∂Ω),

(C0
0(∂Ω), Ċ0,1

0 (∂Ω))s,∞ = Ḃs,0
∞,∞(∂Ω),

(C0
b,h(∂Ω), Ċ0,1

b,h(∂Ω))s,∞ = Ḃs
∞,∞(∂Ω).

Proof. — We focus on the first equality, the second and third ones admit a similar proof.
Let u ∈ Lp(∂Ω) + Ẇ1,p(∂Ω), then for (a, b) ∈ Lp(∂Ω) × Ẇ1,p(∂Ω) such that u = a + b, by

Corollary 4.3, we have

Sφu = Sφa+ Sφb ∈ Lp(Rn−1) + Ẇ1,p(Rn−1). (4.5)

Therefore, by the definition of the K-functional and Corollary 4.3, we obtain

K(t, Sφu,L
p(Rn−1), Ẇ1,p(Rn−1)) 6 ‖Sφa‖Lp(Rn−1) + t‖Sφb‖Ẇ1,p(Rn−1)

.p,n,∂Ω ‖a‖Lp(∂Ω) + t‖b‖Ẇ1,p(∂Ω).

Looking at the infimum on all such pair (a, b) yields

K(t, Sφu,L
p(Rn−1), Ẇ1,p(Rn−1)) .p,n,∂Ω K(t, u,Lp(∂Ω), Ẇ1,p(∂Ω)).

Now, for the reverse estimate from (4.5), let (A,B) ∈ Lp(Rn−1) × Ẇ1,p(Rn−1), such that one has
Sφu = A+B, it follows that, by Corollary 4.3,

u = S−1
φ A+ S−1

φ B ∈ Lp(∂Ω) + Ẇ1,p(∂Ω).

So as before, we obtain,

K(t, u,Lp(∂Ω), Ẇ1,p(∂Ω)) .p,n,∂Ω K(t, Sφu,L
p(Rn−1), Ẇ1,p(Rn−1)).

In the end we have obtained for all u ∈ Lp(∂Ω) + Ẇ1,p(∂Ω) and all t > 0:

K(t, u,Lp(∂Ω), Ẇ1,p(∂Ω)) ∼p,n,∂Ω K(t, Sφu,L
p(Rn−1), Ẇ1,p(Rn−1)). (4.6)

Finally, if one multiplies 4.6 by t−s, then take its Lq
∗-norm, thanks to (i) and Lemma 4.4 we obtain

‖u‖(Lp(∂Ω),Ẇ1,p(∂Ω))s,p
∼s,p,n,∂Ω ‖Sφu‖Ḃs

p,p(Rn−1) ∼s,p,n,∂Ω ‖u‖Ḃs
p,p(∂Ω)

which ends the proof. �

Now, we introduce the following definition of homogeneous Besov space on the boundary with
third index q 6= p, consistent with the case q = p.

Definition 4.6 For p, q ∈ [1,+∞], p < +∞, s ∈ (0, 1), we define

Ḃs
p,q(∂Ω) := (Lp(∂Ω), Ẇ1,p(∂Ω))s,q;

Ḃs,0
∞,q(∂Ω) := (C0

0(∂Ω), Ċ0,1
0 (∂Ω))s,q;

Ḃs
∞,q(∂Ω) := (C0

b,h(∂Ω), Ċ0,1
b,h(∂Ω))s,q.

When q = +∞, we can replace ((·, ·)s,∞,Bs) by ((·, ·)s,Bs).

The following results are then a direct consequence of the estimate (4.6) and usual results for
homogeneous Sobolev and Besov spaces on Rn−1.

Corollary 4.7 Let p, q ∈ [1,+∞], s ∈ (0, 1). For all u ∈ Ḃs
p,q(∂Ω), one has Sφu ∈ Ḃs

p,q(Rn−1) with
the estimate

‖u‖Ḃs
p,q(∂Ω) ∼s,p,n,∂Ω ‖Sφu‖Ḃs

p,q(Rn−1).
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Conversely, for v ∈ Ḃs
p,q(Rn−1), one has S−1

φ v ∈ Ḃs
p,q(∂Ω) with corresponding estimate. When

p = +∞, the result still holds with Ḃs,0
∞,q instead of Ḃs

∞,q. When q = +∞, one can replace Ḃs
p,∞ by

Ḃs
p,∞.

Proposition 4.8 Let p, q ∈ [1,+∞], p < +∞, s ∈ (0, 1). The following assertions are true.

(i) Ḃs
p,q(∂Ω) is a Banach space whenever (Cs+ 1

p ,p,q) is satisfied.

(ii) If s ∈ (0, n−1
p ), for 1

r := 1
p −

s
n−1 , if q ∈ [1, r], we have the continuous embedding

Ḃs
p,q(∂Ω) →֒ Lr(∂Ω).

(iii) When p > n− 1, we have the continuous embedding

Ḃ
n−1

p

p,1 (∂Ω) →֒ C0
0(∂Ω).

Remark 4.9 From there, it is straightforward to check that one can recover usual and very well-
known function spaces W1,p(∂Ω) = Lp(∂Ω) ∩ Ẇ1,p(∂Ω), Bs

p,q(∂Ω) = Lp(∂Ω) ∩ Ḃs
p,q(∂Ω), s ∈ (0, 1),

p, q ∈ [1,+∞], p < +∞.
One could also check that the intersection space Ḃs0

p0,q0
(∂Ω) ∩ Ḃs1

p1,q1
(∂Ω) is complete whenever

(Cs0+ 1
p0

,p0,q0
) is satisfied.

4.2 Definitions and preliminary results for the trace theorem

The strategy of the proof will mainly arise from a standard flattening procedure of the boundary, but
then, to use anisotropic estimates, as done in [Din96, Lemmas 1 & 2]. For the reader’s convenience
we recall, from (2.12), (2.13) and (3.5), that for any measurable function u : Ω −→ C,

Tφu(x′, xn) = u(x′, xn + φ(x′)), (x′, xn) ∈ Rn−1 × [0,+∞). (4.7)

In this section, we will need to use Banach-valued (anisotropic) homogeneous Sobolev spaces with
non-negative regularity index and with values in a (reflexive) Lebesgue space. See the previous work
of the author [Gau24a, Section 3.1] for an elementary construction of homogeneous vector-valued
Riesz potential spaces and references therein for a more general review of vector-valued Sobolev
(Bessel potential) spaces and their properties.

Definition 4.10 For p ∈ (1,+∞), provided 0 6 α < 1/p, we define 1
r := 1

p − α,

Ḣα,p(R,Lp(Rn−1)) :=
{
u ∈ Lr(R,Lp(Rn−1))

∣∣ (−∂2
xn

)
α
2 u ∈ Lp(R,Lp(Rn−1)) = Lp(Rn)

}
.

We also define by restriction, in the sense of distributions, the corresponding space on the half line

Ḣα,p(R+,L
p(Rn−1)) := Ḣα,p(R,Lp(Rn−1))|R+

.

This is a Banach space with respect to the quotient norm

‖u‖Ḣα,p(R+,Lp(Rn−1)) := inf
U|R+

=u,

U∈Ḣα,p(R,Lp(Rn−1)).

‖U‖Ḣα,p(R,Lp(Rn−1)).

For more details, see [Gau24a, Subsection 3.1].
We recall that considering the unbounded operator

(−∂xn ,Dp(−∂xn)) = (−∂xn ,H
1,p(R+,L

p(Rn−1))),

acting on Lp(R+,L
p(Rn−1)) = Lp(Rn

+), then its fractional powers, one has the following equivalence

of norms, for all p ∈ (1,+∞), all α ∈ [0, 1/p) and all u ∈ Ḣα,p(R+,L
p(Rn−1)),

‖(−∂xn)αu‖Lp(Rn
+) ∼p,α ‖u‖Ḣα,p(R+,Lp(Rn−1)). (4.8)

For more details, see [Gau24a, Subsection 3.2].
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Lemma 4.11 Let p ∈ (1,+∞) and α ∈ [0, 1/p). For all u ∈ Ḣα,p(Rn
+), we have the estimate

‖u‖Ḣα,p
xn (R+,Lp

x′ (Rn−1)) .p,α,n ‖u‖Ḣα,p(Rn
+).

Proof. — On Rn = Rn−1 × R, the result follows from the Lp-boundedness of Riesz transforms.
Indeed for u ∈ Ḣα,p(Rn), one can write

(−∂2
xn

)
α
2 u = (−∂2

xn
)

α
2 (−∆)− α

2 (−∆)
α
2 u = |Rn|

α(−∆)
α
2 u,

where Rn is the Riesz transform with respect to variable xn. So that

‖u‖Ḣα,p
xn (R,Lp

x′ (Rn−1)) = ‖(−∂2
xn

)
α
2 u‖Lp(Rn) .p,α,n ‖(−∆)

α
2 u‖Lp(Rn) = ‖u‖Ḣα,p(Rn).

The case of the half-space follows from the definition of function spaces by restriction. �

For p ∈ (1,+∞), s ∈ [1, 2], we introduce the function space

Ks,p(Rn
+) := Hs,p(R+,L

p(Rn−1)) ∩Hs−1,p(R+,H
1,p(Rn−1))

with its natural norm. We also introduce the homogeneous (semi-)norm

‖u‖K̇s,p(Rn
+) := ‖(∂xnu,∇

′u)‖Ḣs−1,p(R+,Lp(Rn−1)).

We mention that K1,p(Rn
+) = H1,p(Rn

+), and ‖·‖K̇1,p(Rn
+) ∼p,n ‖∇·‖Lp(Rn

+).

Lemma 4.12 For p ∈ (1,+∞), s ∈ [1, 1 + 1/p). The linear operator

Tφ : Hs,p(Ω) −→ Ks,p(Rn
+)

is well-defined and bounded.
Moreover, for all u ∈ Hs,p(Ω) we have the homogeneous estimate

‖Tφu‖K̇s,p(Rn
+) .p,s,n,∂Ω ‖u‖Ḣs,p(Ω). (4.9)

Proof. — For the boundedness of Tφ from Hs,p(Ω) to Ks,p(Rn
+), it suffices to follow the proof of

[Din96, Lemma 2]. One may check the boundedness properties

Tφ : H1,p(Ω) −→ H1,p(R+,L
p(Rn−1)),

H2,p(Ω) −→ H2,p(R+,L
p(Rn−1)).

By complex interpolation, it is implied that

Tφ : Hs,p(Ω) −→ Hs,p(R+,L
p(Rn−1)) (4.10)

is well-defined and bounded for all s ∈ [1, 2]. Similarly, the boundedness of

Tφ : H1,p(Ω) −→ Lp(R+,H
1,p(Rn−1)),

H2,p(Ω) −→ H1,p(R+,H
1,p(Rn−1)),

for s ∈ [1, 2], implies, by complex interpolation, that the following operator is well-defined and
bounded

Tφ : Hs,p(Ω) −→ Hs−1,p(R+,H
1,p(Rn−1)). (4.11)

Thus, (4.10) and (4.11) yield the boundedness of Tφ. Now, we prove the estimate (4.9). For
u ∈ Hs,p(Ω) ⊂ Ḣs,p(Ω), we have Tφu ∈ Ks,p(Rn

+), and since

∂xk
(Tφu) = Tφ(∂xk

u) + ∂xk
φTφ(∂xnu), ∂xn(Tφu) = Tφ(∂xnu), k ∈ J1, n− 1K,

we obtain,

‖Tφu‖K̇s,p(Rn
+) = ‖(∂xnTφu,∇

′Tφu)‖Ḣs−1,p(R+,Lp(Rn−1))

6 ‖Tφ∂xnu‖Ḣs−1,p(R+,Lp(Rn−1)) + ‖∇′Tφu‖Ḣs−1,p(R+,Lp(Rn−1))

6 (1 + (n− 1)‖∇′φ‖L∞(Rn−1))‖Tφ∇
′u‖Ḣs−1,p(R+,Lp(Rn−1))+‖Tφ∂xnu‖Ḣs−1,p(R+,Lp(Rn−1))

.p,s,n,∂Ω ‖Tφ∇u‖Ḣs−1,p(R+,Lp(Rn−1)).
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The estimate (4.9) is then a consequence of Lemma 4.11 and Proposition 3.5

‖Tφu‖K̇s,p(Rn
+) .p,s,n,∂Ω ‖Tφ∇u‖Ḣs−1,p(R+,Lp(Rn−1))

.p,s,n,∂Ω ‖Tφ∇u‖Ḣs−1,p(Rn
+)

.p,s,n,∂Ω ‖∇u‖Ḣs−1,p(Ω)

.p,s,n,∂Ω ‖u‖Ḣs,p(Ω).

This is the desired statement. �

We recall the following result on the flat half-space.

Proposition 4.13 Let p ∈ (1,+∞), s ∈ (1/p, 1], one has the embedding

Hs,p(Rn
+) →֒ C0

0,xn
(R+,B

s−1/p
p,p (Rn−1)). (4.12)

In particular, the map

γ0 : u 7−→ u(·, 0) (4.13)

is well-defined and bounded from Hs,p(Rn
+) to B

s−1/p
p,p (Rn−1).

Note that, for, say, all u ∈ C0(Ω), the following equality holds pointwise:

S−1
φ [Tφu(·, 0)] = u|∂Ω

.

Here, u|∂Ω
stands for the restriction of u to ∂Ω.

Definition 4.14 We define the trace operator, on the boundary ∂Ω, still denoted by [·]|∂Ω
, as

[·]|∂Ω
:= S−1

φ γ0Tφ.

The operators S−1
φ , γ0 and Tφ are defined respectively through (4.3), (4.13) and (4.7).

Remark 4.15 For p ∈ (1,+∞), s ∈ (1/p, 1+1/p), writing σ = min(1, s), the trace operator is well-
defined on Ḣs,p(Ω). Indeed, since Ḣs,p(Ω) ⊂ Hs,p(Ω) + C0

0(Ω), by Corollary 3.8, Proposition 4.13
and Lemmas 4.2 and 4.4

[Ḣs,p(Ω)]|∂Ω
⊂ [Hσ,p(Ω)]|∂Ω

+ [C0
0(Ω)]|∂Ω

⊂ Bσ−1/p
p,p (∂Ω) + C0

0(∂Ω).

Therefore, again, it suffices to show continuity with respect to the appropriate homogeneous Sobolev
and Besov norms.

Lemma 4.16 Let p ∈ (1,+∞), s ∈ [1, 1 + 1/p). For all u ∈ Hs,p(Ω), we have

Tφu ∈ C0
0(R+,B

s−1/p
p,p (Rn−1)).

Proof. — For u ∈ Hs,p(Ω) ⊂ H1,p(Ω), then Tφu ∈ H1,p(Rn
+) ∩ Ks,p(Rn

+), and by [Gau24b, Theo-
rem 4.3],

Tφu ∈ C0
0(R+,B

1−1/p
p,p (Rn−1)),

and Tφu(·, 0) = Sφ[u|∂Ω
] in B

1−1/p
p,p (Rn−1).

Therefore, if we set v(t, x′) := Tφu(x′, t), t > 0, x′ ∈ Rn−1, we have

F := ∂tv + (I−∆′)
1
2 v ∈ Hs−1,p(R+,L

p(Rn−1)) ⊂ Lp(R+,L
p(Rn−1)),

and v(0, ·) = [Tφu]|∂Rn
+

= Sφ[u|∂Ω
] ∈ B1−1/p

p,p (Rn−1) ⊂ Lp(Rn−1).

By uniqueness of the mild solution, for all t > 0

v(t) = e−t(I−∆′)
1
2 v(0) +

∫ t

0

e−(t−s)(I−∆′)
1
2 F (s) ds.
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However, one has v ∈ Ks,p(Rn
+) as well as

t 7→

∫ t

0

e−(t−s)(I−∆′)
1
2 F (s) ds ∈ Ks,p(Rn

+),

by construction and maximal regularity, see [Gau24a, Theorem 4.7], noting that F ∈ Hs−1,p(R+,L
p(Rn−1)).

This implies

t 7→ e−t(I−∆′)
1
2 v(0) = v(t)−

∫ t

0

e−(t−s)(I−∆′)
1
2 F (s) ds ∈ Ks,p(Rn

+).

Since (I − ∆′)
1
2 is invertible on Lp(Rn−1) with domain Dp((I − ∆′)

1
2 ) = H1,p(Rn−1), we claim

that this implies

v(0) ∈ Bs−1/p
p,p (Rn−1).

Indeed, by the identity (−∂t)
s−1e−t(I−∆′)

1
2 = (I−∆′)

s−1
2 e−t(I−∆′)

1
2 , the equivalence of norms (4.8),

and from the fact t 7→ e−t(I−∆′)
1
2 v(0) ∈ Ks,p(Rn

+), we deduce

‖∂te
−(·)(I−∆′)

1
2 v(0)‖Hs−1,p(R+,Lp(Rn−1)) ∼

∥∥t 7→ (I−∆′)
s
2 e−t(I−∆′)

1
2 v(0)

∥∥
Lp(R+,Lp(Rn−1))

∼

(∫ +∞

0

‖t1−(1−1/p)(I−∆′)
s
2 e−t(I−∆′)

1
2 v(0)

∥∥p

Lp(Rn−1)

dt

t

) 1
p

∼p,n

∥∥(I−∆′)
s−1

2 v(0)
∥∥

(Lp,Dp((I−∆′)
1
2 ))

1− 1
p

,p

∼p,n

∥∥(I−∆′)
s−1

2 v(0)
∥∥

B
1−1/p
p,p (Rn−1)

∼p,s,n

∥∥v(0)
∥∥

B
s−1/p
p,p (Rn−1)

.

The last estimates are consequences of [Haa06, Theorem 6.2.9 & Corollary 6.5.5], and the identity

(I−∆′)
s−1

2 B
s−1/p
p,p (Rn−1) = B

1−1/p
p,p (Rn−1).

Applying [Gau24a, Theorem 4.7] again, we obtain the following maximal regularity estimate

‖v‖
L∞(R+,B

s−1/p
p,p (Rn−1))

.p,s,n ‖(∂tv, (I−∆′)
1
2 v)‖Ḣs−1,p(R+,Lp(Rn−1)) .p,s,n‖F‖Ḣs−1,p(R+,Lp(Rn−1))

+ ‖v(0)‖
B

s−1/p
p,p (Rn−1)

,

and v ∈ C0
0(R+,B

s−1/p
p,p (Rn−1)). �

Corollary 4.17 Let p ∈ (1,+∞), s ∈ [1, 1 + 1/p). For all u ∈ Hs,p(Ω),

‖Tφu‖L∞(R+,Ḃ
s−1/p
p,p (Rn−1))

.p,s,n,∂Ω ‖Tφu‖K̇s,p(Rn
+).

Proof. — By Lemma 4.16,

Tφu ∈ C0
0(R+,B

s−1/p
p,p (Rn−1)) ⊂ C0

0(R+, Ḃ
s−1/p
p,p (Rn−1)).

As in the proof of Lemma 4.16, for v(t, x′) := Tφu(x′, t), x′ ∈ Rn−1 and t > 0, we have

f := ∂tv + (−∆′)
1
2 v ∈ Hs−1,p(R+,L

p(Rn−1)) ⊂ Ḣs−1,p(R+,L
p(Rn−1)),

and v(0, ·) = [Tφu]|∂Rn
+

= Sφ[u|∂Ω
] ∈ Bs−1/p

p,p (Rn−1) ⊂ Ḃs−1/p
p,p (Rn−1).

Therefore, by [Gau24a, Theorem 4.7], since the operator (−∆′)
1
2 on Lp(Rn−1) has a homogeneous

domain Dp( ˚(−∆′)
1
2
) = Ḣ1,p(Rn−1), we have the following maximal regularity estimate

‖v‖
L∞(R+,Ḃ

s−1/p
p,p (Rn−1))

.p,s,n ‖(∂tv, (−∆′)
1
2 v)‖Ḣs−1,p(R+,Lp(Rn−1)) ∼p,s,n ‖v‖K̇s,p(Rn

+),

as desired. �
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4.3 The trace theorem and related results

We state and prove the trace theorem. We mention for the reader that the definition of the trace
operator was given above, see Definition 4.14.

Theorem 4.18 Let p, q ∈ [1,+∞], p < +∞, s ∈ (1/p, 1 + 1/p). The following statements are true:

(i) provided 1 < p < +∞, for all u ∈ Ḣs,p(Ω), we have u|∂Ω
∈ Ḃ

s− 1
p

p,p (∂Ω) with the estimate

‖u|∂Ω
‖

Ḃ
s− 1

p
p,p (∂Ω)

.p,s,n,∂Ω ‖u‖Ḣs,p(Ω);

(ii) for all u ∈ Ḃs
p,q(Ω), we have u|∂Ω

∈ Ḃ
s− 1

p
p,q (∂Ω) with the estimate

‖u|∂Ω
‖

Ḃ
s− 1

p
p,q (∂Ω)

.p,s,n,∂Ω ‖u‖Ḃs
p,q(Ω);

(iii) for all u ∈ Ḃs,0
∞,q(Ω), we have u|∂Ω

∈ Ḃs,0
∞,q(∂Ω) with the estimate

‖u|∂Ω
‖Ḃs

∞,q(∂Ω) .p,s,n,∂Ω ‖u‖Ḃs
∞,q(Ω);

(iv) provided k ∈ J0, 1K, for all u ∈ Ḃ
k+ 1

p

p,1 (Ω), we have u|∂Ω
∈ Ẇk,p(∂Ω) with the estimate

‖u|∂Ω
‖Ẇk,p(∂Ω) .p,n,∂Ω ‖u‖

Ḃ
k+ 1

p
p,1 (Ω)

.

(v) provided k ∈ J0, 1K, for all u ∈ Ẇk+1,1(Ω), we have u|∂Ω
∈ Ẇk,1(∂Ω) with the estimate

‖u|∂Ω
‖Ẇk,1(∂Ω) .n,∂Ω ‖u‖Ẇk+1,1(Ω).

Moreover, when p = +∞, the estimates in (ii) and (iv) remain true while it is not clear that Sφ[u|∂Ω
]

belongs to S′
h(Rn−1).

Proof. — Step 1: homogeneous Sobolev spaces with 1 < p < +∞.
Let u ∈ Hs,p(Ω). We assume first that s ∈ ( 1

p , 1]. By Proposition 3.5, we have Tφu ∈ Hs,p(Rn
+).

The standard trace theorem with homogeneous estimates [Gau24b, Theorem 4.3]10 yields that,

xn 7→ Tφu(·, xn) ∈ C0
b(R+, Ḃ

s−1/p
p,p (Rn−1)),

with the estimates

‖Tφu(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)
.s,p,n ‖Tφu‖Ḣs,p(Rn

+) .s,p,n ‖u‖Ḣs,p(Ω).

Now, we consider u ∈ Hs,p(Ω), with s ∈ [1, 1 + 1/p), it follows from the successive use of
Lemma 4.11 and Corollary 4.17, that,

‖Tφu(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)
.s,p,n ‖Tφu‖K̇s,p(Rn

+) .s,p,n,∂Ω ‖u‖Ḣs,p(Ω).

We want to relax the estimate for all u ∈ Ḣs,p(Ω). We cannot conclude directly with a density
argument, since the involved spaces are not necessarily complete.

Let 1/p < s < 1 + 1/p, u ∈ Ḣs,p(Ω). We consider U ∈ Ḣs,p(Rn) such that U|Ω
= u, we also do

have U|∂Ω
= u|∂Ω

. We set U+ := [I − Ṡ0]U , and U− := Ṡ0U , UN,− := [Ṡ0 − Ṡ−N ]U . we have for all
N ∈ N,

U−,N , U− ∈ C1
0(Rn) and U−,N , U+ ∈ Hs,p(Rn),

with the property

‖U− − U−,N‖L∞(Rn) −−−−−→
N→+∞

0.

10which is just Proposition 4.13 to which was applied a dilation argument.
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In particular, for all N ∈ N,

TφU−,N , TφU− ∈ C0,1
0 (Rn), and TφU−,N , TφU+ ∈ Hs,p(Rn),

TφU−,N (·, 0), TφU−(·, 0) ∈ C0,1
0 (Rn−1), and TφU−,N(·, 0), TφU+(·, 0) ∈ Bs−1/p

p,p (Rn−1),

with the property

‖TφU−(·, 0)− TφU−,N (·, 0)‖L∞(Rn−1) −−−−−→
N→+∞

0.

It has to be mentioned that Tφu(·, 0) ∈ S′
h(Rn−1).

Since (TφU−,N(·, 0))N∈N converges everywhere to TφU−(·, 0), by the Fatou Lemma, and the
previous estimates

‖Tφu(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)
= ‖TφU(·, 0)‖

Ḃ
s− 1

p
p,p (Rn−1)

6 lim inf
N→+∞

‖TφU−,N(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)

+ ‖TφU+(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)

.s,p,n,∂Ω ‖U‖Ḣs,p(Rn).

Taking the infimum on all such U yields

‖Tφu(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)
.s,p,n,∂Ω ‖u‖Ḣs,p(Ω).

But for almost every x′ ∈ Rn−1, we recall that

Tφu(x′, 0) = u(x′, 0 + φ(x′)) = Sφ[u|∂Ω
](x′).

Thus, one applies Lemma 4.4:

‖u|∂Ω
‖

Ḃ
s− 1

p
p,p (∂Ω)

.p,s,n,∂Ω ‖Sφ[u|∂Ω
]‖

Ḃ
s− 1

p
p,p (Rn−1)

= ‖Tφu(·, 0)‖
Ḃ

s− 1
p

p,p (Rn−1)
.s,p,n,∂Ω ‖u‖Ḣs,p(Ω).

Hence, we have obtained (i).
Step 2: homogeneous Besov spaces with 1 < p < +∞.

For u ∈ Ḃ
1
p

p,1(Ω), by Lemma 3.38 and [Gau24b, Theorem 4.3], it holds

Tφu ∈ Ḃ
1
p

p,1(Rn
+) ⊂ C0

0(R+,L
p(Rn−1))

with the estimates

‖u|∂Ω
‖Lp(∂Ω) ∼p,n,∂Ω ‖Tφu(·, 0)‖Lp(Rn−1) .p,n,∂Ω ‖Tφu‖

Ḃ
1
p
p,1(Rn

+)
.p,n,∂Ω ‖u‖

Ḃ
1
p
p,1(Ω)

. (4.14)

Now, for u ∈ Ḃ
1+ 1

p

p,1 (Ω), since ∇u ∈ Ḃ
1
p

p,1(Ω), we may use the estimate (4.14),

‖[∇u]|∂Ω
‖Lp(∂Ω) .p,n,∂Ω ‖∇u‖

Ḃ
1
p
p,1(Ω)

.p,n,∂Ω ‖u‖
Ḃ

1+ 1
p

p,1 (Ω)
.

But one may check that

‖u|∂Ω
‖Ẇ1,p(∂Ω) = ‖S−1

φ ∇
′[Sφu|∂Ω

]‖Lp(∂Ω) .p,n,∂Ω ‖[∇u]|∂Ω
‖Lp(∂Ω) .p,n,∂Ω ‖u‖

Ḃ
1+ 1

p
p,1 (Ω)

.

Real interpolation, Theorem 3.33, yields (ii) and (iv) whenever 1 < p < +∞.
Step 3: homogeneous Sobolev and Besov spaces with p = 1.
Let u ∈ S(Rn), one has

‖u|∂Ω
‖L1(∂Ω) .n,∂Ω ‖Tφu(·, 0)‖L1(Rn−1) .n,∂Ω ‖∂xnTφu‖L1(Rn

+) .n,∂Ω ‖u‖Ẇ1,1(Ω),

where we recall that ∂xn and Tφ commute. Similarly,

‖u|∂Ω
‖Ẇ1,1(∂Ω) .n,∂Ω ‖∇

′Tφu(·, 0)‖L1(Rn−1) .n,∂Ω ‖∂xn∇
′Tφu‖L1(Rn

+) .n,∂Ω ‖u‖Ẇ2,1(Ω).

Again, this follows from the fact that ∂xn commutes with Tφ and the multiplication by φ (that does
not depend on xn). Each space involved is complete, therefore (v) holds by density.

For k ∈ J0, 1K, one has Ḃk+1
1,1 (Ω) →֒ Ẇk+1,1(Ω) which yields (iv) when p = 1. Consequently, by

real interpolation, Theorem 3.33, (ii) holds for p = 1.
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Step 4: homogeneous Besov spaces with p = +∞.
Let k = 0, 1, and u ∈ Ḃk

∞,1(Ω), by the definition of function spaces by restriction, one has

u ∈ Ck
b,h(Ω) and then Tφu ∈ C0,k

b (Rn
+). It follows that

‖(∆jTφu(·, 0))j∈Z‖ℓ∞
k

(Z,L∞(Rn−1)) 6 ‖Tφu(·, 0)‖Ẇk,∞(Rn−1) 6 ‖Tφu‖Ẇk,∞(Rn
+)

.n,∂Ω ‖u‖Ẇk,∞(Ω) .n,∂Ω ‖u‖Ḃk
∞,1(Ω).

This yields (iv) when p = +∞.
The map u 7→ (∆jTφu(·, 0))j∈Z is then well-defined and bounded as a linear operator from

Ḃk
∞,1(Ω) to ℓ∞

k (Z,L∞(Rn−1)).

By real interpolation and Lemma 2.14, one obtains for all u ∈ Ḃs
∞,q(Ω) →֒

(
Ḃ0

∞,1(Ω), Ḃ1
∞,1(Ω)

)
s,q

,

s ∈ (0, 1), q ∈ [1,+∞],

‖(∆jTφu(·, 0))j∈Z‖ℓq
s(Z,L∞(Rn−1)) .

∂Ω
p,s,n ‖u‖

(
Ḃ0

∞,1(Ω),Ḃ1
∞,1(Ω)

)
s,q

.∂Ω
p,s,n ‖u‖Ḃs

∞,q(Ω)

We recall that, since s > 0, by Lemma 3.20, Ḃs
∞,q(Ω) = Bs

∞,q(Ω) ∩ S′
h(Rn)|Ω

. Therefore, u|∂Ω
∈

Bs
∞,q(∂Ω) is already well-defined, so the estimate

‖u|∂Ω
‖Ḃs

∞,q(∂Ω) .
∂Ω
p,s,n ‖u‖Ḃs

∞,q(Ω)

holds, even if it is not clear that Sφ[u|∂Ω
] belongs to S′

h(Rn−1). This yields the case p = +∞. In

the case of elements u ∈ Ḃs,0
∞,q(Ω) ⊂ Bs,0

∞,q(Ω) ⊂ C0
0(Ω), one has Sφ[u|∂Ω

] ∈ C0
0(Rn−1) ⊂ S′

h(Rn−1).
Therefore, (iii) holds. �

We state interesting consequences on regularity and integrability properties of traces in the case
of intersection spaces, and we provide the classical identification of function spaces for functions
that vanish on the boundary. The proofs are very similar to the corresponding ones in [Gau24b,
Section 4B] for Ω to be the flat half-space.

Proposition 4.19 Let p, q ∈ [1,+∞], and θ ∈ (0, 1), −1 + 1
p < s0 <

1
p < s1 < 1 + 1

p such that

1

p
= (1− θ)s0 + θs1.

(i) Provided 1 < p < +∞, for all u ∈ Ḣs0,p(Ω) ∩ Ḣs1,p(Ω), we have u|∂Ω
∈ B

s1− 1
p

p,p (∂Ω), with the
estimate

‖u|∂Ω
‖

B
s1− 1

p
p,p (∂Ω)

.s0,s1,p,n,∂Ω ‖u‖
1−θ

Ḣs0,p(Ω)
‖u‖θ

Ḣs1,p(Ω)
+ ‖u‖Ḣs1,p(Ω).

(ii) For all u ∈ Ḃs0
p,q(Ω) ∩ Ḃs1

p,q(Ω), we have u|∂Ω
∈ B

s1− 1
p

p,q (∂Ω), with the estimate

‖u|∂Ω
‖

B
s1− 1

p
p,q (∂Ω)

.s0,s1,p,n,∂Ω ‖u‖
1−θ

Ḃ
s0
p,q(Ω)

‖u‖θ
Ḃ

s1
p,q(Ω)

+ ‖u‖Ḃ
s1
p,q(Ω).

Proof. — We mention the result [Gau24b, Proposition 4.4] for the case Ω = Rn
+, where the proof

only relies on interpolation inequalities and the appropriate trace estimates. Everything has been
made in order to recover the same interpolation inequalities, the result then follows from Theo-
rem 4.18. �

Lemma 4.20 Let pj ∈ (1,+∞), sj ∈ (1/pj, 1 + 1/pj), j ∈ {0, 1}. We have the following canonical
isomorphism of normed spaces

{ u ∈ [Ḣs0,p0 ∩ Ḣs1,p1 ](Ω) |u|∂Ω
= 0 } ≃ [Ḣs0,p0

0 ∩ Ḣs1,p1

0 ](Ω).

The result still holds replacing Ḣsj ,pj by Ḃ
sj
pj ,qj , Ḃ

sj
pj ,∞, Ḃ

sj ,0
∞,qj , Ẇ1,1, C0

0, pj , qj ∈ [1,+∞], j ∈ {0, 1}.
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Proof. — We follow [Gau24b, Lemma 4.8]. Let u ∈ [Ḣs0,p0 ∩ Ḣs1,p1 ](Ω,C) such that u|∂Ω
= 0, then

for all φ ∈ [Ḣ1−sj ,p′
j ∩ S](Rn,Cn), we have

∫

Ω

∇u · φ = −

∫

Ω

u div (φ).

So that introducing the extensions by 0 to Rn, ũ and ∇̃u,
∫

Rn

∇̃u · φ =

∫

Ω

∇u · φ = −

∫

Ω

u div (φ) = −

∫

Rn

ũ div (φ) =
〈
∇ũ, φ

〉
Rn .

Therefore, for all φ ∈ [Ḣ1−sj ,p′
j ∩ S](Rn,Cn),

∫

Rn

∇̃u · φ =
〈
∇ũ, φ

〉
Rn .

Hence ∇̃u = ∇ũ in S′(Rn,Cn). Thus, by Proposition 2.11 and Corollary 3.7, we deduce that
∣∣〈∇ũ, φ

〉
Rn

∣∣ 6 ‖φ‖
Ḣ

1−sj,p′
j (Rn)

‖∇̃u‖Ḣsj −1,pj (Rn)

.∂Ω
pj ,n,sj

‖φ‖
Ḣ

1−sj ,p′
j (Rn)

‖∇u‖Ḣsj−1,pj (Ω)

.∂Ω
pj ,n,sj

‖φ‖
Ḣ

1−sj ,p′
j (Rn)

‖u‖Ḣsj,pj (Ω).

In the case of inhomogeneous function spaces, the proof should conclude here. In order to conclude
the case of homogeneous function spaces, it remains to show, thanks to Proposition 2.11 and Propo-
sition 3.17, that ũ belongs to S′

h(Rn). To do so, we present three different strategies here, so that
the proof for the remaining function spaces can benefit from at least one of them.

If sj < n/pj, for j = 0 or j = 1, then at least one space is complete and there is nothing to
achieve. If sj > n/pj, for j = 0 or j = 1, Sobolev embeddings yield

u ∈ Ḣsj ,pj (Ω) ⊂ Hsj ,pj (Ω) + C0
0(Ω) ⊂ C0

0(Ω).

Since u is continuous up to the boundary with trace 0, it holds that

ũ ∈ C0
0(Rn) ⊂ S′

h(Rn).

Now, it remains to deal with the case where one has sj = n/pj for j = 0 and j = 1. We set
σj := min(1, n/pj) > 1/pj. We do have

u ∈ Ḣn/pj ,pj (Ω) ⊂ Hσj ,pj (Ω) + C0
0(Ω).

We consider (a, b) ∈ Hσj ,pj (Ω) + C0
0(Ω) such that u = a+ b, since u|∂Ω

= 0, by Lemma C.1, we have
the equality

u = PDu = PDa+ PDb.

We do have PDa ∈ Hσj ,pj (Ω), PDb ∈ C0
0(Ω) with

PDa|∂Ω
= PDb|∂Ω

= 0.

Consequently, since σj > 1/pj,

ũ = P̃Da+ P̃Db ∈ H
σj ,pj

0 (Ω) + C0
0,0(Ω) ⊂ S′

h(Rn−1).

The case of Besov spaces and other function spaces follows the same lines. The isomorphism is then
a direct consequence. �

Remark 4.21 We conclude this paper with few remarks.

(i) It has been brought to the attention of the author Jones’ extensions operators [Jon81]. This
extension operator admits global homogeneous estimates for (ε,∞)-domains Ω. Moreover,
those also have the good property of preserving the local character of extended functions, see
[BBHDT21, Theorem 10.2]. Then, in this case, one can reproduce the proof of Proposi-
tion 3.3.
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(ii) In Theorem 4.18, we don’t give any claim about a right bounded inverse. The naive composition
with Poisson’s extension

f 7−→ T−1
φ [(y′, yn) 7→ e−yn(−∆′)1/2

Sφf(y′)]

only yields right bounded inverse for regularity indices 1/p < s 6 1 (1/p < s < 1 in the case
of Besov spaces).

(iii) For a right bounded inverse for regularity indices between 1/p and 1 + 1/p in Theorem 4.18,
personal discussions with Patrick Tolksdorf and Moritz Egert persuaded the author that it
should be possible to adapt Jonsson and Wallin’s extension operator, [JW84, Chapter VII,
Theorem 3] from the boundary from the whole domain, in a way so that it preserves homoge-
neous norms.

(iv) One may also use the same Jonsson and Wallin’s (usual) extension operator to reprove exactly
the same way [Gau23, Theorem A.2], making sense of weak partial traces of differentials
forms, and in this case Rn

+ by Ω a special Lipschitz domain. The result is still far from being
optimal, by the way. For the case of inhomogeneous function spaces on bounded Lipschitz
domains, one may find an optimal statement in [MMS08].
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Appendices

A Dual spaces of some vector-valued sequence spaces

We present basic results on the dual of Lebesgue vector-valued sequence spaces, for which no concise
and adapted statement appears to exist, to the best of the author’s knowledge. The closest reference
in spirit is [Tri83, Chapter 2, Section 11, Proposition, p.177]. Although this is basic and very well-
known among specialists, we provide the explicit result and a proof for a particular case here, arguing
that the remaining ones can be proven as in the last reference.

We recall that M(Rn) = (C0
0(Rn))′ is the space of finite Radon measures over Rn, for which we

haveM(Rn) ∗ L1(Rn) →֒ L1(Rn). We recall that the M(Rn)-norm of µ ∈M(Rn) is

‖µ‖M(Rn) := sup
g∈C0

0(Rn),
‖g‖L∞(Rn)61

∣∣∣∣
∫

Rn

g(x) dµ(x)

∣∣∣∣ .

We have the additional property ‖µ‖M(Rn) = |µ|(Rn).

Lemma A.1 Let p, q ∈ [1,+∞], s ∈ R, the following duality identities hold:

(i) ℓq
s(Z,Lp(Rn)) = (ℓq′

−s(Z,Lp′

(Rn)))′, p, q ∈ (1,+∞];

(ii) ℓ1
s(Z,Lp(Rn)) = (c0

−s(Z,Lp′

(Rn)))′, p ∈ (1,+∞];

(iii) ℓq
s(Z,M(Rn)) = (ℓq′

−s(Z,C0
0(Rn)))′, q ∈ (1,+∞];

(iv) ℓ1
s(Z,M(Rn)) = (c0

−s(Z,C0
0(Rn)))′.
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Proof. — The identity (i) for s = 0 has been proved in [Tri83, Chapter 2, Section 11, Proposi-
tion, p.177]. For each identity, the embedding from the left-hand side to the right-hand side always
holds. This is a direct consequence of Hölder’s inequality. The action is given by the map





ℓq
s(Z,Lp(Rn)) −→ (ℓq′

−s(Z,Lp′

(Rn)))′

(gj)j∈Z 7−→
[
(fj)j∈Z 7−→

∑
j∈Z

∫
Rn fj(x) gj(x) dx

]

and similarly for ℓ1
s(Z,Lp(Rn)) →֒ (c0

−s(Z,Lp′

(Rn))).
In the case of C0

0(Rn) instead of Lp(Rn), Hölder’s inequality is replaced by the duality relation
M(Rn) = (C0

0(Rn))′: the action is given by the map




ℓ1
s(Z,M(Rn)) −→ (c0

−s(Z,C0
0(Rn))′

(µj)j∈Z 7−→
[
(fj)j∈Z 7−→

∑
j∈Z

∫
Rn fj(x) dµj(x)

]

and similarly for ℓq
s(Z,M(Rn)) →֒ (ℓq′

−s(Z,C0
0(Rn)))′.

Now, we focus on the ontoness of the canonical map ℓ1
s(Z,M(Rn)) −→ (c0

−s(Z,C0
0(Rn))′. The

remaining cases admit a similar proof, thanks to the arguments one can find in the proof of [Tri83,
Chapter 2, Section 11, Proposition, p.177].

We set (ej)j∈Z to be the canonical Schauder basis of sequence spaces. For all k ∈ Z, all f ∈
C0

0(Rn), we set ιk(f) := f ⊗ ek ∈ c0
−s(Z,C0

0(Rn)). For all N ∈ N, all f ∈ c0
−s(Z,C0

0(Rn)), we define
the projection πN f :=

∑
−N6j6N fj ⊗ ej .

Let Γ ∈ (c0
−s(Z,C0

0(Rn))′. For all k ∈ Z, we deduce by composition that Γ ◦ ιk ∈ (C0
0(Rn))′ =

M(Rn), we define µk ∈ M(Rn), through the identity

Γ ◦ ιk(ϕ) =:

∫

Rn

ϕ(x) dµk(x), ∀ϕ ∈ C0
0(Rn).

We want to show that µ = (µk)k∈Z ∈ ℓ1
s(Z,M(Rn)). Let ε > 0, by definition of the M(Rn)-norm,

for all k ∈ Z, there exists ψk ∈ C0
0(Rn), |ψk| 6 1, such that11

‖µk‖M(Rn) 6 ε+

∫

Rn

ψk(x) dµk(x).

For all N ∈ N, one has the equality

Γ ◦ πN =
∑

−N6k6N

Γ ◦ ιk.

Therefore,

∑

j∈J−N,NK

2js‖µj‖M(Rn) 6 ε


 ∑

j∈J−N,NK

2js


+

∑

j∈J−N,NK

∫

Rn

(2jsψj(x)) dµj(x)

6 CN,s · ε+ Γ
[
πJ−N,NK(2

jsψj)j∈Z

]

6 CN,s · ε+ ‖Γ‖(c0
−s

(Z,C0
0(Rn)))′‖(ψj)j∈Z‖ℓ∞(Z,L∞(Rn))

6 CN,s · ε+ ‖Γ‖(c0
−s

(Z,C0
0(Rn)))′ .

The last inequality comes from |ψk| 6 1, k ∈ Z. Therefore, as ε tends to 0, we obtain, for all N ∈ N,
the inequality

∑

j∈J−N,NK

2js‖µj‖M(Rn) 6 ‖Γ‖(c0
−s

(Z,C0
0(Rn)))′ .

Thus, as N tends to infinity, it yields (µj)j∈Z ∈ ℓ1
s(Z,M(Rn)) with the estimate

‖(µj)j∈Z‖ℓ1
s(Z,M(Rn)) 6 ‖Γ‖(c0

−s
(Z,C0

0(Rn)))′ . �

11Up to multiply ψk by arg(
∫
ψkdµk)
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B Some additional interpolation results

Here we present a number of results concerning the reiteration property for real interpolation. These
well-known results are stated in a way so that it does not (systematically) require the completeness
of the normed vector spaces involved.

Lemma B.1 (Extremal reiteration property) Let X0 and X1 be two compatible normed vector
spaces. For θ, θ0, θ1 ∈ (0, 1), r, q ∈ [1,+∞], we have with equivalence of norms

((X0,X1)θ0,r,X1)θ,q = (X0,X1)(1−θ)θ0+θ,q and (X0, (X0,X1)θ1,r)θ,q = (X0,X1)θ1θ,q.

Proof. — We prove the identity

(X0, (X0,X1)θ1,r)θ,q = (X0,X1)θ1θ,q,

the other one can be treated with similar arguments.
• The embedding (X0, (X0,X1)θ1,r)θ,q →֒ (X0,X1)θ1θ,q follows from the first arguments in the

proof of [BL76, Theorem 3.5.3].
• For the reverse embedding (X0,X1)θ1θ,q →֒ (X0, (X0,X1)θ1,r)θ,q, it suffices to focus on the case

r = 1.
For u ∈ X0 +X1, the Holmstedt estimate for the K-functional is given in [BL76, Corollary 3.6.2],

and is stated as

K(t, u,X0,Xθ1,1) ∼θ1 t

∫ +∞

t1/θ1

τ−θ1K(τ, u,X0,X1)
dτ

τ
, t > 0,

where Xθ1,1 := (X0,X1)θ1,1. We can multiply by t−θ and take the Lq
∗-norm to obtain,

‖u‖(X0,Xθ1,1)θ,q
∼θ1

(∫ +∞

0

(
t1−θ

∫ +∞

t1/θ1

τ−θ1K(τ, u,X0,X1)
dτ

τ

)q
dt

t

) 1
q

∼θ1

(∫ +∞

0

(
t(1−θ)θ1

∫ +∞

t

τ−θ1K(τ, u,X0,X1)
dτ

τ

)q
dt

t

) 1
q

.

The last line is obtained by means of the change of variables t 7→ tθ1 . Hardy’s inequality [Haa06,
Lemma 6.2.6] implies

‖u‖(X0,Xθ1,1)θ,q
.θ1 ‖u‖(X0,X1)θθ1,q

.

We have a similar proof if q = +∞. �

Thanks to the previous Lemma, one can relax the completeness assumptions in the first Wolff’s
reiteration Theorem [Wol82, Theorem 1], by a close inspection of the proof.

Lemma B.2 (Wolff’s reiteration theorem for real interpolation) Let X1, X2, X3 and X4 be
four compatible normed vector spaces. Let λ, µ ∈ (0, 1), and q, r ∈ [1,+∞], we assume

(X1,X3)λ,r = X2 and (X2,X4)µ,q = X3.

Then, for θ2 = λµ
1−µ+µλ and θ3 = λ

1−µ+µλ ,

(i) if X2 is a complete space, and X1 ∩X4 ⊂ X2 ∩X3, then

(X1,X4)θ2,1 →֒ X2;

(ii) if X3 is a complete space, and X1 ∩X4 ⊂ X2 ∩X3, then

(X1,X4)θ3,1 →֒ X3;

(iii) if X1 and (X1 + X2) ∩X4 equipped with their natural norms are complete spaces, then

X2 →֒ (X1,X4)θ2,∞;
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(iv) if X1 and (X1 + X3) ∩X4 equipped with their natural norms are complete spaces, then

X3 →֒ (X1,X4)θ3,∞.

In particular,

(X1,X4)θ3,q = X3, under the assumptions in (i) and (iii);

(X1,X4)θ2,r = X2, under the assumptions in (ii) and (iv).

In particular, we can also derive the following lemmas.

Lemma B.3 Let X1, X2, X3 and X4 be four compatible normed vector spaces. Let λ, µ ∈ (0, 1),
and q, r ∈ [1,+∞], we assume

(X1,X3)λ,r →֒ X2 and (X2,X4)µ,q →֒ X3.

For θ2 = λµ
1−µ+µλ , if X2 is a complete space, and X1 ∩X4 ⊂ X2 ∩X3, then

(X1,X4)θ2,1 →֒ X2.

One has a similar result for X3.

Lemma B.4 Let X1, X2, X3 and X4 be four compatible normed vector spaces. Let λ, µ ∈ (0, 1),
and q, r ∈ [1,+∞], we assume

X2 →֒ (X1,X3)λ,r and X3 →֒ (X2,X4)µ,q.

For θ2 = λµ
1−µ+µλ , if X1 and (X1 + X2) ∩X4 endowed with their natural norms are complete spaces,

then

X2 →֒ (X1,X4)θ2,∞.

One has a similar result for X3.

C A projection operator on the kernel of the trace operator

in inhomogeneous function spaces

Lemma C.1 Let χ ∈ C∞
c (R), satisfying 0 6 χ 6 1, such that supp χ ⊂ [−1, 1] and χ(0) = 1. We

introduce

Pχ : f 7−→

[
(x′, xn) 7→ χ(xn)e−xn(−∆′)

1
2 f(x′)

]
.

The linear operator, given formally by

PD = I− T−1
φ PχSφ([·]|∂Ω

),

is a linear projection such that it maps boundedly

(i) Hs,p(Ω) into itself, 1/p < s 6 1, 1 < p < +∞;

(ii) Bs
p,q(Ω) into itself, 1/p < s < 1, 1 6 p, q 6 +∞;

(iii) C0
0(Ω) into itself.

For all measurable function u in any of the spaces above, it satisfies

[PDu]|∂Ω
= 0.

Moreover, for B ∈ {Bs
p,∞,B

s,0
∞,q}, we have PDB(Ω) ⊂ B(Ω).

Proof. — Up to conjugate PD by Tφ, one can assume, without loss of generality, that Ω = Rn
+.

By the trace theorem, [BL76, Theorem 6.6.1], it suffices to show that Pχ maps boundedly

B
s−1/p
p,p (Rn−1) to Hs,p(Rn

+), B
s−1/p
p,q (Rn−1) to Bs

p,q(Rn
+) and C0

0(Rn−1) to C0
0(Rn

+), provided s ∈ (0, 1].
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Step 1: Let 1 6 p < +∞. Let f ∈ B
− 1

p
p,p (Rn−1) = Lp(Rn−1) + Ḃ

− 1
p

p,p (Rn−1). We write f = a+ b,

with (a, b) ∈ Lp(Rn−1)× Ḃ
− 1

p
p,p (Rn−1). It holds that

‖Pχf‖Lp(Rn
+) =

(∫ +∞

0

‖χ(xn)e−xn(−∆′)
1
2 f‖p

Lp(Rn−1) dxn

) 1
p

=

(∫ +∞

0

(
t

1
p ‖χ(t)e−t(−∆′)

1
2 f‖Lp(Rn−1)

)p
dt

t

) 1
p

6

(∫ 1

0

‖e−t(−∆′)
1
2 a‖p

Lp(Rn−1)dt

) 1
p

+

(∫ +∞

0

(
t

1
p ‖e−t(−∆′)

1
2 b‖Lp(Rn−1)

)p
dt

t

) 1
p

.p,n ‖a‖Lp(Rn−1) + ‖b‖
Ḃ

− 1
p

p,p (Rn−1)
.

The last inequality is a consequence of [Gau24b, Lemma B.1]. Taking the infimum on all such pairs
(a, b) yields

‖Pχf‖Lp(Rn
+) .p,n ‖f‖

B
− 1

p
p,p (Rn−1)

. (C.1)

Now, for f ∈W1,p(Rn
+), by the Leibniz rule, one can proceed as before to obtain

‖∇Pχf‖Lp(Rn
+) =

(∫ +∞

0

‖∇[χ(xn)e−xn(−∆′)
1
2 f ]‖p

Lp(Rn−1) dxn

) 1
p

6

(∫ +∞

0

‖e−t(−∆′)
1
2∇′f‖p

Lp(Rn−1) dt

) 1
p

+

(∫ 1

0

‖χ′(t)e−t(−∆′)
1
2 f‖p

Lp(Rn−1) dt

) 1
p

+

(∫ +∞

0

‖(−∆′)
1
2 e−t(−∆′)

1
2 f‖p

Lp(Rn−1) dt

) 1
p

.p,n,χ ‖f‖Lp(Rn−1) + ‖∇′f‖
Ḃ

− 1
p

p,p (Rn−1)
+ ‖(−∆′)

1
2 f‖

Ḃ
− 1

p
p,p (Rn−1)

.p,n,χ ‖f‖
B

1− 1
p

p,p (Rn−1)
.

Since B
1− 1

p
p,p (Rn−1) →֒ B

− 1
p

p,p (Rn−1), one can take the sum with (C.1) giving

‖Pχf‖W1,p(Rn
+) .p,n ‖f‖

B
− 1

p
p,p (Rn−1)

. (C.2)

When 1 < p < +∞, complex interpolation between (C.1) and (C.2), yields the boundedness of

Pχ : Bs−1/p
p,p (Rn−1) −→ Hs,p(Rn

+), 0 6 s 6 1, 1 < p < +∞.

In particular, PD is well-defined and bounded on Hs,p(Ω), for 1/p < s 6 1, 1 < p < +∞.
One proceeds the same way when 1 6 p < +∞: real interpolation between (C.1) and (C.2) yields

the boundedness of

Pχ : Bs−1/p
p,q (Rn−1) −→ Bs

p,q(Rn
+), 0 < s < 1, 1 6 p < +∞, 1 6 q 6 +∞.

In particular, PD is well-defined and bounded on Bs
p,q(Rn

+), for 1/p < s < 1, 1 < p < +∞,
q ∈ [1,+∞].

Step 2: The case p = +∞. Let f ∈ C0
b(Rn−1), then, by the mapping properties of the con-

volution L1(Rn−1) ∗ C0
b(Rn−1) →֒ C0

b(Rn−1) and by the Dominated Convergence Theorem, one has
Pχf ∈ C0

b(Rn
+) with the estimate

‖Pχf‖L∞(Rn
+) 6 ‖f‖L∞(Rn

+). (C.3)

Additionally, if f ∈ C0
0(Rn−1), one also has Pχf ∈ C0

0(Rn
+) which gives (iii).
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Now, if f ∈ B1
∞,1(Rn−1) ⊂W1,∞(Rn−1) ⊂ Cb(Rn−1),

‖∇Pχf‖L∞(Rn
+) 6 ‖χ

′‖L∞([0,1])‖f‖L∞(Rn−1) + ‖∇′f‖L∞(Rn−1) + ‖(−∆′)
1
2 f‖L∞(Rn−1)

.n,χ ‖f‖B1
∞,1(Rn−1). (C.4)

One can sum up (C.3) and (C.4) to deduce,

‖Pχf‖W1,∞(Rn
+) .n,χ ‖f‖B1

∞,1(Rn−1). (C.5)

Now, we perform real interpolation between (C.3) and (C.5), which yields, for all 0 < s < 1, all
q ∈ [1,+∞], and all f ∈ Bs

∞,q(Rn
+),

‖Pχf‖Bs
∞,q(Rn

+) .n,χ ‖f‖Bs
∞,q(Rn−1).

Furthermore, if f ∈ Bs,0
∞,q(Rn−1) ⊂ C0

0(Rn−1), then one can check Pχf ∈ Bs,0
∞,q(Rn

+), completing the
proof. �
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