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Abstract  

The trend to call a code any correspondence between molecular entities requires clarification. 
Taking as a basis the reference biological code, the genetic code, we argue that codes are 

defined by the existence of adaptors that recognize separately symbols, also termed codewords, 

and objects to be encoded. The genetic code actually involves two nested adaptors: the enzymes 

aminoacyl-tRNA synthetases bridge amino acids and tRNAs into aminoacyl-tRNAs, which in 

turn bridge codons and amino acids, thus defining the genetic code. Natural and synthetic 

variants demonstrate that today the genetic code is arbitrary. In contrast, the correspondence 

between codons and anticodons is a mere physicochemical pairing rule. Among proposed 

molecular codes (sequence codes, the histone code, the transcriptional regulatory code) few if 

any qualify as a code. Calling codes simple pairing rules, contingency tables, or puzzles is 

misleading. Faced to a potential code, the agenda is to investigate whether coevolved adaptors 

establishing an arbitrary correspondence between objects and codewords can be evidenced. 

 

 

 

 

Introduction  

 

Since the discovery of the genetic code in the 60's [1-4], a series of papers have introduced other codes 

in a genomic context: sequence codes [5, 6], nucleosome codes [7, 8], or a splicing code [9-12]. These 

codes are claimed to encode in genomic sequences more than protein sequences. Other proposed codes 

include histone codes [13-17], transcriptional regulatory codes [18-21], epigenetic codes [22-24], 

chromatin codes [19, 25-27] and several other ones. For these codes, codewords (the entities encoding 

the biological objects of interest) are post-transcriptional modifications of histones and transcription 

factors (TFs). This profusion has led to a questioning, if not a confusion, about what a biological code 

is. Are the associated mappings all codes, or just rules, e.g. pairing rules? Is the use of the word ‘code’ 

a mere metaphor or does it involve a meaningful analogy with the notion of code in either semiotics or 

information theory? 

 

In the plain language, the word has several meanings. The word originates from the latin codex, a book 

as opposed to a papyrus or parchment roll, typically used to gather a set of laws. This use of the word 

is still encountered today in law for instance as a penal code or a highway code. We also speak of a 

computer code (by which the computer is ascribed to make a computation), of a zip code (designating 

a label), of the Morse code (a conventional representation of a spoken message devised for easy 

communication by telegraphy), or of the once popular Da Vinci code (subtending the idea of a cryptic 

knowledge to be unraveled). The use of the term in biological literature [28] may allude to any of 

these meanings. The word code is currently used in journals or article titles to attract attention without 

any reference to the notion of code that has been developed in semiotics and information theory. It is 
often used to designate just a rule or even a puzzle. 

 

In order to clarify the notion of biological code, I will first show that the universally accepted one, the 



genetic code, is indeed a code according to semiotics, while this is not necessarily the case for tables 

of correspondence or association rules between two sets of molecular objects. Within this framework, 

I will review the wealth of molecular codes encountered in the literature and show that this attractive 

designation is often inappropriate, and can therefore be misleading as to the real nature of the 

underlying biological processes. 

I will restrict this study to molecular codes without entering the realm of codes in neuroscience, 

namely neural codes, retinal codes, or odor codes [29-32], which encode input signals in the features 

of neuronal spike trains (the codewords) rather than in molecular entities. 
 
 

A set of binary relationships can be termed a code when mediated by an adaptor 

 

In semiotics, a code is defined by i) a discrete set of objects (the signified) to be encoded, ii) a set of 

symbols, termed the signifiers or simply the codewords and iii) the conventional mapping according to 

which codewords represent objects. In a code, distinct mappings can be imagined without any 

particular one being imposed by the laws of nature. Semiotics explicitly underlines that the choice of 

one mapping among the possible ones endows the code with a semantic content. These basic 

conceptual developments date back to Peirce, considering a code as the triplet of a sign, and object and 

an interpretant [33]. In a biological context, these notions have been adapted into biosemiotics, 

emphasizing the role of organic codes in establishing conventional rules between different worlds [34-

37]. This notion of code meets that of gratuity introduced by Monod [38] as an essential feature of 

many relationships within living systems, the two exemplary instances being the genetic code and 

allosteric enzymes [39-41].  

 

Following the terminology introduced by Crick [42] for aminoacyl-tRNAs (see below), I propose to 

call adaptor a macromolecule capable of recognizing both the codeword and the encoded object at two 
different sites (Fig. 1A). By its very existence, the adaptor bridges two molecular pathways or entities, 

circumventing the need of direct physical, chemical or stereochemical interactions between them. A 

code is therefore arbitrary in that the design of adaptors is a product of molecular coevolution. 

 

A major consequence of code arbitrariness is that the mapping between the codewords and the 

encoded objects can be modified a posteriori by modifying the adaptor (Fig. 1B, C). We cannot say 

that we have a code if a change in the laws of physics is required to change the mapping. For instance, 

it is tempting to say that the atomic number Z of an element encodes its chemical properties. But all 

the features of the element can be (in principle) predicted from the laws of quantum chemistry from 

the knowledge of Z, with no way to be tuned. The mapping can be summarized in an efficient way (the 

Mendeleev periodic classification) but it is not a code. Similarly, despite their central role in the 

replication and expression of genetic information, Watson-Crick pairing rules between the nucleotides 

composing each single strand of DNA (i.e. adenine A pairs with thymine T and guanine G pairs with 

cytosine C) are not codes since they follow from physicochemical laws in a computable way. Another 

example illustrating the evolvability of a true code, as prescribed by an adaptor (Fig. 1B, C), is given 
by labels and barcodes. The barcode is a mediator allowing changing the price of an object without 

manipulating it. This structure, where the label on the object indicates the barcode is to be contrasted 

to the case where the label indicates directly the price. The latter is not a code, whereas the barcode 
indeed deserves to be termed a code.  

 



 

 
Figure 1 --- General scheme of a code: the notion of adaptor. 

A code is defined as a conventional correspondence between a set of objects and another set of entities, 

termed symbols or more generally codewords. (A) The arbitrariness of the code lies in the independence 

of the codewords from the objects to be encoded. The correspondence is established by means of an 

adaptor recognizing both the object and the codeword at different sites (respectively blue and red); in this 

respect the adaptor is an allosteric entity. Evolving the adaptor allows (B) accommodating a change in 

the object without modifying the codeword, or (C) establishing variants of the code, where objects are 

encoded with other codewords. 

 

 

 

The genetic code provides a rich reference case 

 

In a biological context, the genetic code is emblematic of what a code is. Its discovery began with the 

experimental unraveling of an association between each of the 20 amino acids encountered in natural 

proteins and one or several 3-nucleotide sequences termed codons. This association is now called the 
codon table [4]. In the fifties, most scientists were assuming direct recognition and docking of amino 

acids onto the messenger RNA template [43, 44]. The first step towards demonstrating the existence of 
a code was the proposition by Crick et al. that an intermediary entity, and not the amino acid, fitted 

onto the nucleotidic template [45]. They envisioned a code in which constraints of unambiguity of the 

reading frame would have reduced the number of acceptable codons to exactly 20. Despite this 

remarkable numerical coincidence, experiments lead to reject their hypothesis: 61 among the 64 

codons are actually associated with an amino acid (the three remaining ones are stop codons). 

However, Crick followed up on the vision of an adaptor, making possible to escape a direct and 

obligatory physicochemical interaction between the codon and the amino acid. He proposed that each 

amino acid is first attached to its own specific piece of nucleic acid (now known as transfer RNA, 

tRNA), in an enzyme-catalyzed reaction [42]. The adaptor hypothesis was rapidly validated 

experimentally [46]. 

 

With respect to the definition of a code, amino acids are the objects and codons are the codewords. In 

addition, the genetic code has two combinatorial aspects, since i) codons are 3-letter words constructed 

from an alphabet composed of the four nucleotides A, U, G, C (uracil U replacing thymine T in 

RNAs) and ii) these words are then assembled into a linear messenger RNA (mRNA). The genetic 

code is degenerate: most amino acids are associated with several codons, up to six for serine, leucine 

and arginine. Very rare cases of ambiguous decoding are known [47] e.g. ambiguity between serine 

and leucine in some Candida species [48, 49]. The degeneracy of the genetic code can be described 

quantitatively in the framework of information theory [50]. 

 

 

 

 
Figure 2 --- The genetic code and its adaptor: aminoacyl-tRNA. 

The figure sketches the molecular parts involved in the correspondence between a codon (in blue, 

embedded into a messenger RNA) and the cognate amino acid (in magenta). The adaptor defining the 

genetic code and ensuring its arbitrariness and evolvability is an aminoacyl-tRNA, namely a transfer 

RNA reversibly charged at the acceptor end (in green) with an amino acid (ester linkage with an hydroxyl 

group of the terminal adenosine) and embedding an anticodon (in red). The recognition and pairing 

between the codon and the anticodon are fully determined by physical and stereochemical rules. They are 

possibly tuned by tRNA editing, e.g. modification of the first nucleoside in the anticodon or chemical 

modifications distorting the anticodon loop conformation. The bare tRNA is first charged with the amino 

acid, by means of the catalytic action of a dedicated aminoacyl-tRNA synthetase (see Fig. 3), then both 

the association of aminoacyl-tRNAs with the mRNA template and the assembly of successive amino acids 

into a polypeptide chain take place within the ribosome 

 

 
 

Codon-anticodon pairing obeys physical necessity but can be modulated by tRNA editing 



 

The recognition of a codon by a tRNA is based on the presence, in the tRNA sequence, of a 

corresponding nucleotidic triplet termed the ‘anticodon’ (Fig. 2). Codon/anticodon pairing is not a 

code: it follows from a physicochemical interaction that can in principle be predicted ab initio given 

the codon and tRNA anticodon loop molecular structure. The degeneracy with which a single 

aminoacyl-tRNA recognized several codons is often explained by the presence in the anticodon, at the 

first position, of a modified nucleoside, inosine, able to pair with either U, A or C in the third position 

in the codon, what has been termed the wobble interaction [3, 51]. This is an instance of tRNA editing, 

that is, post-transcriptional modification of the tRNA [52-54]. Anticodon loop and stem shape the 

anticodon conformation which in turn affects codon recognition and thus the reliability and  efficiency 

of translation [55, 56]. 

 

Nature today achieves the bridge between amino acids and codons in two steps: a symbolic association 

between amino acids and anticodons mediated by aminoacyl-tRNAs [57] (Crick’s adaptors) and a 

physical pairing between codons and anticodons (Fig. 2). The genetic code thus comprises both an 

arbitrary part and part entirely ruled by physical laws. Overall, there is no direct and obligatory (i.e. 

physical, chemical or stereochemical) relationship between codons and amino acids: the 

correspondence is indeed a code. 

The genetic code relies on the nested action of two adaptors 
 

The specific aminoacylation of tRNAs relies on assignment enzymes, the aminoacyl-tRNA synthetases 
(aaRSs) [40, 41, 58]. It constitutes a second code nested in the genetic code: the acceptor code [58-

60], bridging bare tRNAs and their cognate amino acids into aminoacyl-tRNAs [57]. An aaRS is 

uniquely associated with an amino acid [61]. Like codon-anticodon pairing, the relationship between 

aaRS and the cognate amino acid is a binding rule. Arbitrariness of the acceptor code lies in the 

contingent presence within a unique entity, aaRS, of the amino-acid recognition site and the tRNA 

recognition site (Fig. 3). 

Recognition of tRNAs by aaRSs involves the tRNA acceptor stem and possibly the anticodon loop 

(Fig. 3). The mechanism has been dissected using truncated parts of tRNA excluding the anticodon 

[60]. aaRSs are divided into two classes, according to the attachment site (hydroxyl group) of the 

amino acid to the terminal adenosine of tRNAs, and exhibiting very different features. These two 

classes may correspond to two different evolutionary origins [47]. 

Synthetases of class I, represented by Ala-RS (alanyl tRNA synthetase), are composed of one or two 

subunits and recognize only the acceptor stem [60, 62]. For the alanine system, the rate of charging 

tRNA is the rate of charging the acceptor stem, proving the absence of any contribution of the 

anticodon loop (Fig. 3A); cross-linking experiments demonstrate that there is no contact between the 

aaRS and the anticodon loop. Transfer of the Ala-tRNA determinant, namely the base pair G3-U70 in 

the acceptor stem, to other tRNAs confers alanine acceptance on them [58, 63, 64]. 

Synthetases of class II, represented by Gln-RS (glutaminyl tRNA synthetase), are composed of two or 

four subunits and recognize both anticodon loop and the acceptor stem [60, 65]. In the glutamine 

system, recognition of the bare tRNA by Gln-RS involves both anticodon loop and acceptor stem (Fig. 
3B), and the rate of charging tRNA is five orders of magnitude larger than the rate of charging the 

truncated acceptor stem [60, 65]. 

 

Recognition or aminoacylation sites and template-reading anticodon loop are spatially segregated both 

along the tRNA sequence and in the 3-dimensional L-shaped tRNA conformation. The two tRNA 

domains interact with different parts of the ribosome [60]. These two facts support an evolutionary 

design of tRNA involving two domains of different origins. Their co-occurrence in a single entity has 

no necessity; it is presumably a product of molecular evolution. 

 

AaRSs embed amino acid recognition and adenylation site, RNA recognition sites, and a non-specific 
active site recognizing tRNA acceptor end (a 4-nucleotide sequence NCCA) and catalyzing ester 

linkage of the amino acid on the terminal adenosine. All tRNAs embed the anticodon, identity 

determinants in the acceptor stem and possibly in the anticodon loop, and a non-specific acceptor site 



in its 3' end. The arbitrariness of the genetic code comes from this coexistence of functionally different 

domains within each adaptor: the nature and characteristics of this code comes from the very existence 

of aaRSs and tRNAs, as they are.  

 

 

Modifications of the adaptors allows the evolution or artificial design of code variants 

 
Various alternative or expanded associations between codons and amino acids have been observed e.g. 

in mitochondria [66] or Candida species [48]. These natural variants follow from tRNA editing 

changing the codon-anticodon pairing rule [52, 67], from a modification of tRNA acceptor stem 

letting it be charged by another aaRS [64], or from the evolution of an aminoacyl-tRNA targeting a 

stop codon and standard or non-standard amino acids (selenosysteine and pyrrolysine) [4, 49, 55]. The 

presence of code variants supports the conventional nature and coevolutionary (sensu Darwin) origin 

of the genetic code adaptors [68]. The demonstration has been completed by the artificial design of 

code variants, allowed by a dedicated modification of the adaptors [69]. Synthetic code variants are 

achieved by modifying an aaRS so that it binds another or a modified amino acid [70], or by 

modifying tRNA anticodon or tRNA recognition sites for aaRS by site-directed mutagenesis. They are 

used to probe the structure and function of existing proteins or to devise novel proteins, e.g. for 

therapeutic purposes [69]. They testify that we have properly understood the code determinants and its 

flexible adaptors. 
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Figure 3 --- tRNA aminoacylation: the acceptor code   

The figure sketches the process by which bare tRNAs are charged with their cognate amino acid to form 

aminoacyl-tRNAs establishing the genetic code by their very existence (see Fig. 2). The anticodon loop 

(in red) and acceptor stem (in green) are functionally and spatially segregated in the 3-dimensional L-

shaped tRNA structure. The correspondence between anticodons and amino acids is actually a code, the 

acceptor code, whose adaptors are enzymes, aminoacyl-tRNA synthetases (aaRSs). Each enzyme 

recognizes and binds specifically a single amino acid (magenta arrow). As such, there are 20 different 

aaRSs, belonging to two classes. Two cases are encountered. (A) tRNA recognition by the aaRS relies 

entirely on determinants in the acceptor stem (black arrow). It does not involve the anticodon loop 

(actually the aaRS does not overlap the anticodon loop). This is the case of e.g. the alanine system (class 

I aaRS). (B) the aaRS recognizes specifically tRNA determinants in both the acceptor stem and the 

anticodon loop (black arrows). This is the case of e.g. the glutamine system (class II aaRS).Then (A, B) 

aaRS recognizes the universal acceptor end NCCA where N is any nucleotide (see Fig. 1), and catalyzes 

the ester linkage of the amino acid with an hydroxyl group of the tRNA terminal adenosine (cyan arrow). 



All recognition and binding processes follow from physical, chemical or stereochemical necessity. The 

definition and arbitrariness of the acceptor code lies in the very existence of aaRS and its dual 

recognition, at distant sites, of the amino acid and the tRNA determinants. The genetic code thus relies on 

two nested adaptors: aaRS then aminoacyl-tRNA. (For visual clarity, the dimensions do not match 

reality: the aaRS, composed of hundreds of residues, is far larger than the amino acid, which is itself 

smaller than the anticodon). 

 

 

Code origin and optimality are distinct from its symbolic nature 

 

Exploring the origin of the genetic code and the evolutionary path, if any, towards the present situation 

is another issue [71, 72]. Neither the hypothesis of a primeval stereochemical bias in the relation 

between codons and amino acids [47, 68] nor the possibility of an evolved optimization [41, 49, 73, 

74] question the current arbitrariness of the code [40]. Today, the association between codon and 

amino acids is solely ruled by the existence of aminoacyl-tRNAs. In the linguistic metaphor, the fact 

that a word etymologically originates in an onomatopoeia does not negate that it is today used 

conventionally within a symbolic language. Once the adaptors have been devised, the correspondence 

between codewords and objects is mediated in a gratuitous way, and does not depend on any direct 
interaction or affinity between them. Modifications of the adaptors yield variants of the code.  

 

 

The notion of adaptor relates with those of allostery and signal transduction 

 

A code relates to the notion of allostery insofar as adaptors embed two spatially and functionally 

segregated domains. They result from the evolved association of these domains within a single entity 

[39]. Allosteric causality thus goes far beyond what could be generically obtained from physical, 

chemical and stereochemical necessity. It embeds evolution within molecular processes. Allosteric 

enzymes with segregated effector and catalytic domains, hormonal responses or transduction pathways 

are codes, though trivial ones, with one object and one codeword. However, they present the required 

coevolved arbitrariness to speak of a code. 

 

 

Sequence codes typesetting the genome are only physical rules and statistical associations 

 

We can now discuss the relevance of calling codes various mappings between genomic sequences and 

biological entities or events, beyond the genetic code. Discussion is summarized in Table I, in annex. 

 

Protein-DNA recognition should not be termed a code [6, 75] since it is entirely prescribed by DNA 

binding energy landscapes (one landscape along DNA for each protein). It can be (at least in principle) 

computed ab initio [76]. The mapping between proteins and their genomic binding sites is a nicely 

summarized set of physical, chemical and stereochemical rules, but it is not a code for the cell. 

 

The nucleosome code describes how the bendability of the DNA molecule and ensuing nucleosome 

positioning are determined by the genomic sequence (basically due to the strength of A-T versus G-C 
pairings) [7, 8]. This correspondence is fully determined by the laws of physics and can be computed 

ab initio [5, 6, 76]. Recent genomic sequence analyses suggest that nucleosome positioning is also 

ensured by nucleosome exclusion motifs [77, 78]. In any case, there is no way to modify the 

correspondence as long as the laws of physics do not change. The positioning/excluding genomic 

sequences cannot be called a genomic code, but rather a rule, for nucleosome positioning. Neither do 

they "code for" the chromatin structure [6, 76, 78-80] since there is no arbitrariness in this 

relationship: chromatin structure imprinting in the genomic sequence is not a biological code. It is 

only a practical shortcut allowing us to predict chromatin features from analyses at the level of 

genomic sequences. 

 
The combinatorial rules determining mRNA from the features of the raw transcript (pre-mRNA) 

composed of coding exons and non-coding introns have been called the splicing code [9, 10]. It has 



been partly unraveled by an algorithm that combines more than 200 features of DNA (that may be 

codewords) with predictions of mRNA sequences (the encoded objects) [11, 12]. At this point, the 

result is a contingency table that provides us, using a computer, the mRNA associated with a segment 

of DNA and given conditions or cell type. To assess that it is actually a biological code, with the 

required level of gratuity, one would have to evidence the presence of an adaptor within the splicing 

machinery and provide a mechanistic understanding of its action.  The ultimate proof, as or the genetic 

code, would be to artificially modify the correspondence. 

 

 

Proteomic codes result from physical necessity and are only a summary of our computations 

 

Protein 3-dimensional structure results from the peptidic sequence in a direct and obligatory way. 

This statement of principle is now partly confirmed by protein folding simulations [81]. Stating that 

the amino acid sequence "codes for" the native fold means only "directly determines" (both the 

pathway and the folding kinetics [82]). Neither is the proteomic code [83] associating structural motifs 

to protein subsequences a true code. It is only a shortcut, insofar as it enables to avoid long ab initio 

computations and predict (e.g. from statistical association studies) structures based on the sequences.  

 

The relationship between the protein sequence and its post-translational modifications might be a code 

but its actual nature has yet to be investigated: for the posttranslational code [84] to be a true code, 

one has to evidence an adaptor, presumably an enzyme, recognizing some features of the sequence 

and, at another site, catalyzing the posttranslational modifications of the protein. Monitoring a change 

in this enzyme would then provide a code variant and demonstrate the nature of the code, if any. 

 

 

There is potentially a transcriptional regulatory code but it is not yet demonstrated 

 

The proclaimed cis-regulatory code, encoding gene expression levels in TF binding patterns of cis-

regulatory modules (a genomic sequence upward the gene) is currently supported only by statistical 

association [21]. The actual mechanisms underlying the association are unknown. It would be a code if 

an intermediary and coevolved entity is involved that recognizes the cis-regulatory module and its 

occupancy, and accordingly controls RNA-polymerase recruitment. 

 

The eukaryote genome is organized by histone proteins into chromatin. A major step has been the 

discovery of histone post-translational modifications (PTMs), that is, covalent modifications occurring 

on specific residues and catalyzed by dedicated enzymes [13, 20]. Histones and chromatin structure 

provide additional levels of transcription regulation. Parallel additional levels of coding have been 

recently proposed, with partly overlapping and ambiguous names: histone codes [13-15], epigenetic 

codes [22-24] or transcriptional regulatory codes [18, 19], all relying on histone PTMs. The 

physicochemical rules by which histone PTMs are read cannot form a code on their own, hence the 

name of histone code is in any case misleading [17]. 

 

The name transcriptional regulatory code presently designates the association between enhancer 

sequences and TFs binding patterns [18, 19], or between TF PTMs and their binding sites [20], or 
between histone PTMs in enhancers and the propensity of these genome regions to bind TFs [13, 14]. 

These associations have direct physical or stereochemical determinants hence are definitely not codes. 

The wording ‘transcriptional regulatory code’ also refers to the mapping between histone 

modifications and transcriptional activity of neighboring genes [19, 22, 26], or between signals 

coming from transduction pathways and changes in gene expression levels [20]. These mappings may 

be codes, but have not yet been investigated in this regard. Candidates for adaptor(s) are cofactors 

recognizing histone PTMs and preparing the initiation site for RNA-polymerase [84], homeodomain 

finger proteins [26], protein bromodomains or chromodomains [14] mediating histone PTMs and 

chromatin remodeling, or the RNA polymerase itself, and/or the chromatin architecture and 

conformational dynamics coordinating distant events regulating transcription initiation [25]. 
 

The chromatin itself, through its coevolved architecture and conformational dynamics, could possibly 



act as a decoding device associating regulatory events to sets of histone PTMs [25]. Histone PTM 

patterns generally occur in broad domains, at a scale larger than the nucleosome [85], hence rather act 

at the chromatin level. Experimental data suggests that some PTMs can operate as a binary switch 

controlling chromatin folding, favoring or preventing binding of other proteins [27]. Such 

observations support the idea of an allosteric behavior of the chromatin, proposed in [25] on 

theoretical grounds. According to this idea, a chromatin conformational change mediates a relationship 

(today established but a priori arbitrary) between sets of histone PTMs and DNA binding of some 

proteins. The influence of histone PTMs on chromatin conformation alone is not a code, but the 

control exerted on distant binding events has enough arbitrariness to qualify as a code. It has been 

proposed that such a chromatin code (or epigenetic code [22-24]) may inform long-term modifications 

of gene expression involved in memory formation and storage [86, 87]. 

 

For comparison purposes, let us mention the calcium code [88]. In some excitable cells, a constant 

stimulus sustains periodic oscillations of intracellular calcium concentration, whose frequency is 

proportional to the stimulus amplitude. In contrast to a periodic forcing where the output frequency is 

simply driven by the frequency of the input, it is here legitimate to speak of frequency encoding of the 

stimulus amplitude: the adaptor is the calcium dynamics itself. 

Conclusion  

 
Biological codes result from an evolutionary harnessing of physical laws achieving arbitrary 

correspondences. Arbitrariness results from the involvement of a general ‘allosteric’ mechanism, 

settled in the course of evolution via the design of chimeric objects, the adaptors. The genetic code 

fully illustrates this point. It in fact involves two nested codes, the acceptor code mediated by aaRSs 

charging tRNAs with their cognate amino acid, and the genetic code established by aminoacyl-tRNAs, 

associating to each codon a single amino acid through codon-anticodon pairing rules.  

 

Mapping rules providing an efficient summary of intricate ab initio computations are not biological 

codes since their very derivation shows their physical, chemical or stereochemical necessity. Neither it 

is sufficient to produce contingency tables established by statistical association studies to speak of a 

biological code without evidencing a co-evolved adaptor.  

 

The existence of adaptors endows a code with both robustness and evolvability. It offers a target for 

enhancement or therapeutic control through the design of code variants, opening a promising path in 

synthetic biology. Several potential molecular codes have been suggested, e.g. splicing codes or 

transcriptional regulatory codes or chromatin codes, but the demonstration that they are indeed codes 

remains to be done. The focus should be on identifying the adaptors, like the correspondence between 

codons and amino acids evolved from an association table to a code established by aminoacyl-tRNAs. 

Today, the genetic code is still the sole demonstrated molecular code.  
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Table 1 --- Potential molecular codes. 

Numerous situations are named codes in the literature. In this table, we summarize  the nature of some 
of them, identifying the encoded objects, the codewords and the two potential levels of combinatorics -

-- in composing codewords with letters, or in concatenating codewords into a message to be parsed 

during reading. In some cases, the code is simply a mapping fully determined by chemical, 
stereochemical or physical laws. In other cases, it is only a shortcut for us scientists, providing an 

elegant summary of heavy ab initio computations or statistical association studies. Most often, the 
term of code has been used without demonstrating the existence of an adaptor ensuring the 

arbitrariness of the relationship: whether these are true biological codes remains to be demonstrated. 
Although it is not a molecular code but rather akin to neural codes, the calcium code is mentioned for 

comparison. 

 

 



 


