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Abstract

The Indian Ocean significantly influences the global carbon cycle but it is one of the undersampled regions in the global ocean with reference to surface ocean pCO₂. As a part of the Regional Carbon Cycle Assessment and Processes-2 (RECCAP2) project, several approaches, such as interpolated observational climatology, hindcast model, observation-based surface CO₂ (empirical models), and atmospheric inversion models have been employed for estimating net sea-to-air CO₂ fluxes between 1985 and 2018. The seasonal, spatial and long-term variability in sea-to-air fluxes of CO₂ were compared with observational climatology. The mean value of CO₂ in the Indian Ocean (north of 37.5°S) using all models is estimated to be -0.19±0.1 PgC yr⁻¹ and it is consistent with the observational climatology (-0.07±0.14 PgC yr⁻¹). The Indian Ocean north of 18°S is found to
be the mean annual source ($0.04\pm0.05$ PgC yr$^{-1}$) whereas a net sink ($-0.23\pm0.11$ PgC yr$^{-1}$) in the south of 18°S. All models captured observed spatial patterns but underestimated the net source of CO$_2$ in the Oman/Somalia upwelling, the Equatorial Indian Ocean (EIO) and the Bay of Bengal (BoB) whereas CO$_2$ sink is overestimated in the South Indian Ocean (SIO).

Overall, all models captured the seasonality in pCO$_2$ levels and CO$_2$ fluxes but overestimated the amplitude of their variability. All models suggested the strengthening of the sink over the period between 1985 and 2018 by 0.02 PgC yr$^{-1}$ decade$^{-1}$. A significant increase in the collection of surface ocean pCO$_2$ and atmospheric CO$_2$ measurements improves the model simulations in the Indian Ocean.
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1. Introduction

The atmospheric carbon dioxide (CO₂) levels are ever increasing since the Industrial Revolution due to several anthropogenic activities such as fossil fuel burning and land-use changes. The enhanced anthropogenic activities led to the acceleration of the rate of CO₂ accumulation in the atmosphere from \(1.7 \pm 0.1\) PgC yr\(^{-1}\) in the 1960s to \(5.3 \pm 0.1\) PgC yr\(^{-1}\) in 2021 (Friedlingstein et al., 2022). About half of the total anthropogenic emission remains in the atmosphere, and the remaining half is stored in the ocean and land (Canadell et al. 2021). According to the Global Carbon Project assessment of 2022, the ocean has taken up about 28% (\(2.9 \pm 0.4\) PgC yr\(^{-1}\)) of the total anthropogenic CO₂ emissions during 2021 (Friedlingstein et al., 2022). It is also well established that the ocean carbon sink increased since the 60s with inter-annual variability (IAV) not fully captured by ocean models.

The Indian Ocean is a small basin compared to the other two major basins of the Pacific and Atlantic and has a unique geography as it is closed in the north at a low latitude. More than 30% of the global population is dwelling along the Indian Ocean coast where rapid industrialization is taking place. As a result, the highest levels of aerosol optical depth (AOD) are observed over the northern Indian Ocean with the highest rate of increase over the globe (Zhang and Reid, 2010; Yadav et al., 2021). The northeastern Indian Ocean (Bay of Bengal; BoB) receives a significant amount of freshwater from major rivers, such as the Ganges, Brahmaputra, and Irrawaddy-Salween systems. The northern Indian Ocean experiences strong seasonality due to a change in direction of monsoonal wind resulting in a reversal in direction of surface currents (Schott and McCreary, 2001), which strongly modulates the biogeochemical cycling of carbon and nitrogen. The northern Indian Ocean is one of the most
productive regions in the globe and contributes up to 20% of global ocean primary productivity (Behrenfield and Falkowski, 1997).

Despite the importance of the Indian Ocean in the global carbon cycle, this region is poorly studied with reference to the biogeochemical cycling of carbon compared to the other two major basins. The seasonal cycle of pCO$_2$ and carbon fluxes was studied only in the Arabian Sea (George et al., 1994; Goyet et al., 1998; Sarma et al., 1998; 2003; 2013, De Verneil et al., 2022; Chakraborty et al., 2021), the BoB (Sarma et al., 2012; 2015; 2020; 2021; Chakraborty et al., 2021) and the south-western Indian ocean (Metzl et al., 1998) whereas the long-term variability was only recently studied in the southwestern Indian Ocean region (Metzl et al., 2022) as the other regions in the Indian Ocean was either sampled once or twice during last few decades (Takahashi et al., 2009; Sarma et al., 2013). The studies carried out in the aegis of the Joint Global Flux Study (JGOFS) and the Bay of Bengal Process Studies (BoBPS) suggested that the seasonal amplitude of pCO$_2$ goes beyond 200 μatm in the Arabian Sea (George et al., 1994; Goyet et al., 1998; Sarma et al., 1998; 2003) and BoB (Kumar et al., 1996; Sarma et al., 2012; 2015; 2019). The large amplitude of variability in pCO$_2$ is driven by variabilities in physical transport, such as upwelling, and convective mixing, in the Arabian Sea, whereas freshwater input by rivers and atmospheric pollutants deposition in the BoB (Sarma et al., 2000; 2012). River discharge displays significant inter-annual variability (Papa et al., 2012). Sarma et al. (2012) found that peninsular rivers bring acidic and high pCO$_2$ waters to the coast whereas glacial rivers, such as Ganges and Brahmaputra, bring relatively basic and low pCO$_2$ waters to the BoB. Therefore, the source of river water determines the direction of the flux of CO$_2$ at the air-sea interface. Kumar et al. (1996) suggested that the BoB is a sink for atmospheric CO$_2$ in the 1990s whereas Sarma et al. (2015; 2021) found that it is a mild source of the atmosphere due to the deposition of
atmospheric pollutants. More recently Sridevi and Sarma (2021) indicated that salinity in the surface waters of the BoB is decreasing over the past two decades due to an increase in the warming of Himalayan glaciers (Goes et al., 2020). Since the pH of the Ganges and Brahmaputra River waters are relatively basic (Sarma et al., 2012), an increase in pH and a decrease in pCO$_2$ was noticed in the past two decades in the central and eastern BoB (Sridevi and Sarma, 2021).

Unlike the other two major basins, upwelling is weak in the equatorial Indian Ocean due to the prevalence of westerly winds along the equatorial Indian Ocean (Schott et al., 2009). A flat thermocline is observed in the equatorial Indian Ocean in the east-west direction (Murtugudde and Bualacchi, 1999; Xie et al., 2002). The southern tropical and subtropical region is influenced by the inflow of Pacific waters from the Indonesian Through Flow (ITF) (Schott and McCreary, 2001). A major subduction zone occurs in the South Indian Ocean between 15 and 50$^\circ$S due to positive wind stress curl (Schott et al., 2009). The subducted water masses are advected to the northern Indian Ocean (Miyama et al., 2003; Schott et al., 2002), carrying nutrients and anthropogenic CO$_2$ (Sabine et al., 1999). A perennial sink of atmospheric CO$_2$ was reported in the south Indian Ocean (SIO; Metzl et al., 1991; Poisson et al., 1993; Metzl et al., 1995; 1998; 2022; Metzl, 2009).

The Indian Ocean experiences strong zonal variability driven by the Indian Ocean Dipole/Zonal Mode (IOD/IODZM) in addition to El Nino-Southern Oscillation (ENSO) and the Southern Annular Mode (SAM) (Saji et al., 1999; Murthugude et al., 2000; Thompson and Solomon, 2002). These climate modes of variability modulate several physical and biogeochemical processes resulting in significant modifications in the CO$_2$ flux (Sarma 2006; Valsala et al., 2020). The influence of SAM was suggested in the SIO for the period 1991-
2007 with large spatial variability in CO₂ growth rate with lower rates in the north of 40°S than south of 40°S during austral winter but higher and uniform rates during austral summer (Metzl, 2009).

Gruber et al. (2009) identified a significant mismatch between top-down and bottom-up inversion in the tropical Indian Ocean and attributed it to a lack of atmospheric CO₂ data. Sarma et al. (2013) compared CO₂ fluxes from the Indian Ocean between 1990 and 2009 using a suite of models (both ocean biogeochemistry and atmospheric inversions) under the aegis of the RECCAP1 project. For the band 30°N-44°S, the median annual sea-air CO₂ flux from models was -0.37±0.06 PgC yr⁻¹ and it was consistent with -0.24±0.12 PgC yr⁻¹ using observations. They further noticed that although all models captured the spatial patterns, CO₂ outgassing was underestimated in the upwelling region and overestimated sink in the BoB, whereas CO₂ uptake was underestimated in the subtropical convergence zone.

Recent use of regional models to study the dynamics of regional ecosystems and biogeochemical cycles in the Indian Ocean revealed an improved representation of key processes relative to global coarse resolution models. For instance, the representation of oxygen minimum zones (OMZ) in the northern Indian Ocean indicates large discrepancies with observations in both CMIP5 and CMIP6 global models, but shows a much-improved agreement with data in regional model simulations, both in terms of their structure, size and intensity (Bopp et al., 2013, Cocco et al., 2013, Kwiatkowski et al., 2020, Al Azhar et al., 2017, Lachkar et al., 2016, 2018, 2021). This was linked to the importance of eddy fluxes - typically inaccurately parameterized in global coarse-resolution models but resolved in finer-resolution regional models – in shaping OMZs (e.g., Lachkar et al., 2016, Bettencourt et al., 2015, Brandt et al., 2015, Chakraborty et al., 2019). Furthermore, accurately representing the
structure and intensity of these low-O\textsubscript{2} bodies in regional models is critical to represent their recent and future changes under ongoing climate change (Lachkar et al., 2021). Mesoscale eddies were also shown to have a significant impact on the carbon cycle in the northern Indian Ocean (Sarma et al., 2016; 2019; 2021). Additionally, significant improvements in parameterizations of river discharge, monsoon mixing and associated biological response in the high-resolution regional models lead to a better representation of the upper ocean cycle in the regional models (Chakraborty et al., 2018; 2021; Ghosh et al., 2022; Valsala et al., 2021). Therefore, eddy-resolving regional models may lead to an improved representation of the carbon cycle in the region. This work aims to evaluate the net air-sea CO\textsubscript{2} fluxes by different global and regional models and quantify how these simulated net CO\textsubscript{2} fluxes in the Indian Ocean are comparable with observational climatology and identify potential reasons for deviations, if any, in the Indian Ocean.

2. Methods

2.1. Study region

Based on the RECCAP2 regional definitions, the entire Indian Ocean, north of 37.5\degree S, was considered as one region. Due to the complexity of the regional physical processes in the Indian Ocean, we define here the following five regions for analysis: i) the entire Indian Ocean (30\degree N-37.5\degree S), ii) the Arabian Sea (0-30\degree N; 38-78\degree E), iii) the Bay of Bengal (BoB; 0-30\degree N; 78-110\degree E), iv) Equatorial Indian Ocean (EIO; 0-18\degree S) and v) South Indian Ocean (SIO; 18\degree S-37.5\degree S) (Figure 1a).

2.2 Data sets
To describe the regional CO₂ fluxes for the Indian Ocean, RECCAP2 global CO₂ flux products were used that include observations (climatology referenced to the year 2000; Takahashi et al., 2009), Global hindcast (GHM), regional hindcast (RHM) models, observation-based (empirical) surface pCO₂ models and atmospheric inversion models.

2.2.1. Observational climatology

The Indian Ocean is one of the least sampled basins in the world ocean for surface pCO₂ measurements with reference to space and time (Figure 1b; Bakker et al., 2016). The major addition of data was done during 1990-1999 whereas in the next decade (2000-2009) some data were added in the SIO and one transect in the BoB and good coverage of the Bay was done in 2010-2019 (Bakker et al., 2020; Supplementary Figure S1). Within the Indian Ocean, the seasonal and inter-annual pCO₂ data are available in the western basin (the Arabian Sea and the southwestern Indian Ocean). In contrast, only 2 to 3 times were sampled in the eastern basin (Supplementary Figure S1). In addition to this, time-series pCO₂ (water and air) data are available in the central BoB, as a part of the RAMA (Moored array for African-Asian-Australian Monsoon Analysis and Prediction) buoy program (BOBOA, Sutton et al., 2019), from 2013 onwards (Figure 1). Nevertheless, understanding seasonality in pCO₂ is a challenge in the Indian Ocean due to the weak spatial and seasonal data coverage. Takahashi et al. (2009) (Figure 1c) compiled the available pCO₂ data in the Indian Ocean and gridded it to 4° x 5° using two-dimensional advection-diffusion equations to interpolate with reference to space and time. The major challenge here is that the observations (henceforth called climatology) are not absolutely observations alone but were interpolated in the regions where data were unavailable. There is uncertainty associated with the techniques used for
developing climatology. Due to the lack of seasonal data in some regions, the seasonality shown in the data is significantly driven by the model used to interpolate. However, the performance of the seasonality driven by the model used to derive climatology is tested using pCO$_2$ data generated by the BOBOA buoy in the central BoB. Nevertheless, the observed CO$_2$ fluxes carry several errors due to sparse coverage of data, wind speed measurements and transfer velocity parameterizations and the uncertainty of the CO$_2$ fluxes is about 50% (Gruber et al., 2009).

Since RECCAP1 (Sarma et al., 2013) important progress has been made on both pCO$_2$ data delivery each year in the public domain for updating SOCAT data-product (www.socat.info, Pfeil et al., 2013; Bakker et al., 2014, 2016) and the development of empirical methods that reconstruct pCO$_2$ fields, including in synthesis studies (SOCOM project, Rödenbeck et al., 2015). Here we used 9 empirical methods based on the SOCAT data (version v2020) and to compare our new results with RECCAP1, we also used the original climatology of Takahashi et al (2009) (Figure 1c). Recall that climatology was constructed for the reference year 2000 which would have to be taken into account when comparing pCO$_2$ fields for the recent year. However, this would not dramatically impact the mean CO$_2$ fluxes assuming that over 1985-2018 ocean pCO$_2$ increase is close to the atmospheric growth rate as observed in some parts of the Indian Ocean (e.g. Metzl, 2009; Lauvset et al., 2015; Metzl et al., 2022; Lo Monaco et al., 2021).

2.2.2. Ocean Hindcast models

CO$_2$ fluxes and surface water pCO$_2$ data were obtained from 12 GHM and 2 RHM (Table 1). These models represent physical, chemical and biological processes controlling the marine
carbon cycling and exchange of CO₂ at the sea-to-atmosphere interface. The GHM have a coarse or an eddy-permitting horizontal resolution whereas RHM is eddy-resolving (Table 1). The simulations are forced with meteorological reanalysis products, given in Table 1. The models were run for different periods mostly between 1980 and 2019 with the period of each model given in Table 1. In order to make it uniform for all models, we have considered the runs between 1985 and 2018 in this study that gives the reference year of 2002. GHM and RHM have been integrated from the pre-industrial period to the present day with the same atmospheric CO₂ history. Although the model simulations were carried out following the RECCAP2 ocean modelling protocol, each model is different from others with respect to forcing, experimental configuration, representation of biogeochemical processes and sub-grid parameterizations (Table 1).

2.2.4. Atmospheric inversions

Atmospheric inversions (top-down) estimate the surface CO₂ fluxes based on the variability in the measured atmospheric CO₂ using an atmospheric transport model. In the atmospheric inversion models, a priori information about the surface CO₂ fluxes is used from bottom-up estimates (e.g., Takahashi et al., 2009) or an ocean GHM or an empirical upscaling model. In the Indian Ocean region and surrounding, atmospheric CO₂ measurements are available from only 8 sites that are used in the atmospheric inversion models. Among them, only two stations have long-record and others have short records. However, most inversions did not correct the oceanic prior fluxes significantly when the empirical upscaling model fluxes were used. Here we have chosen to show sea-air CO₂ fluxes from inversion models, one using prior flux from Takahashi et al. (2009) in the MIROC4-ACTM system (Chandra et al., 2022) and the other model (CAM Sv20r1) using prior fluxes from an empirical model (Chevallier et
The atmospheric inversion model runs are available between 2001 and 2018 which gives the reference year of 2009.

2.2.5. Observation-based Surface pCO₂ (Empirical models)

Global sea-air CO₂ fluxes can also be estimated from pCO₂ measurements along the ship tracks over the past several decades. The first and simple upscaling method was implemented by Takahashi et al. (2009) where all the past measurements of CO₂ are separated in monthly-mean flux maps based on SST and salinity. This method relied on the extrapolation of Delta_pCO₂ data from limited measurements along the cruise tracks to the global ocean. With the development of neural networks and other artificial intelligence tools and organised archival of the SOCAT CO₂ database, several methods are now implemented to calculate gridded CO₂ flux including the interannual variation, taking into account the physical state of sea-surface conditions (Table 2; Rödenbeck et al., 2015; Landschützer et al., 2016; Fay et al., 2021). The estimated CO₂ fluxes between 1985 and 2018 were considered in this study with the reference year of 2002.

3. Results and Discussion

The simulations of CO₂ uptake by the Indian Ocean by GHM, RHM, empirical and atmospheric inversion models are compared with climatology with reference to (i) annual, (ii) seasonal and (iii) interannual timescales.

3.1. Annual mean CO₂ fluxes in the Indian Ocean between 1985 and 2018
3.1.1. Tropical Indian Ocean (north of the 37.5°S)

The annual mean sea-air CO2 fluxes for 1985 to 2018 are presented in Table 3 and Figure 1d for the entire Indian Ocean (37.5°S –30°N; 25-125°E), Arabian Sea (30-78°E and 0-30°N), BoB (78-110°E and 0-30°N), EIO (30-125°E, 0-17°S) and SIO (37.5-17°S and 25-130°E).

The spatial variability in mean annual uptake for the entire Indian Ocean by GHM and RHM (Figure 2), empirical (Figure 3) and atmospheric models (Figure 4) are given to evaluate the spatial variability in CO2 fluxes.

The simulated mean annual CO2 sea–air fluxes by different models varied between -0.27 and -0.13 PgC yr\(^{-1}\) for the Indian Ocean (Table 3), with a relatively lower sink estimated by empirical models (-0.13±0.04 PgC yr\(^{-1}\)) than hindcast (-0.21±0.10 PgC yr\(^{-1}\)) and atmospheric inversion models (-0.27±0.16 PgC yr\(^{-1}\)). Both hindcast and atmospheric inversion models overestimated the sink of CO2 by 3 times that of climatology (-0.07±0.14 PgC yr\(^{-1}\)) whereas empirical models are close to the observations. The observational pattern of CO2 flux shows that the SIO is a dominant sink whereas the Arabian Sea is a strong source while EIO and the BoB are weak sources of atmospheric CO2. All models simulated similar patterns of spatial variations of the CO2 fluxes (Figures 2 to 4) that are in agreement with observations, but the magnitudes of fluxes are different. For instance, the modelled CO2 fluxes were spread around the climatological values with relative overestimation of the sink in the south of 22°S, in contrast, underestimation of the source was noticed by all models in the north of 22°S in the Indian Ocean. In contrast, the RHM (both INCOIS-BIO-ROMS and ROMS_NYUAD) reproduced CO2 fluxes well in comparison with the climatology. Since the ROMS_NYUAD model simulation was submitted up to 31.5°S only, we did not include it in the SIO region as it was considered up to 37.5°S for other models. Similarly, the simulated
CO2 fluxes by empirical models are in good agreement with the climatology (Figure 3). In the case of the atmospheric inversions, a higher CO2 sink in the south of 15°S whereas sources of CO2 in the north of 15°S than the observational climatology was observed (Figure 4). The CO2 fluxes by all models are in near perfect agreement with each other for the entire Indian Ocean within the standard deviation of the estimates, however, they are different on the regional subdivisions such as the Arabian Sea, BoB, EIO and SIO.

The standard deviation for the atmospheric inversion was large in the annual uptake (-0.27±0.16 PgC yr\(^{-1}\)) while the smallest for the empirical models (-0.13±0.04 PgC yr\(^{-1}\); Table 3). The highest standard deviation in the atmospheric inversion comes from the sparse atmospheric CO2 measurements, transport model uncertainties and differences in the prior flux assumptions for the Indian Ocean. The atmospheric CO2 time series data are available only at 8 locations within the Indian Ocean resulting in high variability in the estimates. The climatology also has a very high standard deviation (-0.07±0.14 PgC yr\(^{-1}\)) due to a lack of enough data in the Indian Ocean as most of the Indian Ocean region is either sampled once or twice and inter and extrapolation of the data (Takahashi et al., 2009).

The zonal integrated CO2 fluxes by different models are given in Figure 5 and it shows that most of the GHM underestimated CO2 sink in the south of 25°S whereas over estimated north of 25°S. The RHM (INCOIS-BIO-ROMS and ROMS_NYUAD) simulated exceptionally well the zonal mean CO2 fluxes in the Indian Ocean between 37.5°S and 27.5°N. However, a slight underestimation was noticed for both the RHM and GHM in the north of 5°N (Figure 5a). In the case of empirical models (Figure 5b), Jena-MLS, JMAMLR and UOEX_WAT20 were over-estimated in the south of 15°S and well performed in the north of 15°S with reference to climatology. In the case of atmospheric inversions, a stronger sink is noticed in
the south of 15°S and a stronger source in the north of 10°S, compared to the empirical and
hindcast models (Figure 5c).

Both spatial variations and zonal integration in the CO$_2$ fluxes (Figures 2-5) suggest that the
model simulations significantly deviated from the climatology at several zones, namely the
Oman/Somali upwelling region in the Arabian Sea, freshwater discharge region in the BoB,
equatorial upwelling region and south equatorial current (SEC) and subtropical convergence
zone regions in the southern tropical Indian Ocean. The potential reasons responsible for the
regional variations in the CO$_2$ fluxes were discussed in detail below.

3.1.2. Northwestern Indian Ocean (Arabian Sea)

The Arabian Sea is simulated as a net source of CO$_2$ to the atmosphere by the hindcast
models (0.006 to 0.058 PgC yr$^{-1}$ with a mean of 0.03±0.01 PgC yr$^{-1}$), empirical models
(0.052 to 0.098 with a mean of 0.08±0.01 PgC yr$^{-1}$) and atmospheric inversions (0.16±0.12
PgC yr$^{-1}$; Table 3) and it is consistent with the observations (Sarma, 2003; Goyet et al., 1998;
Millero et al., 1998) and climatological fluxes (0.08±0.06 PgC yr$^{-1}$) (Table 3). Considering
the standard deviation of climatology, and models, the mean of all modelled fluxes in the
Arabian Sea (0.06±0.05 PgC yr$^{-1}$) is close to that of climatology (0.08±0.06 PgC yr$^{-1}$; Table
3). The large source of CO$_2$ to the atmosphere from the Indian Ocean is driven by the
upwelling off Oman/Somali coasts, where pCO$_2$ levels as high as >600 μatm were reported
during the peak southwest monsoon period (Körtzinger et al., 1997; Goyet et al., 1998; Sarma,
2003; Sabine et al., 2000). Most of the models poorly simulated CO$_2$ fluxes in the
Oman/Somali upwelling region (Figures 2-4). Within the hindcast models, both MRI-ESM2-
1 and ROMS_NYUAD models simulated CO$_2$ fluxes close to the observations (Figure 2).
The simulation of upwelling in the Arabian Sea may be a challenge due to the complex interplay of winds, bottom topography, monsoonal circulation and mixing, to capture the observed response by the models. The monsoon mixing is intense during summer (June to September) resulting in high pCO$_2$ levels in the entire Arabian Sea with maximum off Oman and Somalia coasts (Sarma et al., 1996; 1998; Goyet et al., 1998; Körtzinger et al., 1997). It was estimated that the mixing effect is a dominant controlling factor of surface ocean pCO$_2$ in the Arabian Sea during the monsoon period while biological effect, mainly bacterial degradation, dominates during the non-monsoon period (Louanchi et al., 1996; Sarma et al., 2000). All hindcast models failed to simulate the monsoon mixing well resulting in weaker fluxes of CO$_2$ (Figure 2) to the atmosphere. Since empirical models are mainly driven by observations, they could simulate the impact of upwelling on pCO$_2$ reasonably well (Fig. 3). In the case of atmospheric models, MACTM over-estimated coastal upwelling whereas CAMSv20r1 remained close to that of the prior flux field from CEMES_LSCE_FFNN (Figure 4). Sarma et al. (2013) noticed weak mixing in the GHM, and ocean inversion models in the Arabian Sea between 1990 and 2009 and no improvements were noticed with reference to mixing in the Arabian Sea in the past decade.

To examine the variability in the simulation of mixing in the Oman/Somalia upwelling regions by different GHM and RHM, the sea surface temperature (SST) simulated by the hindcast models was compared (Supplementary Figure S2). All models simulated upwelling features off Oman/Somalia region, however, the intensity of mixing was different among models, as reflected in the SST. It was noticed that mixing was weaker in CCSM-WHOI, EC-Earth3, MOM6-Princeton, NorESM-OC1.2, ORCA025-GEOMAR and Planktom12 models than in other GHM as former models showed relatively warmer SSTs than later models.
compared to the climatology. Since a significant amount of data was contributed to the climatology from the Oman/Somali upwelling region, we can confidently attribute that the mixing and pCO$_2$ input from the subsurface layers in the Oman/Somalia upwelling region needs to be improved in the GHM for accurate simulations.

3.1.3. Northeastern Indian Ocean (Bay of Bengal)

All models simulated that the BoB is a mild source of CO$_2$ (0.00 to 0.01 PgC yr$^{-1}$ with a mean of 0.00±0.01 PgC yr$^{-1}$) and it is consistent with the climatology (0.01±0.01 PgC yr$^{-1}$; Takahashi et al., 2009; Table 3). Sarma et al. (2012) reported that the peninsular river discharge increased the pCO$_2$ levels whereas glacial rivers (Ganges and Brahmaputra) discharge decrease the pCO$_2$ levels (Kumar et al., 1996; Mukhopadhyay et al., 2002). More recently Sarma et al. (2019) reported that cyclonic eddies enhance pCO$_2$ levels due to upwelling in the core of the eddy while anticyclonic eddies sink for atmospheric CO$_2$. Several recent investigations suggested that rapid acidification is being occurred in the BoB due to the deposition of atmospheric pollutants (Sarma et al., 2015; 2021; Kumari et al., 2022a,b) leading to an increase in pCO$_2$ levels. Unfortunately, neither GHM nor RHM has the atmospheric component to consider its impact.

Since river discharge enhances the CO$_2$ sink to the BoB, the differences in the sink of CO$_2$ in the BoB may be caused by variable use of river discharge data as this would influence the salinity of the upper ocean in the BoB. The existence of a strong linear relationship between salinity and pCO$_2$ levels was reported in the BoB (Kumar et al., 1996; Sarma et al., 2012; 2021). Recently, Sridevi and Sarma (2021) observed decreasing trends in surface pCO$_2$ levels due to a decrease in salinity over the past two decades due to the warming of Himalayan
glaciers (Goes et al., 2020). Therefore, salinity is a crucial parameter in controlling the pCO$_2$
levels in the BoB.

To examine this, the salinity simulations by different models were examined (Supplementary
Figure S3). All GHM simulated low salinity in the northern Bay but the magnitude of salinity
is different in the north of 15°N. The lower salinity in the northern Bay was simulated in
CCSM-WHOI, MOM6-Princeton and ORCA1-LIM3-PISCES, whereas relatively high
salinity was simulated in CNRM-ESM2-1 and Planktom12. However, the sink in CO$_2$ was
observed in both high and low-salinity simulated models suggesting that variability in the
sink of CO$_2$ is not caused by river discharge/salinity in the GHM. An insignificant
relationship was observed between salinity and pCO$_2$ levels among different GHM and RHM
in the northern BoB (Figure is not shown) suggesting salinity or river discharge may not be a
controlling factor on variable CO$_2$ fluxes in the BoB. The absence of a relationship between
salinity and pCO$_2$ levels in the models suggests that the role of freshening surface waters by
rivers was not well constrained in the hindcast models.

3.1.4. Equatorial Indian Ocean (EIO)

The empirical models (0.02±0.02  PgC yr$^{-1}$) and atmospheric inversions models (0.02±0.03
PgC yr$^{-1}$) simulated a mild source of the atmospheric CO$_2$ and it is consistent with the
climatology (0.04±0.03  PgC yr$^{-1}$), in contrast, hindcast models estimated sink (-0.05± 0.04
PgC yr$^{-1}$) in the EIO. All models simulated that the western equatorial Indian Ocean is a
source whereas the eastern region is either a sink or close to balance. The higher sink
simulated by GHM is caused by weaker Somalia upwelling as discussed in section 3.1.2.
RHM simulated that the equatorial Indian Ocean is a mild source of atmospheric CO$_2$
(0.01±0.06 and 0.03±0.08 PgC yr\(^{-1}\) by ROMS-NYUAD and INCOIS-BIO-ROMS respectively). This can be noticed from the spatial distribution of SST, which is relatively warmer in the GHM in the western equatorial region compared to the RHM (Supplementary Figure S4) suggesting better simulation of upwelling in the RHMs. The spatial variations in CO\(_2\) fluxes by RHM and atmospheric inversions (Figures 2 and 4) are consistent with the observations in the EIO region (Figure 1c).

3.1.5. The South Indian Ocean (SIO)

The SIO comprises two key oceanographic regimes of oligotrophic waters in the north and Southern Ocean waters in the south. These two regions are separated by the subtropical front (STF). We have considered the STF region as part of the SIO in this study. The estimated mean fluxes in this region by all models are -0.23±0.11 PgC yr\(^{-1}\) suggesting a strong sink of atmospheric CO\(_2\) that agrees well with climatology (-0.20±0.16 PgC yr\(^{-1}\); Table 3). The atmospheric inversions estimated a larger sink (-0.46±0.3 PgC yr\(^{-1}\)), which is mainly caused by MATCM whereas the CAMSv20r1 model performed well by staying close to the prior model. Despite atmospheric observations available in the SIO at Amsterdam Island at 38°S, the overestimation of the sink by the atmospheric model must be examined. Both empirical models (-0.22±0.04 PgC yr\(^{-1}\)) and hindcast models, including RHM, (-0.20±0.07 PgC yr\(^{-1}\)) estimated CO\(_2\) fluxes close to that of climatology (-0.22±0.04 PgC yr\(^{-1}\)). The CO\(_2\) fluxes in the SIO are closer in magnitude to the annual uptake for the entire Indian Ocean (-0.19±0.1 PgC yr\(^{-1}\)) indicating that the majority of the net uptake of CO\(_2\) occurs in the SIO, as suggested by other studies (Sabine et al., 2000; Bates et al., 2006; Metzl, 2009; Takahashi et al., 2009; Sarma et al., 2013).
The spatial variability in the magnitude of CO₂ flux within the SIO was variable among hindcast models (Figure 2) in comparison to climatology (Figure 1c). For instance, the climatology suggests a strong sink between 15°S and 35°S whereas the sink was simulated by most of the hindcast models between 10°S and 25°S. Sabine et al. (1999) observed the highest concentration and deepest penetration of anthropogenic carbon in the subtropical convergence zone (30-40°S). In contrast, a mild source is simulated by most of the models in the south of 30°S suggesting that the sink was underestimated in this zone. The outcropping of these density surfaces and the subsequent sinking of surface waters provide a pathway for excess CO₂ to enter the interior of the ocean. Overestimation of the CO₂ uptake by the models in these zones suggests that vertical mixing was not constrained properly in the models, leading to excess deep mixing, which increased surface water pCO₂ and a decrease in the flux of the ocean (Figure 2).

3.2. Seasonal variations in pCO₂ levels and air-sea CO₂ fluxes in the Indian Ocean

To examine the seasonal variability of CO₂ fluxes by various modelling approaches, the simulated surface pCO₂ levels and CO₂ fluxes were analysed (Figure 6). This provides insights into the ability of the models to represent the complex interplay of physical and biological processes on pCO₂ levels and sea-air CO₂ exchange. The ability of a model to reproduce the seasonal cycle also provides some reassurance that the models are correctly projecting climate sensitivity of the processes that could influence long-term projections of the ocean CO₂ uptake (Fig. 6).

3.2.1. The Entire Indian Ocean
The increase in pCO$_2$ levels is expected in the tropical Indian Ocean between June and September due to an increase in mixing driven by the southwest monsoon in the north whereas deeper mixing in the SIO (Louanchi et al., 1996; Sarma et al., 2000; Sabine et al., 2006). All hindcast models overestimated the sink between June and September but were close to observation during other months (Fig. 6) due to weak mixing of pCO$_2$-rich subsurface waters with surface. Among the other models, ROMS-NYUAD and MPIOM-HAMOCC displayed relatively better seasonality in CO$_2$ fluxes compared to climatology (Figure S5). The mean empirical models followed seasonality close to that of observations. The atmospheric inversions overestimated the sink from March to October mainly in the SIO compared to other models and climatology since the seasonality in CO$_2$ fluxes is variable with space, the same in different regions of the Indian Ocean are examined.

3.2.2. Northwestern Indian Ocean (Arabian Sea)

The Arabian Sea shows strong seasonality with higher CO$_2$ fluxes from June to September associated with monsoon mixing and high winds compared to other seasons (George et al., 1994; Sarma et al., 1996; 1998; Sarma, 2003). The climatological amplitude of seasonality was close to 0.2 PgC yr$^{-1}$ with a maximum in June-August and a minimum in October-December (Figure 6). The seasonality was perfectly captured by the empirical models whereas atmospheric inversion and hindcast models failed to simulate as they over and underestimated respectively. Though atmospheric inversion models mostly captured the high CO$_2$ fluxes to the atmosphere from June to August but with a large spread compared to other simulations by hindcast and empirical models. In contrast, hindcast models showed a response but it was strongly out of phase with the observations by giving maximum fluxes in May to June and minimum fluxes in July to September with approximately 3-4 months ahead.
of the climatological peak in \( \text{CO}_2 \) fluxes. The two GHM (MRI-ESM2-1 and NorESM-OC1.2) and RHM (ROMS-NYUAD) simulated peak fluxes between June and August in the Arabian Sea (Figure S5).

All GHM failed to simulate seasonality in \( p\text{CO}_2 \) (Figure 6) levels as the higher \( p\text{CO}_2 \) levels were observed during July to September in the observations whereas April to May in the models. High \( p\text{CO}_2 \) levels were reported from June to August due to enhanced vertical mixing caused by monsoon winds in the Arabian Sea (Sarma et al., 1996; 1998; Körtzinger et al., 1997; Millero et al., 1998; Sarma, 2003). Sarma et al. (2000) observed that mixing is the dominant controlling factor of \( p\text{CO}_2 \) levels from June to August in the Arabian Sea followed by biological effects (Louanchi et al., 1996; Goyet et al., 1998). The difference in \( p\text{CO}_2 \) levels between mean hindcast models and observations varied between 15 and 50 \( \mu \text{atm} \) whereas it was <20 \( \mu \text{atm} \) in the case of empirical models (Figure 6). The reference year for climatology is 2000 (Takahashi et al., 2009) whereas the reference year for hindcast and empirical models are 2002 (1985-2018). The difference in \( p\text{CO}_2 \) levels caused by variable reference year may differ up to 4 \( \mu \text{atm} \) considering the 2 \( \mu \text{atm/y} \) as a growth rate of surface ocean \( p\text{CO}_2 \) (Metzl, 2009) suggesting that weaker mixing in the models underestimated the seasonality in \( p\text{CO}_2 \) and \( \text{CO}_2 \) fluxes in the Indian Ocean.

3.2.3. Northeastern Indian Ocean (Bay of Bengal; BoB)

The BoB also displayed large seasonality with higher \( \text{CO}_2 \) fluxes from May to August associated with monsoon mixing and decreased between October and December due to river discharge and stratification (Figure 6; Sarma et al., 2016; 2018; 2019). All models simulated high \( \text{CO}_2 \) fluxes during May but decreased to low by July-August (Figure 6). The observed
amplitude of seasonality was close to 0.02 PgC yr\(^{-1}\) with the maximum in May-June (0.02 PgC yr\(^{-1}\)) and minimum in February (0 PgC yr\(^{-1}\)). The mean hindcast models simulated similar amplitude (0.02 PgC yr\(^{-1}\)) but they showed sink (0 and -0.02 PgC yr\(^{-1}\)) instead of source in the climatology. The atmospheric inversion models displayed too low (high sink during February) and high source from August to October.

All GHM simulate seasonality in pCO\(_2\) levels in the BoB with a maximum in April and May and a minimum in February (Figure 6). The magnitude of seasonal variability in pCO\(_2\) is ~15 μatm in the climatology whereas hindcast models simulated 15-40 μatm with lower variability (<20 μatm) during April and May and higher (>35 μatm) during other months. The underestimation of pCO\(_2\) in the BoB may be caused by strong stratification in the model leading to lower input from pCO\(_2\)-rich subsurface waters. In addition to this, the difference between simulations and observation may also be caused by the lack of enough data in the observations as the BoB is severely under-sampled with reference to seasons. To resolve this issue, the pCO\(_2\) data collected by the BOBOA mooring buoy in the central BoB (Figure 1a) is used for comparison. This buoy collected data between 2013 and 2018 (Sutton et al 2019) and the monthly climatology of this data was compared with Takahashi climatology. The BOBOA climatology showed an increase in pCO\(_2\) starting in April with a peak in May whereas Takahashi climatology displayed during April suggesting that Takahashi climatology well reproduced the observed seasonality although the climatology was not constrained with BOBOA data. Most of the hindcast models displayed peaks in April-May in the BoB and were also consistent with the climatology (Figure S5).

3.2.4. Equatorial Indian Ocean (EIO)
The CO₂ fluxes in the EIO displayed seasonality with high fluxes from January to May and low from June to October with a minimum in August (Figure 6). The mean observed CO₂ fluxes are the source of the atmosphere during all seasons whereas all hindcast models simulated sink, especially between May and November. All models displayed similar seasonal variability in CO₂ fluxes but underestimated from May to November. The RHM simulated better seasonality in the CO₂ fluxes compared to GHM (Figure S5).

The EIO displays relatively weak pCO₂ seasonality with a high from February to April and a low from June to October. The amplitude of seasonality in pCO₂ was <10 µatm in the climatology. All models simulated the seasonality but they were under-estimated pCO₂ by ~20 µatm from that of climatology (Figure 6).

3.2.5. The South Indian Ocean (SIO)

The SIO displayed large seasonality in fluxes with CO2 source during January to March and CO2 sinks during other months (Figure 6). All models reproduced seasonality very well in the SIO (Figure S5).

All GHM simulate seasonality in pCO₂ levels in the SIO with a maximum in January and March and a minimum in July-August. The magnitude of seasonal variability in pCO₂ is ~15 µatm in the climatology whereas hindcast models simulated <20 µatm. The difference in pCO₂ between simulation and observations was up to 40 µatm (Figure S5). The large difference in pCO₂ seasonality in the SIO may be caused by weaker mixing simulations in the models in austral winter and the opposite in summer.
3.3. Interannual variability (IAV)

The interannual variability and trends in pCO$_2$ levels and their fluxes at the air-water interface was also investigated in 1985-2018 using different models (Figure 7). The rate of increase in surface ocean pCO$_2$ levels varied from 1.54 to 1.73 μatm yr$^{-1}$ between 1985 and 2018 with a lower rate of increase in the BoB and higher in the EIO and SIO. The growth rate of pCO$_2$ in the surface waters by both hindcast and empirical models is close to that of atmospheric growth and observed surface pCO$_2$ growth in the Southwestern Indian Ocean (Metzl, 2009; Lo Monaco et al., 2021; Leseurre et al., 2022). Due to the lack of basin-scale observational time-series data in the Indian Ocean, the performance of the IAV by the models cannot be assessed. Given the variability of IOD and ENSO index (Figure 7), we divided the IAV trends into three timelines, i.e., a) 1985-2000, b) 2001-2018 and c) 1985 to 2018 (Figure 7; Tables 4 and 5) to examine the possible changes in growth rate in the recent decades from that of earlier. To avoid biasing the magnitude of the seasonality, we first de-trend the simulated time series of IAV.

3.3.1. The entire Indian Ocean

Both hindcast and empirical models simulated IAV in the surface pCO$_2$ levels in the entire Indian Ocean as 1.67 to 1.70 μatm yr$^{-1}$ between 1985 and 2018. The rate of increase in pCO$_2$ levels was lower from 1985 to 2000 (1.41-1.49 μatm yr$^{-1}$) and increased in the recent decades (2001-2018) to 1.84-1.96 μatm yr$^{-1}$ (Table 4). Within the variability in the estimations, both empirical and hindcast models simulated similar growth rates in pCO$_2$ levels (Figure 7).
The range of sea-to-air CO2 fluxes for the period of 1985 to 2018 was significantly different for GHM (-0.48 to -0.06 PgC yr\(^{-1}\)), empirical (-0.31 to 0.03 PgC yr\(^{-1}\)) and atmospheric inversion models (-0.63 to 0.09 PgC yr\(^{-1}\)) (Figure 7). The IAV trend between 1985 and 2018 was close for hindcast (-0.023±0.003 PgC yr\(^{-1}\) decade\(^{-1}\)) and empirical models (-0.021±0.003 PgC yr\(^{-1}\) decade\(^{-1}\); Table 5). The trends in IAV by hindcast models between 2001 and 2018 (-0.023±0.007 PgC yr\(^{-1}\) decade\(^{-1}\)) were slightly lower compared to 1985-2000 (-0.028±0.012 PgC yr\(^{-1}\) decade\(^{-1}\)) for the entire Indian Ocean suggesting the rate of sinking of CO2 in the Indian Ocean is decreasing in the recent decades. In contrast, empirical models displayed larger IAV between 2001-2018 (-0.046±0.005 PgC yr\(^{-1}\) decade\(^{-1}\)) and 1985-2000 (+0.007±0.007 PgC yr\(^{-1}\) decade\(^{-1}\)). Such differences in the empirical models may come from the lack of satellite Chl-a data before 1998. Therefore, the simulations of empirical models may be less accurate before 1998 than after. Interestingly IAV by empirical models during 2001-2018 were more than double (-0.046±0.005 PgC yr\(^{-1}\) decade\(^{-1}\)) than that of hindcast models (-0.023±0.007 PgC yr\(^{-1}\) decade\(^{-1}\)) which may be driven by variability in wind products and transfer velocity coefficients used. To examine the spatial variability in IAV, the same is studied in different regions of the Indian Ocean.

3.3.2. Northwestern Indian Ocean (Arabian Sea)

The pCO2 growth of 1.64 to 1.68 μatm yr\(^{-1}\) was simulated between 1985 and 2018 and it was lower during 1985-2000 (1.32-1.41 μatm yr\(^{-1}\)) than 2001-2018 (1.76-1.88 μatm yr\(^{-1}\)) (Table 4) in the Arabian Sea. The growth rates in pCO2 levels in the Arabian Sea are close to that of the atmospheric growth rate of CO2 (WMO Bulletin; https://gml.noaa.gov/ccgg/trends/).
The IAV in the CO2 fluxes by the hindcast models in the Arabian Sea was small (0.00 to 0.06 PgC yr\(^{-1}\)), it was larger than the mean flux to the atmosphere from 1985 to 2018 (0.03±0.01 PgC yr\(^{-1}\)). This suggests that the mean CO2 flux to the atmosphere may vary significantly from year to year (Figure 7). In contrast, the atmospheric inversions (for the period 2001-2018) gave a much larger standard deviation than hindcast models suggesting that about 50% of the total Indian Ocean variability occurs in the NIO. The high variability in the atmospheric inversions may come from the period and region of atmospheric CO2 data used in the models. The empirical models estimated lower IAV (0.03 to 0.12 PgC yr\(^{-1}\)) compared to hindcast and atmospheric inversion models.

To examine the IAV trends in the recent decades, the trends between 1985-2000 and 2001-2018 were compared. The IAV between 2001-2018 is lower (-0.005±0.002 PgC yr\(^{-1}\) decade\(^{-1}\)) than 1985-2000 (-0.001±0.002 PgC yr\(^{-1}\) decade\(^{-1}\)) by hindcast models suggesting that the source of the CO2 to the atmosphere from the Arabian Sea is decreasing in the recent decades. This is possible that rapid warming of the western Arabian Sea was reported in recent decades (Roxy et al., 2015; Sridevi et al., 2023) resulting in weak vertical transport of CO2, and nutrients resulting in a decrease in primary production (Dunstan et al., 2018; Roxy et al., 2016; Sridevi et al., 2023). A decline in Somali upwelling intensity and decreased evaporation due to the weakening of winds led to the warming of the Indian Ocean was reported in recent decades (D’Mello and Prasanna Kumar, 2018). Sarma et al. (2000) estimated that vertical mixing is the major contributor to high pCO2 levels and fluxes to the atmosphere in the Arabian Sea. The decrease in mixing may also weaken primary production resulting in an increase in CO2 flux. Recently Sridevi et al. (2023) found that net primary production was decreasing only in the southern Arabian Sea (south of 12°N) whereas the decrease in nutrient inputs through mixing is compensated by increased atmospheric
deposition of nutrients. Therefore, the weakening of upwelling intensity decreased the CO₂ source to the atmosphere in the past 4 decades in the Arabian Sea. The empirical models also simulated a decrease in the CO₂ fluxes from -0.002±0.002 PgC yr⁻¹ decade⁻¹ in 1985-2000 to -0.011±0.001 PgC yr⁻¹ decade⁻¹ in 2001-2018 and the magnitude of the decrease is higher than hindcast models. Nevertheless, this analysis suggests that the source of CO₂ to the atmosphere from the Arabian Sea is decreasing due to the warming of the basin leading to stratification and a decrease in upwelling intensity in the western basin.

3.3.3. Northeastern Indian Ocean (Bay of Bengal; BoB)

The IAV trends of pCO₂ simulated by hindcast and empirical models were close (1.54±0.04 and 1.64±0.02 μatm yr⁻¹ respectively) between 1985 and 2018 in the BoB and these rates are almost close to that of in the Arabian Sea (Table 4). The pCO₂ growth rate increased between 1985 and 2000 (1.34-1.46 μatm yr⁻¹) to 2001-2018 (1.71-1.76 μatm yr⁻¹; Table 4) and it is consistent with the atmospheric growth rate (https://gml.noaa.gov/ccgg/trends/).

The IAV in the BoB simulated by the hindcast models is small (-0.02 to +0.02 PgC yr⁻¹), and it is larger than the mean flux to the atmosphere from 1985 to 2018 (0.00±0.02 PgC yr⁻¹). This suggests that the mean CO₂ flux to the atmosphere may vary from a net weak sink to a weak source to the atmosphere. The standard deviation is large suggesting that large IAV occurs in the BoB. In contrast, the atmospheric inversions showed a large standard deviation in comparison to hindcast models suggesting high IAV could occur in the BoB (-0.03 to +0.04 PgC yr⁻¹). On the opposite the empirical models showed low IAV in CO₂ fluxes (0.00 to 0.02 PgC yr⁻¹) and it is close to that of the annual mean flux to the atmosphere.
The empirical models estimated very low IAV compared to hindcast and atmospheric inversion models in the BoB (Figure 7).

The IAV in the CO₂ fluxes in the BoB from the hindcast models decreased from 1985-2000 (-0.002±0.002 PgC yr⁻¹ decade⁻¹) to 2001-2018 (-0.005±0.001 PgC yr⁻¹ decade⁻¹) but not statistically different. (Table 5). Similarly, empirical models simulated a decrease in the fluxes of CO₂ in the BoB in recent decades (Table 5). The decrease of the CO₂ sink may be potentially caused by the deposition of atmospheric pollutants. Recently Sridevi and Sarma (2021) analyzed long-term trends (1998-2015) in pCO₂ levels in the BoB using an empirical model and noticed that pCO₂ decreased at the rate of -0.1 to -2.9 μatm yr⁻¹ in the central and eastern Bay associating with the decrease in salinity. The decrease in salinity is manifested by the melting of Himalayan glaciers due to climate change (Goes et al., 2020). In contrast, an increase in pCO₂ levels was noticed in the head bay and western BoB (0.1 to 2.4 μatm yr⁻¹) due to the deposition of atmospheric pollutants (Sarma et al., 2015; 2022). Therefore the decrease in the rate of CO₂ flux from the atmosphere in the recent decade may be caused by a decrease in salinity and deposition of atmospheric pollutants in the BoB.

3.3.4. Equatorial Indian Ocean (EIO)

The pCO₂ simulations displayed significant IAV by hindcast and empirical models in the equatorial Indian Ocean (1.65-1.72 μatm yr⁻¹) between 1985 and 2018. The enhanced pCO₂ growth rate was observed during the recent decade (2001-2018; 1.52-2.01 μatm yr⁻¹; Table 4) than between 1985 and 2000 (1.43-1.52 μatm yr⁻¹). The IAV in the CO₂ fluxes in the EIO simulated by the hindcast models is small (-0.11 to 0.06 PgC yr⁻¹), and it is larger than the mean flux to the atmosphere from 1985 to 2018 (-0.03±0.05 PgC yr⁻¹). The large standard
deviation in the IAV by hindcast models suggested large variations in the CO₂ fluxes in the EIO and the mean CO₂ flux to the atmosphere may vary between weak sink to the source to the atmosphere. In contrast, both empirical and atmospheric inversion models displayed a decrease in the source for the past three decades. The hindcast models displayed a rate of decrease in CO₂ fluxes from the EIO between 1985-2000 (-0.004±0.005 PgC yr⁻¹ decade⁻¹) to 2001-2018 (-0.006±0.003 PgC yr⁻¹ decade⁻¹) whereas a decrease was also noticed by empirical models but the magnitude was higher (+0.01±0.003 and -0.018±0.002 PgC yr⁻¹ decade⁻¹ during 1985-2000 and 2001-2018 respectively). This analysis suggests that the CO₂ sink in the EIO is increasing in recent decades possibly due to the weakening of upwelling in the western basin due to rapid warming (D’Mello and Prasanna Kumar, 2018; Roxy et al., 2015) leading to less DIC import in surface.

3.3.5. The South Indian Ocean (SIO)

The IAV of pCO₂ simulated by hindcast and empirical models in the SIO were close (1.73±0.03 and 1.70±0.02 μatm yr⁻¹ respectively) between 1985 and 2018. The lower pCO₂ growth rate was observed between 1985 and 2000 (1.43-1.50 μatm yr⁻¹) while increased in the recent decades of 2001-2018 (1.91-1.98 μatm yr⁻¹ (Table 4). A slight increase in the surface ocean pCO₂ growth rate from north (Arabian Sea; 1.88±0.06 μatm yr⁻¹ between 2001-2018) to SIO (1.98±0.05 μatm yr⁻¹) was observed in the hindcast models whereas such trends were not noticed in the empirical models (Table 4). In the period 1991–2007, Metzl (2009) calculated an oceanic pCO₂ growth rate of 2.11±0.11 μatm yr⁻¹, which is 0.4 μatm yr⁻¹ faster than in the atmosphere, suggesting that this region acts as a reducing sink of atmospheric CO₂. Recently Lo Monaco et al. (2021) reported increasing trends of pCO₂ in the southern Mozambique Channel ranging from 1.14 μatm yr⁻¹ from1963 to 1995, 1.70 μatm yr⁻¹ from
1995 to 2004 and 2.41 µatm yr\(^{-1}\) from 2004 to 2019, and these rates are close to that of atmospheric CO\(_2\) trend. The growth rate of pCO\(_2\) estimated by both hindcast and empirical models appears close to that of measured values in the SIO (Metzl, 2009; Lo Monaco et al., 2021; Lesueur et al., 2022).

The IAV in the SIO by the hindcast models is small (-0.41 to -0.03 PgC yr\(^{-1}\)), and it is larger than the mean flux to the atmosphere from 1985 to 2018 (-0.03±0.05 PgC yr\(^{-1}\)). The large standard deviation in the IAV by hindcast models suggested large variations in the CO\(_2\) fluxes in the SIO and the mean CO\(_2\) flux to the atmosphere may vary between weak sink to the source to the atmosphere. In contrast, the empirical model did not show large variability but atmospheric inversion models displayed large standard deviations (Figure 7) with a higher increase in the sink from -0.4 to -0.45 PgC yr\(^{-1}\) between 2001 and 2018. The hindcast models displayed a decrease in CO\(_2\) fluxes from the SIO between 1985-2000 (-0.02±0.006 PgC yr\(^{-1}\) decade\(^{-1}\)) to 2001-2018 (-0.006±0.005 PgC yr\(^{-1}\) decade\(^{-1}\)) whereas a decrease was also noticed by empirical models but the magnitude was higher (-0.003±0.005 to -0.012±0.004 PgC yr\(^{-1}\) decade\(^{-1}\) during 1985-2000 and 2001-2018 respectively).

3.4. Role of climate variability on CO\(_2\) flux

The IAV in sea-air CO\(_2\) fluxes in the Indian Ocean has been linked to the IOD and ENSO. Valsala and Maksyutov (2013) reported a strong correlation between the IODZM and sea-air CO\(_2\) flux IAV in the Arabian Sea and that the roles of these two (ENSO and IODZM) modes are complementary in the period 1985-2018. The strong IOD event occurred in 1994, 1997 and 2006 within the period considered in this study with a Dipole Mode Index (DMI) value >0.6. The simulated IAV by hindcast models shows an annual mean higher CO\(_2\) flux during
1994, 1997 and 2006 by 9-14% in the Arabian Sea whereas a decrease by 5-30% was noticed in other regions (BoB; EIO and SIO) than in adjacent years. This is consistent with earlier observations (Sarma, 2006; Valsala and Maksyutov, 2013). Interestingly, empirical models displayed an increase in CO₂ fluxes by 8% in 1994 but a decrease in flux by 10% was noticed between 1997 and 2006 compared to the normal period in the Arabian Sea. In contrast, a significant increase in CO₂ fluxes in the EIO by 3 to 45% was simulated by empirical models whereas a decrease of 6-30% was simulated by hindcast models. Jabaud-Jan et al. (2004) noticed sea-to-air fluxes in the subtropical zone (20°S-37°S) associated with warming in January 1998, when strong IOD occurred, compared to sink observed in the same region during 2000 suggesting warming induced by IOD enhanced CO₂ fluxes to the atmosphere. However, neither hindcast nor empirical models captured these features. The monthly mean CO₂ fluxes simulated by hindcast and empirical models in the Indian Ocean, including in the Arabian Sea, did not show significant relation with Dipole Mode Index (DMI) between 1985 and 2018 suggesting that weak IOD may not have a significant impact on CO₂ fluxes in the Indian Ocean.

The strong ENSO event (index value >1.0) occurred in 1987, 1992, 1997, 2010 and 2016 within the period considered in this study. During these events increase in annual mean CO₂ fluxes by 6-26% was observed in the Arabian Sea and BoB whereas a decrease in CO₂ fluxes was noticed in the EIO and SIO by hindcast models. In contrast, empirical models showed a decrease in CO₂ fluxes in the ENSO years in the Arabian Sea, BoB and SIO but an increase in the EIO. The monthly ENSO index displayed a significant linear correlation with CO₂ fluxes by hindcast models in the Arabian Sea and BoB (p<0.001) but an insignificant relationship in the EIO and SIO (p>0.01 and p>0.1 respectively) whereas insignificant relation was observed with CO₂ fluxes by empirical models in all regions. Valsala and
Maksyutov (2013) found a positive relationship between the ENSO index and CO2 fluxes in the Arabian Sea and Southern Peninsular India. Nevertheless, this study suggests that empirical models did not capture either ENSO or IOD impacts on the CO2 fluxes in the Indian Ocean.

Significant negative anomalies in the CO2 fluxes were reported in the tropical Indian and Pacific Oceans and the absence of such anomaly was reported in the Southern Ocean (McKinley et al., 2020; Bennington et al., 2022). Bennington et al. (2022) reported an increase in >30% of the sink after the Pinatubo eruption. Interestingly significant decrease in CO2 flux was observed between 1991 and the mean of 1992-93 in the Arabian Sea (0.038 and 0.032 PgC/y respectively), BoB (0.0033 and 0.002 PgC/y), EIO (-0.026 and -0.041) with decrease by 16 to 57% whereas it was smaller in the case of SIO (-0.18 and -0.19 PgC/y) associated with Pinatubo volcanic eruption (Fig. 7). These observations are consistent with the earlier studies (McKinley et al., 2020; Bennington et al., 2022). Recently Fay et al. (2023) reported high oxygen and carbon anomalies associated with Pinatubo volcanic eruptions for several years in the northern and tropical Pacific and tropical Indian Ocean but an insignificant impact is noticed in the Southern Ocean. The models used in this study also suggest an impact of the Pinatubo volcanic eruption on Indian Ocean CO2 fluxes around 1991-1992 most pronounced in the EIO region (Fig. 7).

4. Conclusions

The Indian Ocean is severely under-sampled with reference to surface pCO2 levels. In order to estimate the uptake of CO2 by the Indian Ocean, CO2 fluxes were simulated using several approaches, such as a) hindcast, b) atmospheric inversions, and c) empirical models, were
analyzed at different time scales and compared with spatially interpolated observations (called climatology). Our study suggests that the annual mean CO₂ uptake by the entire Indian Ocean (north of 37.5°S) from all approaches varied between -0.27 and -0.13 PgC yr⁻¹ with a mean value of all models of -0.19±0.01 PgC yr⁻¹. The SIO (south of 18°S) region is a dominant annual sink for the atmospheric CO₂ with a mean of all models of -0.23±0.11 PgC yr⁻¹. In contrast, a mild source of CO₂ in the atmosphere was simulated by all models (0.02±0.05 PgC yr⁻¹) in the north of 18°S. The estimation of CO₂ uptake by the Indian Ocean was shown little variations among models.

All models simulated spatial variability in CO₂ fluxes in the Indian Ocean except for the underestimation of upwelling fluxes off Oman/Somalia coasts, and the EIO and overestimation of sink in the BoB due to poor monsoon mixing and freshwater discharge simulations in the hindcast models. The RHM have improved the simulation of CO₂ fluxes, compared to GHM, in these regions but has not reached close to the climatology. Variations in CO₂ fluxes by different models were also driven by variations in wind products, transfer velocity parameterization and atmospheric CO₂ data used in the flux estimations.

The atmospheric growth rate of pCO₂ was well simulated by all models and they captured the seasonal cycle in the sea-air CO₂ fluxes, however, the stronger amplitudes were simulated by all models than climatology. The empirical models simulated the seasonal cycle of sea-air CO₂ fluxes reasonably well with the observations. The difference between the hindcast and atmospheric inversion models and also in comparison with climatology may reflect errors in the model formulations and also poor observational data both in the atmosphere and ocean surface.
The inter-annual variability in CO₂ fluxes by the hindcast models is relatively weaker compared to the atmospheric inversions. The hindcast models suggest a slight weakening of the sink over the period of 1985-2018 in the SIO. In contrast, a decrease in the source of CO₂ in the atmosphere was simulated in the Arabian Sea, BoB and EIO by the hindcast and empirical models. It is difficult to conclude how models are performing about IAV due to the lack of time-series atmospheric and surface ocean pCO₂ observations. All models projected the influence of atmospheric extreme events, such as IODZM and ENSO on CO₂ fluxes in the Indian Ocean.

Unless the monsoon mixing is represented well in the models, it will remain difficult to confidently project the future changes in CO₂ fluxes in the Indian Ocean. The lack of seasonal data in most parts of the Indian Ocean is another serious problem to validate the models. Significant improvement in model performance was not noticed since the RECCAP1 comparison between models and observations due to the lack of addition of new data in this region (Sarma et al., 2013). Therefore, intensive ocean observations of pCO₂ and atmospheric tower observations are required for further improvements of the models.

The Indian Ocean experiences extreme events such as eddies (Chen et al., 2012) and tropical cyclones and both cause enormous effluxes of CO₂ to the atmosphere that would influence local CO₂ fluxes (Byju and Prasanna Kumar, 2011; Ye et al., 2019). Swapna et al. (2022) projected an increase in cyclonic activity in the future in the Indian Ocean that may result in enhanced CO₂ fluxes at the air-sea interface. High resolution, with reference to space and time, is required to capture such features. The regional models are highly useful to capture such signatures than global models. It would be interesting to segregate the contribution of CO₂ fluxes due to an increase in cyclonic activity due to climate change.
Rapid warming of the Indian Ocean (Roxy et al., 2015) is experiencing and began to play an important role in global ocean heat uptake (Li et al., 2018). The decrease in the rate of warming due to aerosols was reported in the northern Indian Ocean (Sridevi et al., 2023). The decrease in the primary production in the western Indian Ocean (Roxy et al., 2016; Dalpadado et al., 2021; Sridevi et al., 2023), was reported due to the decline in wind speed and upwelling intensity. The lack of primary productivity trends due to an increase in the deposition of nutrients from the atmosphere was reported (Sarma et al., 2022; Sridevi et al., 2023). Rapid rate of ocean acidification was reported due to the atmospheric deposition of pollutants (Sarma et al., 2015; 2021; Kumar et al., 2022). Therefore the inclusion of atmospheric pollutants in the model improves the simulations of future changes in CO$_2$ fluxes significantly. Evaluating the changes in possible drivers due to climate change would be an interesting issue to look into in the future.

One serious drawback in the present study to use of observational climatology of CO$_2$ fluxes to compare with the model simulations. Due to a lack of observational data in the Indian Ocean, inter and extrapolations were done based on the advection-diffusion model (Takahashi et al., 2009). Recently Davis and Goyet (2021) suggested a new method to fill the gaps to balance the error in the undersampled regions. Utilizing such tools, as shown by Guglielmi et al. (2022 a, b), may further decrease errors associated with climatology and the evaluation of model simulations will be enhanced.
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Table 1: Details of the hindcast models (including regional models) with reference to a period of the run, products used, parameterization of transfer velocity and resolution of the model.

<table>
<thead>
<tr>
<th>Global hindcast model</th>
<th>Period for Analysis</th>
<th>Spun-up</th>
<th>Initial conditions/physical forcing</th>
<th>wind</th>
<th>Riverine input used</th>
<th>Transfer velocity</th>
<th>resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSM-WHOI</td>
<td>1958-2017</td>
<td>Spun-up to preindustrial steady state with 287.4 ppm</td>
<td>POP2 model was initialized with Levitus data and state of rest Does not include the phosphoric and silicic acid systems</td>
<td>JRA</td>
<td>No</td>
<td>Wanninkhof 1992</td>
<td>1° x 1°</td>
</tr>
<tr>
<td>CESM-ETHZ</td>
<td>1980-2018</td>
<td>Preindustrial; 1850 global average CO2 set to 286.46 ppm</td>
<td>Physical: NCEP-2; air-sea flux data: CORE II; atm.CO2: GCP Global averaged annual CO2 Includes the phosphoric and silicic acid systems</td>
<td>Yes</td>
<td>Wanninkhof 2014</td>
<td>1° x 1°</td>
<td></td>
</tr>
<tr>
<td>CNRM-ESM2-1</td>
<td>1980-2018</td>
<td>Preindustrial steady state 284.32 ppm for 1850</td>
<td>O2, Nutrients: WOA13 DIC, Alkalinity: GLODAPv2; Freshwater input: OMIP2 from JRA1.4-55</td>
<td>JRA55</td>
<td>Yes</td>
<td>Wanninkhof 1992</td>
<td>1° x 1°</td>
</tr>
<tr>
<td>EC-Earth3</td>
<td>1980-2018</td>
<td>Physical spun-up on HR mesh 1 with constant atm. CO2 BGC fields on LR mesh of 1980 year 278 ppm</td>
<td>atm.CO2: GCP Global averaged annual CO2 O2, Nutrients: WOA13 DIC, Alkalinity: GLODAPv2</td>
<td>JRA55</td>
<td>No</td>
<td>Wanninkhof 2014</td>
<td>1° x 1°</td>
</tr>
<tr>
<td>MOM6-Princeton</td>
<td>1980-2018</td>
<td>Atm. CO2 for preindustrial steady state: 278 ppm, Spun-up starting from 1959,</td>
<td>SST, SSS, nutrients: WOA13; DIC &amp; Alkalinity: GLODAPv2; does not include Phosphoric and silicic acid systems. Alkalinity is influenced by inputs from river, calcium carbonate burial to the sediment and nitrogen redox change</td>
<td>JRA</td>
<td>Yes</td>
<td>Wanninkhof 1992</td>
<td>0.5° x 0.5°</td>
</tr>
<tr>
<td>MPIOM-HAMOCC</td>
<td>1980-2019</td>
<td>Preindustrial steady state 296.2 ppm atm.CO2</td>
<td>Atmospheric CO2 concentrations are according to the link provided in the RECCAP2 protocol Included phosphoric and silicic acid systems</td>
<td>NCEP</td>
<td>No</td>
<td>Wanninkhof 1992 &amp; 2014</td>
<td>Bipolar grid with 1.5° near equator</td>
</tr>
<tr>
<td>MRI-ESM2-1</td>
<td>1980-2018</td>
<td>Preindustrial steady state 284.32 ppm</td>
<td>Initialized with those derived from GLODAPv2 and WOA13v2. SST, SSS, nutrients: WOA13v2</td>
<td>JRA 55</td>
<td>No</td>
<td>Wanninkhof 1992 &amp; 2014</td>
<td>Nominally 100 km</td>
</tr>
<tr>
<td>NorESM-OC1.2</td>
<td>1980-2018</td>
<td>Preindustrial steady state</td>
<td>Nutrients: WOA13;</td>
<td>No</td>
<td>Wanninkhof 1992</td>
<td>Nominal 1°</td>
<td></td>
</tr>
<tr>
<td>Model Name</td>
<td>Time Period</td>
<td>Details</td>
<td>DIC and Alkalinity</td>
<td>Source</td>
<td>Resolution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
<td>---------</td>
<td>-------------------</td>
<td>--------</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ORCA1_LIM3-PISCES (IPSL-NEMO-PISCES)</td>
<td>1980-2018</td>
<td>Initialized with observations in year 1836 and CO2 set to 286.46 ppm at 1870 level</td>
<td>GLODAPv2 Included phosphoric and silicic acid systems</td>
<td>JRA55</td>
<td>1° x 1°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ORCA025-GEOMAR</td>
<td>1980-2018</td>
<td>Preindustrial steady state for 137 years and CO2 set to 284.32 ppm</td>
<td>Levitus 1998; (SST &amp; SSS) Nutrients: WOA02 DIC &amp; Alk: GLODAP Pre-spin-up for sea ice from different experiments</td>
<td>JRA55</td>
<td>1/4°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planktom12</td>
<td>1980-2018</td>
<td>Spun-up to 1750-1947 with looped 1990 NCEP forcing; Preindustrial steady state 278 ppm</td>
<td>NCEP forcing Sea-ice: NEMO-LIM2 model Included phosphoric and silicic acid systems</td>
<td>Wanninkhof 1992</td>
<td>1° x 1°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOIS-BIO-ROMS</td>
<td>1980-2018</td>
<td>Initialized with observations for a particular year (1970) RECCAP2 Strategy 1</td>
<td>Atm.CO2: Keeling et al., 1995 at monthly resolution. The physical state variables have been initialized using ECDA system simulated reanalysis data produced by GFDL. The biological state variables (NO3, Chlorophyll-a, O2, etc.) have been initialized using the climatological state of January generated from the climatological run of the model. The model state of the carbon state variables has been initialized using the Global Ocean Data Product (GLODAP; Key et al., 2004).</td>
<td>JRA55- do</td>
<td>1/12°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROMS-NYUAD</td>
<td>1980-2018</td>
<td>1950-1979 (repeated normal year for physical forcing, increasing pCO2 from Joos and Spahni (2008) and Keeling et al. (2005).</td>
<td>temp, salinity, u, v, SSH: ORAS5; O2 &amp; nitrate: WOA18 Chl-a: CMEMS (SeaWiFS &amp; MODIS) DIC &amp; Alk, GLODAPv2</td>
<td>ERA-Interim</td>
<td>0.1 x 0.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2: The methods used in the different observation-based surface CO₂ models used in this study.

<table>
<thead>
<tr>
<th>Observation-based surface CO₂ models</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMEMS-LSCE-FFNN</td>
<td>Feed Forward Neural Network (FFNN)</td>
<td>Chau et al., 2022</td>
</tr>
<tr>
<td>CSIRML6</td>
<td>Machine Learning/CSIR-ML6</td>
<td>Gregor et al., 2019</td>
</tr>
<tr>
<td>Jena-MLS (CarboScope)</td>
<td>/ocean mixed layer model</td>
<td>Rodenbeck et al., 2013</td>
</tr>
<tr>
<td>JMAAMLR</td>
<td>Multiple Linear Regression model</td>
<td>Iida et al., 2021</td>
</tr>
<tr>
<td>Spco2_LDEO HPD</td>
<td>Global Ocean Biogeochem Model/Extreme Gradient Boosting (XGB)</td>
<td>Gloege et al., 2022</td>
</tr>
<tr>
<td>SOMFNN</td>
<td>Neural Network</td>
<td>Landschutzer et al., 2016</td>
</tr>
<tr>
<td>NIES-MLR3</td>
<td>Feed Forward Neural Network (FFNN)</td>
<td>Zeng et al., 2014</td>
</tr>
<tr>
<td>OceanSODAETHZ</td>
<td>Geospatial Random Cluster Ensemble Regression (GRaCER)</td>
<td>Gregor and Gruber 2021</td>
</tr>
<tr>
<td>UOEX_WAT20</td>
<td>Multiple Linear Regression/ Feed Forward Neural Network (FFNN)</td>
<td>Watson et al., 2020</td>
</tr>
</tbody>
</table>
Table 3: The annual mean uptake (±standard deviation) of CO₂ from the climatology (Takahashi et al, 2009), hindcast, empirical and atmospheric inversion models. All units in PgC yr⁻¹. The negative values represent CO₂ flux into the ocean and the positive ones into the atmosphere.

<table>
<thead>
<tr>
<th>Region</th>
<th>Climatology (n=14)</th>
<th>Hindcast Models (Includes 2 Regional models) (n=14)</th>
<th>Observation-based models (n=9)</th>
<th>Atmospheric Inversion models (n=2)</th>
<th>All models (n=25)</th>
<th>Surface area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arabian Sea</td>
<td>0.08 ± 0.06</td>
<td>0.03 ± 0.01</td>
<td>0.08 ± 0.01</td>
<td>0.16 ± 0.12</td>
<td>0.06 ± 0.05</td>
<td>0.70 x 10⁷</td>
</tr>
<tr>
<td>Bay of Bengal</td>
<td>0.01 ± 0.01</td>
<td>-0.00 ± 0.01</td>
<td>0.01 ± 0.00</td>
<td>0.01 ± 0.01</td>
<td>0.00 ± 0.01</td>
<td>0.44 x 10⁷</td>
</tr>
<tr>
<td>Equatorial Indian Ocean</td>
<td>0.04 ± 0.03</td>
<td>-0.05 ± 0.04</td>
<td>0.02 ± 0.02</td>
<td>0.02 ± 0.03</td>
<td>-0.02 ± 0.05</td>
<td>1.55 x 10⁷</td>
</tr>
<tr>
<td>South Indian Ocean</td>
<td>-0.20 ± 0.16</td>
<td>-0.19 ± 0.06</td>
<td>-0.23 ± 0.02</td>
<td>-0.46 ± 0.30</td>
<td>-0.23 ± 0.11</td>
<td>1.24 x 10⁷</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td>-0.07 ± 0.14</td>
<td>-0.21 ± 0.10</td>
<td>-0.13 ± 0.04</td>
<td>-0.27 ± 0.16</td>
<td>-0.19 ± 0.10</td>
<td>3.92 x 10⁷</td>
</tr>
</tbody>
</table>
Table 4: The growth rate (±standard deviation) of pCO$_2$ (µatm yr$^{-1}$) in the different regions of the Indian Ocean and different periods. The p-value of the regression of time-series pCO$_2$ variability is given in bracket.

<table>
<thead>
<tr>
<th>Period (µatm/yr)</th>
<th>Arabian Sea</th>
<th>Bay of Bengal</th>
<th>Equatorial Indian Ocean</th>
<th>South Indian Ocean</th>
<th>Indian Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985-2018</td>
<td>1.68±0.03</td>
<td>(7.7E-32)</td>
<td>1.54±0.04</td>
<td>(5.4E-28)</td>
<td>1.64±0.02</td>
</tr>
<tr>
<td>1985-2000</td>
<td>1.32±0.07</td>
<td>(3.7E-11)</td>
<td>1.41±0.04</td>
<td>(3.3E-15)</td>
<td>1.34±0.15</td>
</tr>
<tr>
<td>2001-2018</td>
<td>1.88±0.06</td>
<td>(2.1E-15)</td>
<td>1.76±0.03</td>
<td>(9.6E-21)</td>
<td>1.71±0.06</td>
</tr>
</tbody>
</table>
Table 5: Rate of changes in CO$_2$ fluxes ($\pm$standard deviation) (PgC yr$^{-1}$ decade$^{-1}$) in the Indian Ocean during different time periods. The p-value of the regression of time-series CO$_2$ variability is given in bracket. The negative values represent the decrease in source and vice versa for the positive.

<table>
<thead>
<tr>
<th>Period</th>
<th>Arabian Sea</th>
<th>Bay of Bengal</th>
<th>Equatorial Indian Ocean</th>
<th>South Indian Ocean</th>
<th>Indian Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>hindcast</td>
<td>Empirical</td>
<td>hindcast</td>
<td>Empirical</td>
<td></td>
</tr>
<tr>
<td>1985-2018</td>
<td>-0.003±0.001 (3.5E-05)</td>
<td>-0.006±0.001 (2.7E-09)</td>
<td>-0.004±0.000 (2.4E-09)</td>
<td>-0.007±0.001 (3.14E-05)</td>
<td>-0.007±0.002 (6.0E-04)</td>
</tr>
<tr>
<td>1985-2000</td>
<td>-0.001±0.002 (5.4E-01)</td>
<td>-0.002±0.002 (4.7E-01)</td>
<td>-0.002±0.002 (2.4E-01)</td>
<td>0.001±0.001 (2.3E-01)</td>
<td>-0.004±0.005 (3.7E-01)</td>
</tr>
<tr>
<td>2001-2018</td>
<td>-0.005±0.002 (7.8E-03)</td>
<td>-0.011±0.001 (1.8E-07)</td>
<td>-0.005±0.001 (3.0E-06)</td>
<td>-0.006±0.003 (8.5E-09)</td>
<td>-0.018±0.002 (1.1E-07)</td>
</tr>
</tbody>
</table>
Figure 1: a) Figure showing the sub-regions of the Indian Ocean used in this study: South Indian Ocean (SIO; Brown), equatorial Indian Ocean (EIO; red), Arabian Sea (AS; Blue) and Bay of Bengal (BoB; green). b) shows the location of observations of oceanic pCO2 collected since 1958 (Bakker et al., 2020), c) CO2 flux climatology based on the observations and interpolated to a 4 x 5° grid (Takahashi et al., 2009) and d) Annual mean uptake from climatology, hindcast, empirical and atmospheric inversions models (PgC yr⁻¹) for the reference year of 2002. The error bars represent the standard deviation. The negative values represent fluxes into the ocean and positive to the atmosphere.

Figure 2: Annual mean uptake (in mol m⁻² yr⁻¹) from the 14 hindcasts (2 regional) models for the reference year of 2002. The negative values reflect fluxes into the ocean and are positive for the atmosphere.

Figure 3: Annual mean uptake (in mol m⁻² yr⁻¹) from the 9 observation-based models for the reference year of 2002. The negative values reflect fluxes into the ocean and are positive for the atmosphere.

Figure 4: Annual mean uptake (in mol m⁻² yr⁻¹) from the 2 atmospheric inversion models. The CAMSv20r1 used inter-annually varying prior fluxes from an empirical model CEMES, while MACTM used annually repeating prior flux seasonality from Takahashi et al. (2009). The negative values reflect fluxes into the ocean and are positive for the atmosphere.

Figure 5: The zonally integrated, annual mean CO2 uptake (30°N-37.5°S) from a) hindcast, b) empirical and c) atmospheric inversion models.

Figure 6: Seasonal cycle of the CO2 fluxes (PgC yr⁻¹; left panel) and δpCO2 (μatm; right panel) in the Indian Ocean from observations, mean hindcast, empirical and atmospheric inversion models in the Indian Ocean, Arabian Sea, BoB, EIO and SIO.

Figure 7: The inter-annual variability from hindcast, empirical and atmospheric inversion models. The upper panel shows the ENSO (https://ggweather.com/enso/oni.htm) and IOD index (http://www.bom.gov.au/climate/iod/) and the other panels for the entire Indian Ocean, Arabian Sea, Bay of Bengal, equatorial Indian Ocean, and South Indian Ocean. The trends of mean hindcast, empirical and atmospheric inversion are given in PgC yr⁻¹ decade⁻¹.
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