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Abstract. Exposing data sources through Daas (Data as a Service) services be-

come increasingly important. The DaaS service discovery constitutes a real 

challenge in P2P environments. Although several data source discovery meth-

ods take into account the semantic heterogeneity problems by using several 

domain ontologies (DOs), most of them imposed a topology on the graph 

formed by DOs and mapping links. In this paper, we propose a DaaS Service 

Discovery (DSD) method without imposing any topology on this graph. Peers, 

using a common DO, are grouped in a Virtual Organization (VO) and connect-

ed in a Distributed Hash Table (DHT). Then, lookups within a same VO con-

sists in a classical search in a DHT. Regarding the inter-VO discovery process, 

we propose an addressing system, based on the existing mapping links between 

DOs, to interconnect VOs. Furthermore, a lazy maintenance is adopted in order 

to reduce the number of messages required to update the system.  

Keywords: Large Scale Data Distribution, Data as a Service, Data Source Dis-

covery, Semantic Heterogeneity, Dynamicity, Performance.  

1.  Introduction    

 With the constant proliferation of information systems around the globe, the need for 

decentralized and scalable data sharing and integration mechanisms has become ap-

parent more than ever in a wide range of applications. These applications querying 

heterogeneous data source spread on a huge number of peers which can join/ leave the 

system at any moment. Last few years saw new type of services known as DaaS (Da-

ta-as-a-Service) services [19] where services correspond to calls over the data 

sources. Besides, users’ requirements increase so that their queries often need several 

sources, thus requiring service composition. The latter consists in combining several 

DaaS services. While initial service composition approaches have been a powerful 

solution for building value-added services on top of existing ones, the issues of ex-

ploiting and managing DaaS services in dynamic and large scale P2P environments 

remain an important challenge. In fact, DaaS services are numerous, highly heteroge-

neous and constantly evolving in such environments. This leads to the fact that the 
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services discovery process remains a more important issue in a large scale query eval-

uation. Indeed, the discovery process consists in searching metadata describing DaaS 

services required to process the user query. However, the main obstacle affecting the 

DaaS service discovery mechanism is the semantic heterogeneity between services, 

e.g., the DaaS service associated to the 'Doctor' concept in a medicine field is not 

identical to the DaaS service associated to the 'Doctor' concept in the university area. 

Indeed, resolving the semantic heterogeneity between the different concepts associat-

ed with the DaaS services is necessary.  

   The DaaS service discovery approaches can be classified into centralized [2] and 

decentralized [7]. Central registries, used to store DaaS services, are poor at support-

ing scalability in the Web context when most of the decentralized DaaS service dis-

covery methods typically employ flooding and random walk to locate data which 

results in much network traffic. Dealing with the data source discovery related work 

taking into account the semantic heterogeneity problems, first works were based on 

the correspondence between keywords used in the data source schemas [9, 17, 18]. 

The major drawback of this approach is the maintenance of links in a highly dynamic 

environment. Other works have adopted the use of a global schema or a global ontol-

ogy, employed to provide a formal conceptualization of each domain, as a pivot 

schema [1]. However, designing such ontology remains a complex task in front of the 

large number of areas in large scale environments. Later, some works proposed the 

using of different domain ontologies (DOs) [8, 14]. In this paper, we adopt this latter 

approach which is the most promising because it preserves the autonomy of each DO. 

Hence, each application domain is associated with one DO. Relationships links called 

‘mapping links’ are established between these DOs in order to define correspondence 

links between them. In our knowledge, all methods proposed within this approach 

impose a particular topology on the graph formed by the DOs and mapping links. 

Imposing a fixed topology as in [15] is a major drawback. Indeed, there are on the 

Internet available DOs and mapping links between them. The topology of the graph 

formed by these DOs and mapping links between them is an arbitrary graph. If the 

topology founded is not suitable for one method, some mapping links must be de-

fined. This is a very hard task. Hence, a good challenge consists in using the existing 

mapping links without imposing any topology on the graph.  

  In this paper, a part of the PAIRSE project
 1

, we extend the data source discovery 

method proposed in [11] to support the DaaS service discovery with considering se-

mantic heterogeneity between concepts associated to these services. The discovery 

process is particularly important that the user query response is produced from the 

composition/ filtering of returned DaaS services [4]. The proposed DaaS Service 

Discovery (DSD) method is adapted to any mappings link topology. We propose to 

regroup peers, by expertise domain, in a virtual organization (VO) [12]. In each VO, 

peers used the same DO as a pivot schema. This allows taking into account the prin-

ciple of locality [10] that promotes the autonomy of each VO. For reasons of discov-

ery process efficiency, the peers within the same VO are connected in a Distributed 

Hash Table (DHT) [16]. Thus, the discovery within a single VO consists in a classical 

lookup in a DHT. Concerning the inter-VOs DaaS service discovery, the translation 

of the sought concept between VOs is required in order to propagate the DaaS service 

discovery query. For this aim, we propose an addressing system that permits to inter-

connect VOs by exploiting the existing mapping links between DOs. Then, a perma-

 1 This research project is supported by the French National Research Agency under grant number ANR-09-SEGI-008, and 
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nent access exists from any VO to other. The proposed method takes also into account 

the connection/ disconnection of peers into the system (dynamicity property of P2P 

environments). In order to limit the excessive number of messages exchanged be-

tween peers, we adopt a lazy update of the addressing system. This permits a signifi-

cant maintenance costs reduction especially in the presence of a churn effect [12]. The 

rest of the paper is organized as follows: Section 2 describes the DaaS service compo-

sition. Section 3 details the proposed DSD method. Section 4 discusses the system 

maintenance through our method. A simulation analysis of the proposed method is 

presented in section 5. The final section contains concluding remarks and future work. 

2.  DaaS Service Composition 

 DaaS services provide bridges to access data sources. Nevertheless, while individual 

DaaS services may provide interesting information alone, in a real scenario, users' 

queries require the invocation of several DaaS by adopting composition approaches. 

   In this work, we adopt a query rewriting based approach to compose data providing 

Web services proposed in [3]. Specifically, DaaS services are modeled as RDF pa-

rameterized Views (RPVs) over DOs. RDF (Resource Description Framework) views 

capture in a faithful and declarative way the semantic relationships between input and 

output parameters using ontological concepts and relations whose semantics are well 

defined in the mediated ontology. RDF views are incorporated within services de-

scription files as annotations. Users pose their queries at a given peer on a mediated 

ontology using SPARQL 
2
 query language. Then, the defined RDF views are exploit-

ed within WSDL files to discover locally and/or distantly services. Indeed, the peer 

extracts the different ontological concepts used in the query and launches service 

discovery requests for services annotated (via their RPVs) with these concepts, firstly 

in the peer where the query is posed, then the service discovery request is propagated 

to the others peers. The discovery process is detailed in the next section. The descrip-

tions of discovered services are then sent back to the initial peer, where the relevant 

services will be selected and composed using an RDF query rewriting algorithm [4, 

6]. Finally an execution plan for the composition is generated and executed to provide 

the user with requested data.  

3.  DaaS Service Discovery Considering Semantic Heterogeneity 

P2P environments are characterized by the presence of a large number of Web ser-

vices which are highly heterogeneous and constantly evolving. Throughout this sec-

tion, we present the proposed DaaS Service Discovery (DSD) method.  

3.1   System Architecture and Design 

 Each application domain accumulates a large number of DaaS services. In order to 

preserve the autonomy of each application domain, we propose to associate each 

application domain with one DO [14]. Then, relationships links called ‘mapping 

links’ are established between these DOs in order to define correspondence links be-

2 http://www.w3.org/TR/rdf-sparql-query/ 

 



 

tween them. We group peers using the same DO in a Virtual Organization (VO). This 

allows taking into account the principle of locality [10]. Indeed, peers having the 

same expertise are grouped in the same VO. Let consider a set of DOs which form an 

undirected graph G(V, E) with V the set of vertices presenting these DOs and E the set 

of edges presenting the mapping links between these DOs. We note that an edge ex-

ists between two vertices vi and vj in G if and only if there exists a mapping link be-

tween DOi and DOj presenting respectively per vi et vj with i≠j. 

           

 

 

 

 

 

Fig. 1: Example of: a Graph between DOs and Associate VOs (left), Interconnection 

between VOs through Access Points (right). 

   For each DOi in G, we associate a virtual organization VOi. Each VO regroups a set 

of peers using the same DOi as a pivot schema for managing DaaS services. We af-

firm that VOj is neighbor of VOi if and only if it exist a mapping link between DOi 

and DOj used respectively per VOi and VOj. We notes Neighbor (VOi) a set of VOs, 

neighbors of VOi and connected to VOi through direct mapping links. Let also 

|Neighbor (VOi)| be the number of VOs neighboring of VOi. To ensure the complete-

ness of discovery results, the graph G must be connected, i.e., there must be a path 

from any VO to another. In the rest of this paper, we suppose that G(V, E) is connect-

ed and its topology is arbitrary. Thus, there is always a path between two vertices in 

G. This allows a translation between two DOs, e.g., Fig.1- left shows an example of a 

connected graph of mapping links between DO1, DO2,…, DO5, VO1 regroups a set of 

peers using the same domain ontology DO1 as a pivot schema. 

3.2   DaaS Service Discovery Process 

 Suppose that a user query Q is issued at a given peer. Suppose also that Q could not 

be resolved with the DaaS services founded at a local peer [4]. Then, its evaluation 

starts with the DaaS service discovery step. It consists to discover the metadata de-

scribing DaaS services, previously published and associated to the concepts present in 

Q. The DaaS service registration step consists in publishing (i) the concerned DaaS 

service, (ii) the associated RDF parameterized View (RPV) which allows to capture 

the semantic relationship between the DaaS service and the associated concepts over 

the corresponding DO, (iii) the set of concepts C associated to the DaaS service, (iv) 

the set of properties Pr associated with these concepts on which an additional filtering 

is applied to the returned DaaS service. Using the described configuration of VOs, 

DaaS service discovery queries can be classified into two types: (i) intra-VO DaaS 

discovery queries and (ii) inter-VO DaaS discovery queries.  

Intra-VO DaaS service discovery process. The intra-VO DaaS service discovery 

process consists on the DaaS services research within a same VO. It does not require 

any concepts translation since all peers in one VO used the same ontology as a pivot 

schema. For this aim, we wish to (i) have an efficient mechanism for the DaaS service 
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discovery process and (ii) avoid false answers [16]. This means that if the DaaS ser-

vice exists, we want to discover it. For efficient reasons, we have proposed to associ-

ate a structured P2P system, e.g., DHT, to each VO. DHTs have proved their efficien-

cy with respect to the scalability and research process. In addition, they have the char-

acteristic to avoid false answers (the case of unstructured P2P systems). The complex-

ity to find a peer responsible of a DaaS service is O(log(N)) where N is the number of 

peers in chord [16], a DHT rooting protocol. The DaaS service discovery within a 

single VO is evaluated according to the routing system of a classic DHT [16]. How-

ever, this requires some DHT adjustments in order to index the previously published 

services. Indeed, we have extended the DHT catalog to support the registration of 

both the concerned DaaS service and the associated set {RPV, C, Pr}.  

Inter-VO DaaS service discovery. An inter-VO discovery query providing from a 

peer є VOi consists to look for metadata describing a DaaS service available in VOj 

with i ≠ j. For this aim, we propose an addressing system which assures a permanent 

access from any VO to other in a dynamic environment in order to permit the transla-

tion of each researched concept. The proposed addressing system permits a communi-

cation between a peer Î VOi and peers in neighbor(VOi). For each peer Pi Î VOi we 

associate |Neighbor (VOi)| access points. Let APi the access point set of Pi. Each ac-

cess point Pj Î APi is one peer of VOj Î Neighbor (VOi). Hence, when a peer Pi 

wants to propagate the discovery query to VOi, access points and exiting mapping 

links between DOi and DOj are used. In order to avoid that a peer forms a bottleneck 

or constitutes a single point of failure, we ensure that several access points Pj of a peer 

Pi Î VOi reference different peers in VOj. Fig. 1- right illustrates examples of access 

points: the bold lines show mapping links between VOs, e.g., P12Î VO1 can com-

municate with peers of VO2 thanks to its access point P21.  

   Every peer receiving a discovery query: (i) execute an intra-VO discovery query 

and (ii) propagate the discovery query towards neighbors VOs and so on. Suppose 

that a given peer Pi Î VOi submits a DaaS service query. Hence, a lookup function is 

evaluated for each Pj є APi in order to search the concept c in VOj Î Neighbor (VOi). 

When Pi contacts its access point, c is translated through the existing mapping rules 

between DOs. To avoid an endless propagation of a discovery query, we define a 

Time to Live (TTL) which corresponds to the maximal path length in G than a dis-

covery query can run, i.e., the limit of the query propagation number. The complete 

inter-VO discovery algorithm is described in [13]. If a DaaS Service, at least, is 

found, the response is sent to Pi. It contains: (i) metadata of the founded DaaS ser-

vices, (ii) the translation path constituted of a sequence of edges representing the 

mapping links that the discovery query followed along the discovery process and (iii) 

the associated RPV describing the semantic relationship between each returned DaaS 

service and c. Finally, a filter is applied to each DaaS service through properties є Pr.  

4.  System Maintenance  

 The continuous leaving/ joining of peers is very common in P2P systems. This re-

quires the maintenance of the system. We distinguish two types of maintenance in our 

system: (i) the DHT maintenance and (ii) the addressing system maintenance that 



 

impact the discovery. We will not detail the first case since the system maintenance is 

done by a classical maintenance of a DHT [16]. Maintaining the addressing system 

requires the updating of all access points, i.e., defining how the access points are up-

dated. Recall that in P2P Chord systems [16], the connection/ disconnection of one 

peer generates Log
2
(N) messages when N is the total number of peers in the system.  

   When a new peer connects to a VO, all its access points must be defined. We based 

on the same technique used when an access point is not available during the inter-VO 

discovery. The connection peer algorithm is detailed in [11]. Regarding the peer dis-

connection process, let’s a peer PDisc є VOi disconnects from the system. The first step 

is to maintain the DHT. This is a classical DHT maintenance [16].  However, the peer 

PDisc can be an access point for a peer belonging to another VOj (with i ¹j). Hence, the 

addressing system must be updated. We have adopt a lazy maintenance as in [11]. 

None of the VOj (i ¹j) is informed by this disconnection. The access points towards 

this VOj will be updated during an inter-VO DaaS service discovery process. Indeed, 

during the discovery process, the opportunity is taken to update all access points. This 

strategy reduces the number of messages required to update the system.  

5.  Simulation Analysis 

 We focus on the simulation of a data source discovery process since it is difficult to 

experiment these peers organized as VOs in a real platform, e.g., Grid’5000 
3
. We 

based on a virtual simulated network of 10.000 homogenous peers with a single data 

source by peer. We also used Open Chord [16], one implementation of Chord DHT. 

In other hand, data sources are exposed as DaaS services. Thus, performances of data 

sources discovery process and DaaS service discovery process are almost equivalent.  

5.1 Inter-VO Data Sources Discovery 

 We have compared performance of the DSD method to those of three other data 

source discovery methods taking into account the semantic heterogeneity problems: 

(i) data source Discovery according to the Super Peer topology method (DSP) [8], (ii) 

data source Discovery method in which the topology is ‘Two by Two peers’ (D2b2) 

[9] and (iii) data sources Discovery by Flooding method (DFlooding) [5].   

  When we deal with a single discovery query, D2b2 response times are 

the largest compared to other three methods. This is due to the longest path traversed 

to discover data sources within this method. DFlooding and DSD methods show bet-

ter results in terms of response time. They have almost similar response times with a 

small advantage to the DFlooding method. However, the graph of mapping links be-

tween ontologies in this later must be a complete graph which requires intensive in-

tervention of the administrator. In order to confirm the capability of the proposed 

DSD method to be scalable, we have varied the number of queries submitted to each 

peer (between 2 and 500 queries/ sec). Fig.2 shows the ratio of DSD response times 

over response times of the three compared solutions with a system composed of 100 

VOs, i.e., with 100 peers/ VO. Experiments show that the DSD response times are 

significantly reduced compared to D2b2 and DSP methods. When we experiment 

with 10 queries/ sec, the response times generated by our method are 10 times smaller 

  3 Grid’5000. www.grid5000.org 



 

than those generated by the DSP method. From 10 queries/ sec, the save time is more 

important. Compared with the DFlooding method, our response times are slowly 

greater (18%) when we experiment with less than 20 queries/ sec. A save time, what-

ever small, is obtained from 25 discovery queries/ sec, e.g., a save of 20% with 500 

queries/ sec. This is due to the fact that multiple discovery queries in DSD may re-

quire the intervention of several different access points when these queries generate 

some bottleneck at some peers in the DFlooding method. Hence, it seems more rea-

sonable to have more than 20 queries/ sec in a large scale environment. Furthermore, 

with DSD we can use DOs and mapping links available on Internet and add some 

mapping links if the graph founded is not connected. In the DFlooding method, a 

more important number of mapping links must be defined to have a complete graph. 

  

 

 

 

 

 

Fig. 2. Speed up (Response Times).          Fig. 3. Impact of the Connected/ Disconnected 

Peers on the System Maintenance. 

5.2   System Maintenance: Simulation Analysis 

 We evaluate the maintenance costs by measuring the number of messages generated 

to maintain the system when peers join/leave the system but the total number of peers 

stays appreciatively constant (a system composed of 10 VOs with 1000 peers/ VO). It 

is clear that maintaining a DHT generates greatest costs especially when several peers 

join/leave the system. But, this is valuable for all the compared solutions. Fig. 3 

shows the number of the required messages to maintain the system in the four com-

pared solutions. The number of messages needed to maintain the system with the DSP 

and D2b2 methods is the higher. Indeed, if a super peer leaves or arrives in the sys-

tem, all the ‘leaves’ peers should be updated by using the DSP method. The D2b2 

method generates the most important maintenance cost. This is due to the topology 

used. When 10 peers join/ leave the system, better results are observed for the DSD 

method which requires less than 7200 when the DFlooding method requires 11000 

messages to maintain the system. In fact, most of messages in the DSD method are 

essentially those required to update the DHT. The use of a lazy maintenance allows 

significant reduction in the number of these messages needed to update access points. 

Thus, access points of a peer referencing peers which have leaving the system are 

updated only when the discovery process occurs in the DSD method when all peers 

must be contacted to update their access points in the DFlooding method.  

6.  Conclusion and Future Work 

 The proposed DaaS Service Discovery (DSD) method takes into account the seman-

tic heterogeneity problems in P2P environments. For this aim, we group all peers 
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using the same domain ontology (DO) in a virtual organization (VO). Within a VO, 

the DaaS service discovery process is based on a classical lookup in a DHT (intra-VO 

discovery). Regarding the inter-VO discovery process, we have proposed an address-

ing system based on the exiting mappings between various DOs without imposing any 

topology on the graph formed by these DOs and mapping links. Our discovery meth-

od allows a permanent access between virtual organizations in a dynamic environ-

ment. Furthermore, we adopt a lazy maintenance in order to decrease the update cost 

generated by the continuous joining/ leaving of peers to the system. 

 The Simulation analysis showed a significant improvement of response times for the 

inter-VO discovery queries especially with an important number of simultaneous 

discovery queries. It shows also a significantly reduction of the maintenance cost 

generated by the frequent joining and leaving of peers. Further work includes more 

performance studies especially with a high number of peers in a real platform. 
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