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ABSTRACT 
Task analysis can be considered as a fundamental component of 
user centered design methods as it provides a unique way of 
analyzing in a systematic way users’ roles and activities. A widely 
used way of storing the information gathered during that phase in 
a structured and exhaustive way is to build task models which are 
then amenable to verification of properties or to performance 
evaluation. In widely used notations such as Hierarchical Task 
Analysis (HTA) or CTT (Concur Task Tree), information or 
objects manipulated by the users while performing the tasks does 
not receive a similar treatment as the sequencing of tasks which is 
usually carefully and exhaustively described. This paper proposes 
a systematic account for the various concepts manipulated by the 
users while performing tasks. Such concepts include different 
types of knowledge (declarative, situational, procedural and 
strategic), objects (manipulated by the user) and information. 
These concepts are systematically represented in a set of 
extensions of the HAMSTERS notation allowing the analysis of 
concepts-related properties such as learning curve, complexity, 
information workload, … We demonstrate the application of the 
approach on the example of a two players game making explicit 
the connection between these extended task models and the user 
interface of the game. 

Author Keywords 
Task modelling; User Centered Design; Model-based approaches. 

INTRODUCTION 
To accomplish tasks, users may need to manipulate objects or 
information about current situation of the system and its 
environment, and knowledge about which actions to perform and 

how to perform them. When designing interactive systems, the 
phase of tasks analysis usually focuses on: identifying goals which 
should be reached, grouping activities that have to be 
accomplished, understanding execution order of these activities 
and identifying objects required to perform the tasks. Existing 
analysis techniques and notations do not provide full support for 
explicitly and distinctively describing concepts related to the 
notions of Object, Knowledge and Information (OKI). In this 
paper, we focus on task modeling notations, which provide a 
widely used way of structuring and storing information gathered 
during the task analysis phase. Although some of them provide 
support for describing manipulated objects, most of these 
notations are focused on representation of procedures and 
methods for reaching a goal rather than the knowledge, 
information and objects involved. In this paper, we propose a 
systematic account for the various types of concepts required and 
manipulated by the users while performing activities including 
objects (manipulated by the user), information, and different types 
of knowledge (declarative, situational, procedural and strategic). 
We present how such information can be captured in task models 
provided some extensions are made. We exemplify these 
extensions on HAMSTERS notation. This proposal aims at 
providing the same level of support for describing concepts 
involved in users’ tasks, as temporal ordering and hierarchical 
structuring of user tasks provided by most of the notations 
dedicated to tasks modeling. The underlying philosophy of the 
approach is similar to computer science view where, in the early 
days, data structure [9] was considered separately from control 
structure [9] until the unifying concept of object-oriented 
programming [9]. The example presented in the paper aims at 
demonstrating that integrating concepts and procedures within a 
single tasks model can provide multiple benefits throughout the 
development process from user needs identification to evaluation 
and training. The paper is structured as follows. Next section 
presents a review of literature from cognitive psychology research 
about mental representation of knowledge and allows us to 
identify various types of knowledge (such as declarative and 
procedural as well as situational and strategic). Section entitled 
“Knowledge, information and objects in task analysis and 
modeling” presents a review of the state of the art of task 
modeling notations to assess their capability of handling (in an 
explicit and systematic way) the types of knowledge identified in 
the previous section. Section entitled “Integrating knowledge into 
a procedural task modeling notation” summarizes the concepts in 
HAMSTERS notation for task modeling and proposes extensions 
to that notation by means of a concept map notation element (for 
knowledge, objects and information representation) and the 
integration of these concepts in the hierarchical description of 
tasks (with distinctive representations). These extensions are 
exemplified on a simple case study in section entitled “Illustrative 
example”. Lessons learnt and conclusions are then presented in 
eponym sections. 



KNOWLEDGE AND INFORMATION IN OUR MIND: 

STRUCTURE, MENTAL REPRESENTATION, AND 

LIFECYCLE 
This section summarises contributions in the area of cognitive 
psychology dealing with the various types of knowledge 
processed by humans and how this knowledge is acquired, stored 
and retrieved. The Oxford Dictionary1 defines knowledge as 
“facts, information, and skills acquired by a person through 
experience or education; the theoretical or practical understanding 
of a subject.” This definition exhibits two critical points. The 
former, “facts, information, and skills acquired by a person 
through experience or education” involves a relationship between 
facts, information and skills that have to be acquired to become 
knowledge. This acquisition can occur either through experience 
or through education. The latter, “the theoretical or practical 
understanding of a subject” suggests different types of 
understanding, theoretical and/or practical. These two aspects are 
discussed further in this section that is structured as follows. The 
first sub-section deals with types of knowledge. The second sub-
section is dedicated to mental representation of each types of 
knowledge, and the third one describes knowledge lifecycle. The 
last one summarises the lessons learnt from previous sub-sections 
and identifies requirements to explicitly represent objects, 
knowledge and information in task models. 

Types of knowledge 
There are two main types of knowledge: declarative and 
procedural [9]. Declarative knowledge is factual knowledge that 
is true or false. It describes objects by specifying the properties 
which characterize them. This type of knowledge does not pay 
attention to the actions needed to obtain a result, but only to their 
properties [10]. Alternatively, procedural knowledge corresponds 
to the knowledge exercised in the performance a task. It is directly 
applied to a task and is acquired while performing activities [9]. 
Declarative knowledge corresponds to the “I know that” while 
procedural knowledge corresponds to “I know how”. They have 
different modes of mental representation and involve different 
memory processes and brain areas [10]. Beyond this 
declarative/procedural distinction, according to [9], there are other 
two types of knowledge: situational and strategic. Situational 
knowledge is related to case-based reasoning and contains domain 
specific information, while strategic knowledge is associated to a 
plan, a parallel checking and an analysis of possible choices. They 
have to be considered as refinements of the two main types 
(declarative and procedural). 

The mental representation of declarative and 

procedural knowledge 
After acquisition through senses, each sensed data is elaborated in 
different ways and using different cognitive processes to become 
information. Information can be elaborated as mental 
representations [9] which are hypothetical internal cognitive 
symbol that represents external reality, or a mental process that 
makes use of such a symbol [9]. 

Mental representation of declarative knowledge: structuring, 
grouping and connecting knowledge and information 
According to [10], declarative knowledge is represented by mental 
images and/or symbolic forms such as words. The image is 
analogue to the object that it represents (e.g. a physical object or 
information in the real world) and is made up of concrete 

                                                     
1http://oxforddictionaries.com/us/definition/american_english/kno
wledge#m_en_us1261368 last accessed February 2013 

attributes and features that can be concurrently captured. 
Conversely, the word is a symbolic representation and the 
relationship between this symbolic form and the object is 
arbitrary. 

Knowledge structuring and grouping through concepts 
A concept provides a mean for understanding the world and is a 
mental organization of knowledge. It is the fundamental unit of 
declarative knowledge, and often a single concept may be 
captured in a single word. They have different characteristics 
which ensure a wide flexibility in using them: such as (a) concepts 
can contain other concepts, (b) concepts can include typical and 
generic events, (c) concepts can present different abstraction 
degrees and (d) they can comprehend information about 
relationships [9]. 

Connecting through networks A semantic network is a 
network which represents semantic relations between concepts 
and can be represented as a web of interconnected elements made 
up of nodes and labels [9]. Nodes represent concepts and labels 
denote relationships which may involve category membership, 
attributes, or other semantic relations. These labels connect 
concepts in memory for allowing persons to link different nodes 
through their meaning. Semantic networks are given different 
names according to their scope and use. For instance, they are 
called associative networks when focusing on links and concept 
maps when focusing on concepts. As presented in [10] concept 

maps are also used as a direct method for assessing knowledge 
and can be used for representing the transition from novice to 
expert performance [9,10]. As claimed by Sowa [10] all these 
semantic networks share a graphical representation that can be 
used either to represent knowledge or to support automated 
systems for reasoning about the represented knowledge. 

Mental representation of procedural knowledge: structuring, 
grouping and connecting knowledge and information 
Mental representation of procedural knowledge has always been 
considered hard to identify and of course to prove and most of the 
results currently available derive from computer simulations. As 
claimed in [10] such knowledge could be represented as scripts 
which is a structure that describes sequences of events in a 
particular context. The structure is an interconnected net made of 
slots influencing each other. 

Knowledge structuring and grouping through routines 

and subroutines Procedural knowledge can be structured as a 
set of rules governing a production. As defined in [10] production 
system is the entire set of rules to perform a task or use a skill. 
These rules are organized into routines that are sets of 
instructions for accomplishing a task. They can be refined in 
subroutines that are sets of instructions to accomplish a subtask. 
These routines are typically organized according to basic control 
structures in computer science such as sequence, alternatives and 
iteration [9,9]. 

Connecting through hierarchical networks Due to the 
structuring in routines and subroutines it is possible to adopt a 
hierarchical representation to describe them [10]. In such 
hierarchical networks information known at a higher level in the 
hierarchy is known at lower levels. 

Even though we presented declarative and procedural knowledge 
in an independent way, both knowledge types corresponds to 
different aspects of the same concept. For this reason, next section 
describes research contributions aiming at proposing integrative 
models for representing declarative and procedural knowledge. 



Mental representation of declarative and procedural 

knowledge adopting integrative models: structuring, 

grouping and connecting 

Adaptive Character of Thought—Rational (ACT-R): 
structuring, grouping and connecting 
This approach integrates a network representation for declarative 
knowledge and a production system representation for procedural 
knowledge. On one hand, declarative network includes storing 
and retrieving of information (called compilation process) and, on 
the other hand, procedural system implements the processes of 
automation or proceduralization [9]. According to ACT-R [9], all 
knowledge begins as declarative information. Procedural 
knowledge is learned by making inferences from already existing 
factual knowledge. New production rules are formed by the 
conjunction or disjunction of existing production rules [9]. This 
demonstrates the importance of dealing with declarative 
knowledge in an explicit and exhaustive way. 

Parallel Distributed Processing (PDP): structuring, grouping 
and connecting 
Neuropsychological research work [9] on amnesic patients and 
psychobiological studies on animals and human brain indicate that 
a large part of human cognition is based on parallel processing in 
which multiple operations are performed simultaneously. These 
experiments suggest that “non-declarative knowledge” may 
encompass a broader range of mental representations than just 
procedural knowledge [10]. All these forms of non-declarative 
knowledge are implicit and not easily explainable as they are tacit 
[9]. This highlights the needs for dealing in an explicit way with 
such information in order to be sure that concepts (and more 
precisely OKI) are carefully analysed and represented. The 
Parallel Distributed Processing (PDP) approach suggests that 
humans are able to carry out a large number of cognitive 
operations simultaneously by the use of countless numbers of 
neural processors located in the brain [10]. In neural networks the 
configurations, also called patterns, carry more information than 
single units generating knowledge representation. 

Lessons learned from this related work and 

requirements for task modelling 
This section has described research work in cognitive psychology 
around the notion of knowledge classification and structuring. 
This related work has identified two main types of knowledge that 
have to be taken into account when analysing users’ activities. The 
first one is declarative knowledge that can be structured and 
grouped using concepts (objects or information from the outside 
world and knowledge from the user), which can then be 
connected ending up in a semantic network or concept map. The 
second main type of knowledge is procedural knowledge which 
is structured by mean of routines and subroutines, which can be 
connected together and thus represented in a hierarchical 

structure. Two sub-types of knowledge should also be taken into 
account when analysing users’ activities: situational and 
strategic. Both sub-types help refining declarative and procedural 
knowledge to represent more precisely users’ activities. The 
integrative approaches suggest that declarative and procedural 
knowledge can be structured, grouped and connected together as 
they are closely intertwined while users perform tasks. This 
related work analysis allows us to identify a set of requirements 
for including in a systematic way both declarative and procedural 
knowledge not only during tasks analysis and also during tasks 
modelling: 

- REQ_1: Concepts should be used to represent explicitly 
declarative knowledge. 

- REQ_2: Concepts can be refined into objects and into 
information and these two entities should be made explicit. 

- REQ_3: Semantic networks may be used to represent the 
concepts and their relation-ships. 

- REQ_4: As concepts relate to each other, these connections 
should be made explicit to structure and group declarative 
knowledge. 

- REQ_5: Declarative knowledge can be refined into strategic 
and situational and these two types of knowledge should be 
represented explicitly. 

- REQ_6: Routines and subroutines should be used to represent 
explicitly procedural knowledge. 

- REQ_7: As routines and subroutines are related to each other, 
these relationships should be made explicit in order to 
structure and group procedural knowledge. 

- REQ_8: Hierarchical structures (trees) may be used to 
represent both routines and sub-routines and their 
relationships. 

- REQ_9: Procedural knowledge can be refined into strategic 
and situational and these two types of knowledge should be 
represented explicitly. 

- REQ_10: All the information above should be integrated in a 
single model as they are closely intertwined while users 
perform tasks. 

It is important to note that this related work section has focussed 
on the data manipulated by users when performing tasks either 
being of knowledge, information or objects nature. Cognitive 
process manipulating this data (analysis and decision) or detailed 
interaction with the real world (motor and perception) have not be 
detailed in this related work as they are already rather extensively 
covered by notations for task models. 

KNOWLEDGE, INFORMATION AND OBJECTS IN TASK 

ANALYSIS AND MODELLING 
This section proposes a detailed analysis of a number of 
established task modelling techniques (including their notations 
and support tools) to assess their capability to cover the 
requirements detailed above. Some of the most recent 
contributions are Caffiau et al. [9], Villaren et al. [10] and 
Martinie et al. [9] demonstrating the still vivid interest from the 
scientific community for task modelling summarizes for each 
main type of knowledge (declarative and procedural, column 1), 
the requirements which have been expressed above (column 2). 



Table 1. Comparison of task modelling notations according to suggested requirements 

(“√”=satisfied; “x”= not satisfied)

Requirements /notations 

[reference]
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[10]
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tool Suite
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As the tools associated to the notation sometimes cover only part 
of the notation and sometimes go beyond the notation (with the 
help of simulation or analysis for instance), last row to “Tool 
support” for each task modelling notation. If the box shows a tick 
“√” means that the task modelling notation satisfies the 
corresponding requirement, while if the box shows a cross “x” 
means that the task modelling notation does not satisfy the 
requirement. “Partially with objects” sentence indicates that the 
task modelling notation partially satisfies the requirements i.e. 
does not deal with knowledge and information. “Through 
precondition” or “Through constraint” sentences indicate that the 
task modelling notation has attempted to integrate all the 
requirements via precondition or constraint. Due to space 
constraints, only task modelling techniques are presented with 
references but the tools supporting editing and sometimes 
simulating models are indicated (without reference). 

INTEGRATING KNOWLEDGE INTO A PROCEDURAL 

TASK MODELLING NOTATION 
The comparison of existing task modelling notations has 
demonstrated the limited support for explicitly representing 
knowledge and for integrating it into the usual procedural-centred 
description of tasks. As a consequence, task models produced 
using these notations only capture partial information on the tasks 
which may in the end result in an increase the design effort 
(increased number of prototyping-evaluation cycles for example 
for correcting mistakes). In order to overcome this issue, our 

proposal aims at providing support for representing in a complete 
and systematic way information and knowledge users need when 
accomplishing tasks while using interactive systems. 

This section presents how a task modelling notation can be 
extended in order to provide support for complete and systematic 
description of required knowledge when using an interactive 
system. In this paper we used the HAMSTERS notation as a basis 
but this approach is also compatible with other procedural-
centred notations such as CTT for instance. The approach is 
similar to previous work we have recently conducted in order to 
address scalability issues in task models by adding structuring 
mechanisms [9]. In this work HAMSTERS was also used to 
convey the concepts but the extensions are applicable to any 
other procedural-centred notation. 

HAMSTERS task modelling notation and tool 
HAMSTERS2 is a tool-supported graphical task modelling 
notation aiming at representing human activities in a hierarchical 
and ordered way. Goals can be decomposed into sub-goals, which 
can in turn be decomposed into activities, and output of this 
decomposition is a graphical tree of nodes. Nodes can be tasks or 
temporal operators. Tasks can be of several types (as illustrated in 
Figure 1) and contain information such as a name, information 
details, critical level. Only the high-level task type are presented 

 
                                               

2http://www.irit.fr/recherches/ICS/softwares/hamsters/index.html 



here (due to space constraints) but they are further refined (for 
instance the cognitive tasks can be refined in Analysis and 
Decision tasks [9]). 

For the procedural description concepts are very close to the ones 
of CTT such as the task types and the operators. Temporal 
operators are used to represent temporal relationships between 
sub-goals and between activities (as detailed in 
can also be tagged by temporal properties to indicate wh
not they are iterative, optional or both [9]. 

Figure 1. High-level task types in HAMSTERS

As explained above; composition and structuration mechanisms 
have been introduced in order to provide support for description 
of large amounts of activities [9]. One main element of these 
mechanisms is subroutine. A subroutine is a group of activities 
that a user performs several times possibly in different contexts 
and which might exhibit different types of information flows. A 
subroutine can be represented as a task model and a task model 
can use a subroutine to refer to a set of activities. This element of 
notation enables the distribution of large amount of tasks across 
different task models and factorization of the number of tasks. 
This corresponds precisely to the way procedural knowledge is 
mentally represented as explained in the dedicated section.

Table 2. Temporal ordering operators in HAMSTERS

Operator type Symbol Description

Enable T1>>T2 T2 is executed after T1 

Concurrent T1|||T2 T1 and T2 are executed at the same time

Choice T1[]T2 T1 is executed OR T2 is executed

Disable T1[>T2 Execution of T2 interrupts the execution of T1

Suspend-
resume 

T1|>T2 
Execution of T2 interrupts the execution of 
execution is resumed after T2 

Order 
Independent 

T1|=|T2 T1 is executed then T2 OR T2 is executed then T1

HAMSTERS also provides support for representing how 
particular objects (data, information….) are related to particular 
tasks. Figure 2 illustrates the three relationships (input, output or 
both) between objects and tasks that can be expressed with 
HAMSTERS notation. Object (data, information…) can be 
needed as an input to accomplish a particular task (as illustrated 
in Figure 2a by the incoming arrow). Particular tasks may 
generate an object or modify it (as illustrated in Figure 2b)
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Figure 2. Relationships between tasks and objects in 

HAMSTERS

(such a precondition is graphically visible on the task at the top of 
the hierarchy of the task model in Figure 10
object flow between tasks can also be captured by means of input 
and output ports (as shown in Figure 3).

Figure 3. Input/output ports and their relationship with 

objects in HAMSTE

Amongst the requirements identified in paragraph entitled 
“Lessons learned from this related work and requirements for 
task modelling”, HAMSTERS fulfils requirements 6, 7 and 8 
thanks to its hierarchical decomposition and subroutine 
mechanisms, which can be used to describe procedural 
knowledge. HAMSTERS partially fulfils requirements 1 and 2 
thanks to the explicit representation of objects that can be 
integrated in the task model by means of pre
for instance (partly covering requirement 10).

Extensions to integrate knowledge representations
This section presents the extensions to HAMSTERS notation in 
order to allow the representation of all the elements of declarative 
knowledge and their integration within the procedural knowledge 
description of HAMSTERS. The main changes correspond to the 
explicit handling of procedural knowledge various elements 
within a concept map and the explicit representation of these 
concepts within the task tree. 

Extensions for the representation of declarativ
HAMSTERS capabilities to describe relationships between 
concepts and tasks have been extended. Knowledge of 
declarative type and its refinement in strategic and situational 
dimensions can be represented using the corresponding boxes 
illustrated in Figure 4. Relationships between the represented 
knowledge and the tasks can be represented using input/output 
relationships represented with arcs as for the objects.

(c) 

Figure 2. Relationships between tasks and objects in 

HAMSTERS

(such a precondition is graphically visible on the task at the top of 
Figure 10) for the tasks and 

object flow between tasks can also be captured by means of input 
Figure 3).

Figure 3. Input/output ports and their relationship with 

objects in HAMSTERS 
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Extensions for the representation of declarative knowledge 
HAMSTERS capabilities to describe relationships between 
concepts and tasks have been extended. Knowledge of 
declarative type and its refinement in strategic and situational 
dimensions can be represented using the corresponding boxes 

Relationships between the represented 
knowledge and the tasks can be represented using input/output 
relationships represented with arcs as for the objects.



a) b) 

Figure 4. Representation of declarative knowledge a) which 

can be further refined into strategic b) and situational c)

Concepts which are of information type can also be represented 
in a non-ambiguous way using the Information box illustrated 
Figure 5. As for an object, it is possible to represent the 
relationships between a task and information (input, output and 
input-output), as described in previous paragraph.

Figure 5. Representation of a concept of information type

Extensions for the representation of procedural knowledge
HAMSTERS capabilities to describe relationshi
and temporal ordering operators have been extended. 
Representative distinctions between strategic and situational 
procedure can be made using two new types of arcs illustrated in
Figure 6. 

An ordered set of actions related to a strategy t
will be highlighted with the blue “St” tagged arcs (
ordered set of actions the user can execute in a given situation 
will be highlighted with the green “Si” tagged arcs

Figure 6. Representation of procedural knowledge refined 

into strategic a) and situational b)

ILLUSTRATIVE EXAMPLE 
To illustrate how several types of knowledge can be represented 
in complete and systematic way during task modelling
and due to space constraints, we have chosen a sim
Though this framework is used to analyse activities handled by 
users of interactive critical systems such as pilots and ground 
segments engineers, a case study would have required more space 
in order to describe the application domain concepts
is a two player traditional game. Each player takes his/her turn to 
choose a remaining number (a token) ranging from 1 to 9. The 
first player whose sum of selected number is exactly 15 wins the 
game. In this example, we analyse the tasks perfo
players using the interactive application depicted 

 c) 

Figure 4. Representation of declarative knowledge a) which 

r refined into strategic b) and situational c)

Concepts which are of information type can also be represented 
ambiguous way using the Information box illustrated in 

As for an object, it is possible to represent the 
a task and information (input, output and 

output), as described in previous paragraph.

Figure 5. Representation of a concept of information type

Extensions for the representation of procedural knowledge
HAMSTERS capabilities to describe relationships between tasks 
and temporal ordering operators have been extended. 
Representative distinctions between strategic and situational 
procedure can be made using two new types of arcs illustrated in

An ordered set of actions related to a strategy the user can apply 
will be highlighted with the blue “St” tagged arcs (Figure 6a). An 
ordered set of actions the user can execute in a given situation 
will be highlighted with the green “Si” tagged arcs (Figure 6b). 

knowledge refined 

into strategic a) and situational b)

To illustrate how several types of knowledge can be represented 
modelling activities, 

and due to space constraints, we have chosen a simple example. 
activities handled by 

users of interactive critical systems such as pilots and ground 
segments engineers, a case study would have required more space 
in order to describe the application domain concepts. Game of 15 
is a two player traditional game. Each player takes his/her turn to 
choose a remaining number (a token) ranging from 1 to 9. The 
first player whose sum of selected number is exactly 15 wins the 

the tasks performed by the 
players using the interactive application depicted in Figure 7. 

Figure 7. Example of a user interface for playing Game of 15

The upper part of the window display who is next player, below 
are displayed the remaining tokens while the last row 
tokens taken by each player. More detailed information about
behaviour of this application can be found in [

Figure 8 presents the concept map associated to the Game of 15. 
It represents required declarative knowl
to play the game. The concepts which are necessary or useful to 
perform actions during the game are grouped and linked through 
a semantic network. It is made up of 4 main nodes Objects, 
Roles, Rules and Strategies. 
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Figure 8. Concept map of game of 15

Structure from left to right shows the refinement of concepts 
(from abstract to concrete) as well as the instantiation (for 
instance from the concept of player to the instantiation of player1 
and player2). Lastly, relationship between concepts is also made 
explicit (for instance the use of the link between the concept “list 
of available tokens” and the concept Rule). These concepts are 
integrated in task models depicted in Figure 9 and Figure 10 
(presented top of next page) making explicit the integration of 
procedural and declarative knowledge in HAMSTERS. 

Figures 9 and 10 present HAMSTERS models of tasks for 
playing Game of 15 using the interactive application presented
Figure 7. 

Figure 9 presents the main HAMSTERS model with top
task named “Play Game of 15”. The hierarchical and temporally 

Figure 7. Example of a user interface for playing Game of 15

The upper part of the window display who is next player, below 
are displayed the remaining tokens while the last row displays the 
tokens taken by each player. More detailed information about

of this application can be found in [9]. 

presents the concept map associated to the Game of 15. 
It represents required declarative knowledge necessary to be able 
to play the game. The concepts which are necessary or useful to 
perform actions during the game are grouped and linked through 
a semantic network. It is made up of 4 main nodes Objects, 
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Figure 8. Concept map of game of 15

tructure from left to right shows the refinement of concepts 
(from abstract to concrete) as well as the instantiation (for 
instance from the concept of player to the instantiation of player1 

astly, relationship between concepts is also made 
explicit (for instance the use of the link between the concept “list 
of available tokens” and the concept Rule). These concepts are 

in Figure 9 and Figure 10 
p of next page) making explicit the integration of 

procedural and declarative knowledge in HAMSTERS. 

present HAMSTERS models of tasks for 
playing Game of 15 using the interactive application presented in 

in HAMSTERS model with top-level 
task named “Play Game of 15”. The hierarchical and temporally 



ordered sub-trees detail in a procedural way the various tasks that 
have to be known and performed by the players. 

First they have to agree on who will start the game. Then they 
play the game in an iterative way (round-shaped arc at the top 
right of the “Play the game” abstract task) until they commonly 
agree to stop (if one player won or if there are no token left or if 
they just want to stop). The “Play the game” sub-task is a 
sequence of the following activities: turn taking (for one player), 
selecting a token (for current player, this task is a subroutine 
described in detail in Figure 10 and explained in next paragraph), 
processing combination of tokens (for each player), and giving 
turn to the other player. 

In Figure 9, procedural knowledge required to play Game of 15 is 
described via hierarchical decomposition and temporally ordering 
of nodes. Declarative knowledge (refined in objects and rules in 
the concept map of Figure 8)  is represented by mean of violet 
boxes connected to particular tasks with input arcs are they 
described required knowledge to accomplish a task. Required 
information is depicted by mean of orange boxes connected to 
particular tasks (with input arcs when information is mandatory 
to accomplish a task and with output arc when information is 
modified by a particular task). 

Figure 10 describes in a hierarchical way the activities one player 
has to perform for selecting a token. In sequence, the interactive 
application interface is first displaying remaining tokens. The 
player then reads the set of available numbers, has to remember 
existing strategies and to adopt a particular strategy to select a 

number (sub-trees detail possible choices of strategies and tasks 
which have to be executed according to the selected strategy). 
Once the player has selected a token, he/she inputs the number 
and the interface displays the token that has been selected. In this 
task model too, procedural knowledge required to accomplish 
“Select of token” subroutine is described via hierarchical 
decomposition and temporally ordering of nodes. Declarative 
knowledge (extracted from the concept map in Figure 8) is 
represented by mean of violet boxes connected to particular tasks 
with input arcs are they described required knowledge to 
accomplish a task. Strategic knowledge is represented both in a 
procedural way (using blue arcs in sub-trees dedicated to 
strategic knowledge below Adopt a Strategy task) and in a 
declarative way (blue boxes labeled StK (for Strategic 
Knowledge) connected to tasks related to particular strategies, 
also coming from the concept strategies in the concept map in 
Figure 8. Required information is depicted by mean of orange 
boxes connected to particular tasks. Example of situational 
knowledge description is not depicted in this example due to 
space constraints but would be represented in the same way as 
strategic knowledge (with corresponding color and arc label as 
described in Figure 6b).. 

LESSONS LEARNT AND TOOL SUPPORT 
This example demonstrates that integration of both declarative 
and procedural knowledge in a task model provides additional 
useful information for making explicit the concepts (objects, 
information and knowledge) required for reaching a goal as well 
as the concepts produced while performing the tasks.

Figure 9. HAMSTERS model of game of 15 



Figure 10. HAMSTERS model of game of 15- 

 subroutine corresponding to the task Select token in Figure 9. 

Such concepts can provide useful support in the various phases 
of the development process (provided that it explicitly refers to 
a task analysis and task modeling phases such as the one 
presented in [9]). 

- Requirements by identifying what the users’ needs in 
terms of knowledge, information and objects 

- Design by making explicit the information that has to be 
provided to the user and the type of input that the users will 
need to perform 

- Implementation by providing an informal but complete 
description of the data that the system will have to embed 
in order to allow performance of the user tasks 

- Evaluation by providing an explicit representation of the 

information that will be manipulated and thus identifying 

candidate values for user testing. 

- Training operators by making explicit what knowledge 

they have to master in order to use the system. 
This systematic account for concepts used in tasks descriptions 
provides means for analysts to verify the compatibility and 
completeness of the concept map with respect to the task 
model. For instance one could check that all the concepts in the 
concept map appear in the task model and are graphically 
visible on the user interface. According to the case study this is 
the case for all the concepts around the notion of tokens such as 
list of available tokens, tokens selected by each player…. 

As mentioned above, this work has been done in the area of 
critical systems [9] where analysis about knowledge and 
information processing is of prime importance. For instance 
workload analysis has to be performed and decisions around 
tasks migration and automation can be fruitfully informed by a 
more complete account of declarative knowledge involved in 
tasks performance. All the extensions presented to the original 

HAMSTERS notation have been implemented in HAMSTERS tool 
which allows both editing and simulating task models. In previous 
work [9] we have also demonstrated the possibility to connect task 
models with behavioural descriptions of user interfaces making co-
execution and validation of models interactive. Extensions to the 
CIRCUS (Computer-aided-design of Interactive, Resilient, Critical 
& Usable Systems) tool suite (which integrates HAMSTERS and 
PetShop [9]) are currently under development for supporting the 
knowledge representation in a similar way. 

CONCLUSIONS 
This paper has presented how some declarative knowledge and 
procedural knowledge can be integrated in a notation for modelling 
tasks. We have grounded this contribution on a detailed study of 
related work both on cognitive psychology (where how human 
beings process and represent knowledge has been the focus of 
attention for many years) and on task modelling. Previous work in 
this field has mainly targeted at describing procedural knowledge 
leaving declarative knowledge as a second class citizen with the 
noticeable exception of [10] and [10] but the latter only consider 
procedural knowledge informally. We have shown on a simple 
game example that these two representations can be easily 
integrated providing additional benefits in terms of information 
flow in the tasks and in terms of information required for 
performing the tasks and information produced while performing 
the tasks. This work is currently used in the area of safety critical 
application (both for satellite ground segments and aircraft 
cockpits) with the double objective of supporting the early phases 
of the development process (requirements and design) as well as 
later ones (evaluation and training). 
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