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A fully well-balanced hydrodynamic reconstruction

Christophe Berthon∗ Victor Michel-Dansac†‡

April 27, 2023

Abstract The present work focuses on the numerical approximation of the weak solutions of the shallow water
model over a non-flat topography. In particular, we pay close attention to steady solutions with nonzero velocity.
The goal of this work is to derive a scheme that exactly preserves these stationary solutions, as well as the
commonly preserved lake at rest steady solution. To address this issue, we propose an extension of the well-known
hydrostatic reconstruction. By appropriately defining the reconstructed states at the interfaces, any numerical
flux function, combined with a relevant source term discretization, produces a well-balanced scheme that preserves
both moving and non-moving steady solutions. This eliminates the need to construct specific numerical fluxes.
Additionally, we prove that the resulting scheme is consistent with the homogeneous system on flat topographies,
and that it reduces to the hydrostatic reconstruction when the velocity vanishes. To increase the accuracy of the
simulations, we propose a linear well-balanced high-order procedure. Several numerical experiments demonstrate
the effectiveness of the numerical scheme.

1 Introduction
In this work, we consider the numerical approximation of the weak solutions of the shallow water equations, given
as follows: 

∂th+ ∂xq = 0,

∂tq + ∂x

(
q2

h
+

1

2
gh2

)
= −gh∂xZ,

(1.1)

where h ≥ 0 is the water height and q ∈ R stands for the discharge. The given topography function Z is assumed
to be smooth enough, and g > 0 is the gravity constant. For the sake of convenience in the notation, as long as
h > 0, we define the velocity u as follows:

u =
q

h
. (1.2)

In fact, defining the velocity in dry regions, when the water height h vanishes, requires special attention. In this
paper, we impose the following conventions:

lim
h→0

q

h
= 0 and

q2

h3
is bounded when h → 0. (1.3)

The first convention is commonly used when simulating dry areas. The second convention, however, is less usual.
It is associated with the behavior of the Froude number in dry areas.
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For the sake of clarity, we introduce the following condensed notation

W =

(
h
q

)
, F (W ) =

 q

q2

h
+

1

2
gh2

 and S(W ) =

(
0

−gh∂xZ

)
, (1.4)

so that the shallow water model (1.1) rewrites

∂tW + ∂xF (W ) = S(W ). (1.5)

This system is endowed with an initial data

W (x, t = 0) = W 0(x), (1.6)

where W 0 is defined according to prescribed physics.
When deriving numerical schemes to approximate the weak solutions of (1.1), special attention must be given

to the steady solutions, see [4, 28]. Such solutions of major interest are governed by the system ∂xF (W ) = S(W ).
Solving this time-independent system yields smooth steady solutions that only depend on x, given by

q =: q0,

q2

2h2
+ g(h+ Z) =: B0,

(1.7)

where q0 and B0 are given constant values and with a Froude number Fr2 = q2

gh3 different from 1.
Over the last three decades, a significant amount of research has been devoted to the derivation of numerical

schemes able to exactly preserve the steady solutions. After pioneering work by Bermúdez and Vázquez [4], and
next by Greenberg and Leroux [28], it is now well-known that steady solutions play a crucial role when designing
numerical discretizations. Indeed, small errors in the approximation of a steady solution may accumulate over time
and render the simulation irrelevant. To avoid such an issue, well-balanced schemes have been introduced (see [28],
as well as [4] for the C-property). A scheme is said to be well-balanced if it exactly preserves at least some steady
solutions. In [24], Gosse obtains a well-balanced scheme by solving the nonlinear Bernoulli equation (1.7) in each
cell and at each time step. Next, in [30], Jin derives an approximately well-balanced scheme, where accurately
approximating the steady solutions, rather than exactly preserving them, results in good scheme behavior.

However, these approaches have several drawbacks. Indeed, exactly solving Bernoulli’s equation is computa-
tionally costly, and the approximately well-balanced property may be insufficient in some cases. An interesting
alternative was introduced by Audusse et al. in [3], where the hydrostatic reconstruction was designed to exactly
preserve the lake at rest steady state. The lake at rest is governed by particular case of (1.7), where q0 is fixed
equal to 0, thus leading to h + Z =: H0, with H0 a given constant free surface. The simplicity of this approach
makes it very attractive.

Indeed, let us briefly recall the hydrostatic reconstruction. We introduce a space discretization made of cells
(xi−1/2, xi+1/2) of constant size ∆x > 0, such that xi+1/2 = xi−1/2+∆x. We also introduce the time discretization
tn+1 = tn+∆t, where the time increment ∆t > 0 is restricted by a CFL-type condition. To define the hydrostatic
reconstruction, the authors of [3] merely have to adopt a numerical flux function F

(
Wn

i ,W
n
i+1

)
that is consistent

with the exact flux function F (W ) given by (1.4), i.e. F(W,W ) = F (W ). Next, at each interface xi+ 1
2
, they

introduce the following reconstructed water heights:

hn
i+ 1

2 ,−
= max

(
0, hn

i + Zi − Zi+ 1
2

)
and hn

i+ 1
2 ,+

= max
(
0, hn

i+1 + Zi+1 − Zi+ 1
2

)
,

with Zi+ 1
2
= max(Zi, Zi+1), where

Zi =
1

∆x

∫ x
i+1

2

x
i− 1

2

Z(x)dx

is a finite volume discretization of the topography function Z. Equipped with such a reconstruction, with Wn
i

a given approximation of W (x, tn) over the cell (xi− 1
2
, xi+ 1

2
), the approximate solution of (1.1) at time tn+1 is

given by

Wn+1
i = Wn

i − ∆t

∆x

(
F
(
Wn

i+ 1
2 ,−

,Wn
i+ 1

2 ,+

)
−F

(
Wn

i− 1
2 ,−

,Wn
i− 1

2 ,+

))
+∆tSn

i , (1.8)
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where

Wn
i+ 1

2 ,−
=

(
hn
i+ 1

2 ,−
hn
i+ 1

2 ,−
un
i

)
, Wn

i+ 1
2 ,+

=

(
hn
i+ 1

2 ,+

hn
i+ 1

2 ,+
un
i+1

)
and un

i =
(hu)ni
hn
i

.

Concerning the source term Sn
i , it now defined as follows:

Sn
i =

 0

g

2

(hn
i+ 1

2 ,−
)2 − (hn

i− 1
2 ,+

)2

∆x

 .

Thanks to its simplicity and versatility, the hydrostatic reconstruction is frequently used (for instance, see
[17, 36, 16, 8], for applications and extensions) to get a scheme that exactly preserves, specifically, the lake at
rest steady solution. Several other techniques have also been developed to yield lake at rest-preserving schemes
(for instance, see the non-exhaustive list [45, 43, 9, 18, 16, 32, 21]).

Yet, merely considering the lake at rest preservation may be insufficient in some simulations, see [44]. As a
consequence, more recently, new approaches have been proposed to deal with still or moving steady states, which
are described by (1.7) with q = 0 or q ̸= 0. For a few examples of schemes that exactly preserve moving steady
states, the reader is referred to [37, 42] for high-order schemes, to [11] for a Suliciu relaxation scheme dealing with
the subcritical case, to [7, 33, 34, 35] for Godunov-type schemes that exactly capture moving steady states, or to
[22] for a control-based approach.

In this work, we are interested in a linear extension of the hydrostatic reconstruction [3] in order to exactly
capture moving steady states. This issue is addressed by designing new reconstructed states Wn

i+1/2,± at the
interface xi+1/2. Unlike the generalized hydrostatic reconstruction from [14], where the nonlinear Bernoulli
equation in solved in each cell and where the positivity of the water height may be lost, we here introduce a
suitable linearization. The relevant properties of the hydrostatic reconstruction, namely the ability to deal with
transitions between wet and dry areas, as well as its versatility, are also satisfied by the technique derived in this
paper.

To address such issues, the paper is structured as follows. Firstly, Section 2 contains a few necessary comments
related to the steady states (1.7). Indeed, the smoothness of the steady solutions (1.7) is a priori governed by
the smoothness of the topography function Z. However, because of the topography discretization, the required
smoothness is lost. As a consequence, a discontinuous extension of (1.7) must be considered. In fact, the discon-
tinuous extension of the steady solution turns out to be the main ingredient of the forthcoming hydrodynamic
extension. Then, in Section 3, we introduce an easy interface reconstruction technique that preserves the moving
and non-moving steady states, building on the versatility of the hydrostatic reconstruction [3]. Moreover, we
prove that the derived hydrodynamic reconstruction can handle transitions between wet and dry areas. Since
the hydrodynamic reconstruction is defined according to a sequence of properties, in Section 4, we specify the
reconstruction and we present an explicit definition. Next, in Section 5, we suggest a linear high-order accurate
technique which preserves the moving and non-moving steady states. Finally, in Section 6, we present numerical
experiments that illustrate the relevance of the hydrodynamic reconstruction.

2 Discretization of steady solutions
This section is devoted to some comments about the discretization of the smooth steady solutions given by (1.7).
First, let us emphasize that arguing the smoothness of the topography function Z(x), we have Zi+1−Zi = O(∆x).

Now, we consider a non-dry region; namely with hn
i > 0. For a given pair (q0, B0) ∈ R2 and an arbitrary

time tn, according to (1.7) a discrete steady solution is naturally given by, for all i ∈ Z,
qni =: q0,

(qni )
2

2(hn
i )

2
+ g(hn

i + Zi) =: B0.
(2.1)

In fact, we now show that this natural choice of the approximate steady solutions may introduce inconsistencies
coming from a loss of smoothness in (1.7). Indeed, from (2.1), we easily obtain a local per interface definition of
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a steady solution, given as follows for all i ∈ Z:
qni = qni+1,

(qni )
2

2(hn
i )

2
+ g(hn

i + Zi) =
(qni+1)

2

2(hn
i+1)

2
+ g(hn

i+1 + Zi+1).
(2.2)

Since, at the interface located at xi+1/2, the pair (Zi, Zi+1) defines a discontinuous topography function with
a small jump in O(∆x), the local definition (2.2) is not sufficient to ensure the smoothness required to derive
(1.7). Actually, even if the error to the smoothness is small and controlled by O(∆x), this failure may create
non-physical steady solutions.

Indeed, let us momentarily consider the equivalent augmented system [31] as follows:
∂th+ ∂xq = 0,

∂tq + ∂x

(
q2

h
+

1

2
gh2

)
+ gh∂xZ = 0,

∂tZ = 0.

(2.3)

We easily see that this system contains a stationary wave endowed with the following Riemann invariants:

q and
q2

2h2
+ g(h+ Z). (2.4)

Naturally, from these Riemann invariants, we easily recover the steady solutions (1.7). As a consequence, (2.2)
exactly coincides with the preservation of the Riemann invariants for the stationary wave. In other words, (2.2)
is relevant in defining discrete steady solutions independently of the smoothness of the pair (Zi, Zi+1).

However, it is essential to note that (2.2) can produce physically inconsistent solutions. Indeed, as demon-
strated in [31], the Riemann problem of the shallow water equations (1.1) – or equivalently (2.3) – with dis-
continuous topography may admit non-unique solutions. While the steady solution preserving the Riemann
invariants (2.4) is a possible solution, it is not the only one and does not seem to be the expected physical
solution [2, 31].

At this level, we conjecture that the steady solution made of the Riemann invariants (2.4) is unstable, whereas
the physical unsteady solution, with the same initial data made of constant Riemann invariants (2.4), is stable in
a sense to be prescribed. Such an assertion will be illustrated by numerical experiments displayed in Section 6.

Another important comment about the steady solutions concerns the wet/dry transitions. Indeed, after [33],
non-moving steady solutions and dry regions cannot coexist. As a consequence, as soon as a dry area is present,
smooth steady solutions must be at rest.

3 A family of moving steady states-preserving schemes
In this section, we present a simple state interface reconstruction method that enables the numerical method to
preserve both moving and non-moving steady solutions as given by (2.2), following the approach by Audusse et
al. [3]. With a scheme given by (1.8), in the spirit of the usual hydrostatic reconstruction, we here design the
reconstructed states Wn

i+1/2,± at the interface xi+1/2 and the source term discretization Sn
i in order to preserve

the expected moving steady solutions (2.1).
The interface reconstructed states are now given by Wn

i+ 1
2 ,±

= (hn
i+ 1

2 ,±
, qn

i+ 1
2 ,±

)⊺, where we have set



hn
i+ 1

2 ,−
= max

(
0, hn

i +
(
Zi − Zi+ 1

2

)
+ 2Fr2(hn

i , h
n
i+ 1

2
, qni )H

(
hn
i , h

n
i+ 1

2
, qni , Zi+ 1

2
− Zi

))
,

hn
i+ 1

2 ,+
= max

(
0, hi+1 +

(
Zi+1 − Zi+ 1

2

)
+ 2Fr2(hi+1, hi+ 1

2
, qi+1)H

(
hi+1, hi+ 1

2
, qi+1, Zi+ 1

2
− Zi+1

))
,

qni+ 1
2 ,−

= qni ,

qi+ 1
2 ,+

= qni+1,

(3.1)
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with an intermediate reconstruction (Wi+ 1
2
, Zi+ 1

2
) at the interface xi+ 1

2
defined by

(Wn
i+ 1

2
, Zi+ 1

2
) =

{
(Wn

i , Zi) if Zi > Zi+1,

(Wn
i+1, Zi+1) otherwise.

(3.2)

Moreover, we have introduced the approximate Froude number as follows:

Fr2(hn
i , h

n
i+ 1

2
, qni ) =

(qni )
2(hn

i + hn
i+ 1

2

)

2g(hn
i )

2(hn
i+ 1

2

)2
. (3.3)

Next, concerning the source term discretization, Sn
i = (0, (Sq)

n
i )

⊺, we have adopted the following definition:

∆x(Sq)
n
i =− g

2hn
i− 1

2 ,+
hn
i+ 1

2 ,−

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

(
Zi+ 1

2
− Zi− 1

2

)
+

4g

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

H
(
hn
i− 1

2 ,+
, hn

i+ 1
2 ,−

, qni , Zi+ 1
2
− Zi− 1

2

)3
.

(3.4)

At this level, it is worth noticing that the hydrodynamic reconstruction cannot be fully characterized until
the function H is defined. A possible choice of the particular function is detailed in Section 4.

From now on, let us emphasize that the interface reconstruction (3.1) is nothing but the standard hydrostatic
reconstruction from [3], augmented with an additional term governed by the function H. Of course, this new
term serves to perturb the hydrostatic reconstruction in order to provide a hydrodynamic reconstruction that is
capable of preserving the moving steady state solutions.

Now, we impose suitable hypotheses to be satisfied by the perturbation H so that the hydrodynamic re-
construction scheme (1.8) is consistent, preserves the steady solutions (2.1), and efficiently handles wet/dry
transitions.

To address this issue, the function H must be endowed with several properties.

(H-1) In order to recover the required consistency, the perturbation H : R⋆
+×R⋆

+×R×R → R must be continuous.
Moreover, it must satisfy the following asymptotic behavior for all hL > 0, hR > 0 and q̄ ∈ R:

lim
∆Z→0

H(hL, hR, q̄,∆Z) = 0.

(H-2) Next, the well-balanced property will be recovered by imposing

H (hL, hR, q̄,∆Z) =
1

2
(hR − hL),

for all (hL, hR, q̄,∆Z) ∈ R⋆
+ × R⋆

+ × R × R such that ∆Z = − (hR − hL)
(
1− Fr2(hL, hR, q̄)

)
, and with

Fr2(hL, hR, q0) ̸= 1 so that hR − hL = O(∆Z).

(H-3) The last property we enforce concerns the wet/dry transition. To that end, we have to make sure that
all the involved quantities are well-defined in dry regions. To address such an issue, we require that the
following limit holds in order for hn

i− 1
2 ,+

and hn
i+ 1

2 ,−
to be bounded:

lim
hn
i →0

Fr2(hn
i , h

n
i± 1

2
, qni )H

(
hn
i , h

n
i± 1

2
, qni , Zi± 1

2
− Zi

)
= 0.

Next, to make sure that the source term vanishes in dry areas, we also have to impose

lim
hn
i →0

1

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

H
(
hn
i− 1

2 ,+
, hn

i+ 1
2 ,−

, qni , Zi+ 1
2
− Zi− 1

2

)3
= 0,

lim
hn
i →0

hn
i− 1

2 ,+
hn
i+ 1

2 ,−

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

= 0.
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Before we state the main properties satisfied by the scheme (1.8)–(3.1)–(3.4), let us underline once again that H
is nothing but a small perturbation. This is due to the fact that the topography function is assumed to be smooth,
resulting in Zi+1 − Zi being of order ∆x. As a consequence of (H-1), we have H(hn

i , h
n
i+1/2, q

n
i , Zi+1/2 − Zi) =

O(∆x) and H(hn
i+1, h

n
i+1/2, q

n
i+1, Zi+1/2−Zi+1) = O(∆x) for all i ∈ Z. In this sense, the application H is clearly a

small perturbation of the original hydrostatic reconstruction designed in [3]. Moreover, it is also worth mentioning
that obtaining an explicit definition of H, such that assumptions (H-1), (H-2) and (H-3) hold, is not a trivial
task. Section 4 is devoted to exhibiting an admissible perturbation. More specifically, we will show that the set
of admissible perturbation according to assumptions (H-1), (H-2) and (H-3) is not empty, and we will design
suitable approximations of the admissible functions H.

In addition, let us emphasize that assumptions (H-3) are necessary to define a wet/dry transition. In dry
regions, where hn

i−1 = hn
i = hn

i+1 = 0, the hydrodynamic reconstruction (3.1) and the source term (3.4) are
well-defined, and they vanish due to conventions (1.3).

We are now able to state our main result, which outlines the properties of the scheme (1.8) endowed with the
hydrodynamic reconstruction (3.1) and the source term discretization (3.4).

Theorem 1. Let H(hL, hR, q0,∆Z) be a function which satisfies the assumptions (H-1), (H-2) and (H-3). For
non-negative water heights hn

i ≥ 0 for all i ∈ Z, the scheme (1.8)–(3.1)–(3.4) satisfies the following properties:

(1-a) it is consistent with the shallow water equations (1.1);

(1-b) it preserves the steady states with nonzero velocity, in the sense that if (Wn
i )i∈Z satisfy (2.2) for all i ∈ Z

and Fr2(hn
i , h

n
i± 1

2

, qni ) ̸= 1 then Wn+1
i = Wn

i ;

(1-c) it is non-negativity-preserving, i.e., if hn
i ≥ 0, then hn+1

i ≥ 0.

Now, in order to establish this main result, we first need to prove the following two lemmas. They state some
needed properties to be satisfied by the hydrodynamic reconstruction. The first lemma deals with wet areas,
while the second one addresses the wet/dry and dry cases.

Lemma 2. For positive water heights hn
i > 0 for all i ∈ Z far away from dry areas, the hydrodynamic recon-

struction (3.1), with assumptions (H-1) and (H-2), satisfies the following properties:

(2-a) if Zi = Zi+1, then hn
i+ 1

2 ,−
= hn

i and hn
i+ 1

2 ,+
= hn

i+1;

(2-b) the hydrodynamic reconstruction (3.1) degenerates to the standard hydrostatic reconstruction from [3] as
soon as qni = qni+1 = 0;

(2-c) if two consecutive states (Wn
i , Zi) and (Wn

i+1, Zi+1) satisfy the local per interface steady state definition (2.2),
then hn

i+ 1
2 ,−

= hn
i+ 1

2

and hn
i+ 1

2 ,+
= hn

i+ 1
2

.

Proof. The proof of (2-a) is immediate, since it relies on property (H-1).
Similarly, by inspection, we note that if qni = qni+1 = 0 in (3.1), then Fr2(hi, hi± 1

2
, 0) = 0, to get

hn
i+ 1

2 ,−
= max

(
0, hn

i +
(
Zi − Zi+ 1

2

))
,

hn
i+ 1

2 ,+
= max

(
0, hn

i+1 +
(
Zi+1 − Zi+ 1

2

))
,

which is nothing but the standard hydrostatic reconstruction, and thus (2-b) holds.
Regarding (2-c), since (Wi, Zi) and (Wi+1, Zi+1) define a local per interface steady state according to (2.2),

then we have 
qni = qni+1 =: q0,

q20
2(hn

i )
2
+ g(hn

i + Zi) =
q20

2(hn
i+1)

2
+ g(hn

i+1 + Zi+1) =: B0.
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Next, by definition of (hi+ 1
2
, Zi+ 1

2
) given by (3.2), we get

q20
2(hn

i+ 1
2

)2
+ g(hn

i+ 1
2
+ Zi+ 1

2
) = B0.

As a consequence, we have

q20
2(hn

i )
2
+g(hn

i +Zi) =
q20

2(hn
i+ 1

2

)2
+g(hn

i+ 1
2
+Zi+ 1

2
) and

q20
2(hn

i+1)
2
+g(hn

i+1+Zi+1) =
q20

2(hn
i+ 1

2

)2
+g(hn

i+ 1
2
+Zi+ 1

2
),

to get

Zi+ 1
2
−Zi = −(hn

i+ 1
2
−hn

i )
(
1−Fr2(hn

i , h
n
i+ 1

2
, qni )

)
and Zi+ 1

2
−Zi+1 = −(hn

i+ 1
2
−hn

i+1)
(
1−Fr2(hn

i+1, h
n
i+ 1

2
, qni+1)

)
.

Next, arguing property (H-2), we obtain

H
(
hn
i , h

n
i+ 1

2
, qni , Zi+ 1

2
− Zi

)
=

1

2

(
hn
i+ 1

2
− hn

i

)
and H

(
hn
i+1, h

n
i+ 1

2
, qni+1, Zi+ 1

2
− Zi+1

)
=

1

2

(
hn
i+ 1

2
− hn

i+1

)
.

Plugging these values into the definition (3.1) yields the following chain of equalities:

hn
i+ 1

2 ,−
= max

(
0, hn

i +
(
Zi − Zi+ 1

2

)
+

(qni )
2(hn

i + hn
i+ 1

2

)

g(hn
i )

2(hn
i+ 1

2

)2
1

2

(
hn
i+ 1

2
− hn

i

))
,

= max

(
0, hn

i +
(
Zi − Zi+ 1

2

)
+

q20
2g

(
1

(hn
i )

2
− 1

(hn
i+ 1

2

)2

))
,

= max

(
0,

B0

g
− Zi+ 1

2
− q20

2g

1

(hn
i+ 1

2

)2

)
,

= max
(
0, hn

i+ 1
2

)
,

= hn
i+ 1

2
.

Similar relations lead to hi+ 1
2 ,+

= hi+ 1
2
, which concludes the proof of Lemma 2.

Next, in addition to the above result, it is also necessary to establish the behavior of the hydrodynamic
reconstruction (3.1) in dry areas. This is the object of the following lemma.

Lemma 3. Assume H satisfies the assumptions (H-1), (H-2) and (H-3). Then, the hydrodynamic reconstruc-
tion (3.1) verifies:

(3-a) if hn
i = 0, then hn

i− 1
2 ,+

= hn
i+ 1

2 ,−
= 0;

(3-b) if hn
i = 0, then Sn

i = 0.

Proof. Let us first focus on property (3-a). Because of assumptions (H-3), arguing the water height reconstruc-
tion (3.1) in the cell (xi−1/2, xi+1/2) with hn

i = 0, we immediately get

hn
i− 1

2 ,+
= max(0, Zi−1 − Zi− 1

2
) and hn

i+ 1
2 ,−

= max(0, Zi − Zi+ 1
2
).

Since we have Zi+ 1
2
= max(Zi, Zi+1) for all i ∈ Z, we then obtain hn

i− 1
2 ,+

= 0 and hn
i+ 1

2 ,−
= 0.

Next, concerning (3-b), once again assumptions (H-3) immediately enforce Sn
i = 0 as soon as hn

i = 0, and the
proof is achieved.

From now on, it should be noted that properties (3-a) and (3-b), which comprise Lemma 3, are satisfied by
the standard hydrostatic reconstruction from [3].

Using the intermediate results established in Lemma 2 and Lemma 3, we can now proceed to prove Theorem 1.
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Proof of Theorem 1. Regarding the consistency in (1-a), let us recall that the numerical flux F is assumed to
be consistent with the exact flux function F (W ) given by (1.4). Since this consistent flux function F is applied
without modification to the reconstructed states given by (3.1), the consistency of the flux is maintained, based
on the proof given in [3]. We still need to prove the consistency of the source term (3.4). More specifically, we
have to show that (Sq)

n
i is consistent with −gh∂xZ. The approximate source term reads

(Sq)
n
i =− g

2hn
i− 1

2 ,+
hn
i+ 1

2 ,−

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

Zi+ 1
2
− Zi− 1

2

∆x

+
4g

hn
i− 1

2 ,+
+ hn

i+ 1
2 ,−

H
(
hn
i− 1

2 ,+
, hn

i+ 1
2 ,−

, qni , Zi+ 1
2
− Zi− 1

2

)3
∆x

.

(3.5)

Arguing (H-1), we obtain that the right part of (Sq)
n
i vanishes when ∆x approaches 0 due to the smoothness

assumption on the topography. Then, it is obvious that the remainder is consistent with −gh∂xZ, which concludes
the proof of (1-a).

Next, let us establish the well-balanced property (1-b). Assume that (Wn
i−1, Zi−1), (Wn

i , Zi) and (Wn
i+1, Zi+1)

define the same steady state (2.1), with constant discharge q0 and Bernoulli’s constant B0. We now have to prove
that (Wn+1

i , Zi) = (Wn
i , Zi).

According to Lemma 2 (property (2-c)), the hydrodynamic reconstruction (3.1) becomes{
hn
i± 1

2 ,−
= hn

i± 1
2 ,+

= hn
i± 1

2
,

qni± 1
2 ,−

= qni± 1
2 ,+

= qni± 1
2
= q0.

Let us set Wn
i± 1

2

= (hn
i± 1

2

, q0)
⊺ so that the scheme (1.8) now reads

Wn+1
i = Wn

i − ∆t

∆x

(
F
(
Wn

i+ 1
2
,Wn

i+ 1
2

)
−F

(
Wn

i− 1
2
,Wn

i− 1
2

))
+∆tSn

i . (3.6)

Since F is a consistent numerical flux, we know that F(W,W ) = F (W ), where F is the flux of the shallow water
equations defined by (1.4). Thus, (3.6) writes

(
hn+1
i

qn+1
i

)
=

(
hn
i

qni

)
− ∆t

∆x

 qn
i+ 1

2

− qn
i− 1

2

(qn
i+ 1

2

)2

hn
i+ 1

2

+
1

2
g(hn

i+ 1
2

)2 −
(qn

i− 1
2

)2

hn
i− 1

2

− 1

2
g(hn

i− 1
2

)2

+∆t

(
0

(Sq)
n
i

)
. (3.7)

We immediately note that Wn+1
i = Wn

i = (hn
i , q0)

⊺ for all i ∈ Z as soon as the source term (Sq)
n
i satisfies

∆x(Sq)
n
i =

q20
hn
i+ 1

2

+
1

2
g(hn

i+ 1
2
)2 − q20

hn
i− 1

2

− 1

2
g(hn

i− 1
2
)2. (3.8)

Now, to establish the above relation, since we have hn
i+ 1

2 ,±
= hn

i+ 1
2

and hn
i− 1

2 ,±
= hn

i− 1
2

, the source term (Sq)
n
i

defined by (3.5) reads

(Sq)
n
i =− g

2hn
i− 1

2

hn
i+ 1

2

hn
i− 1

2

+ hn
i+ 1

2

Zi+ 1
2
− Zi− 1

2

∆x

+
4g

hn
i− 1

2

+ hn
i+ 1

2

H
(
hn
i− 1

2

, hn
i+ 1

2

, q0, Zi+ 1
2
− Zi− 1

2

)3
∆x

.

(3.9)

Next, we remark that the states (Wn
i− 1

2

, Zi− 1
2
) and (Wn

i+ 1
2

, Zi+ 1
2
) satisfy the local per interface steady state

condition (2.2). We then have

Zi+ 1
2
− Zi− 1

2
= −(hn

i+ 1
2
− hn

i− 1
2
)
(
1− Fr2(hn

i− 1
2
, hn

i+ 1
2
, q0)

)
, (3.10)
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and, as a consequence of hypothesis (H-2), we get

H(hn
i− 1

2
, hn

i+ 1
2
, q0, Zi+ 1

2
− Zi− 1

2
) =

1

2
(hn

i+ 1
2
− hn

i− 1
2
).

Therefore, (3.9) now reads

∆x(Sq)
n
i = −g

2hn
i− 1

2

hn
i+ 1

2

hn
i− 1

2

+ hn
i+ 1

2

(
Zi+ 1

2
− Zi− 1

2

)
+ g

(
hn
i+ 1

2

− hn
i− 1

2

)3
2
(
hn
i− 1

2

+ hn
i+ 1

2

) . (3.11)

Plugging (3.10) into (3.11), the above relation reformulates

∆x(Sq)
n
i =

q20
hn
i+ 1

2

+
1

2
g(hn

i+ 1
2
)2 − q20

hn
i− 1

2

− 1

2
g(hn

i− 1
2
)2, (3.12)

which concludes the proof of the well-balanced property (1-b).
The final property (1-c) is a direct consequence of the definition of hn

i+1/2,±, which involves taking a maximum
with 0. Then, to prove the non-negativity preservation satisfied by the scheme, we exactly follow the proof given
in [3]. The establishment of Theorem 1 is thus completed.

4 One possible choice for the function H
The goal of this section is to propose an expression for the function H that satisfies the required properties
(H-1) through (H-3). Recall that H is a function from R⋆

+ × R⋆
+ × R × R to R, applied for instance on

(hn
i , h

n
i+1/2, q

n
i , Zi+1/2 − Zi) to compute hi±1/2,−. For the sake of clarity, throughout this section, H will be

written as a function H(hL, hR, q̄,∆Z). Its arguments may be omitted for more concise notation.
As a first step, consider H given as a solution to the following polynomial equation of degree five, in the spirit

of [7]:
2H

(
g
(
h̄2 −H2

)2 − q̄2h̄
)
= −g∆Z

(
h̄2 −H2

)2
, (4.1)

where h̄ = (hL + hR)/2. This expression allows us to state the following result.

Lemma 4. If the correct solution H of the polynomial equation (4.1) is chosen, then H satisfies the consistency
property (H-1) and the well-balanced property (H-2).

Proof. For this proof, we consider data far from a dry area.
Let us start with property (H-2). To that end, we assume a steady solution with Fr2(hL, hR, q̄) ̸= 1, and we

take ∆Z = − (hR − hL)
(
1− Fr2(hL, hR, q̄)

)
. Given the expression (3.3) of the squared Froude number, plugging

the above value of ∆Z in (4.1) leads to:

2H
(
g
(
h̄2 −H2

)2 − q̄2h̄
)
− (hR − hL)

(
g
(
h̄2 −H2

)2 − q̄2h̄

(
h̄2 −H2

)2
h2
Lh

2
R

)
= 0. (4.2)

Now, we prove that H = (hR − hL)/2 is a solution to the fifth-degree equation (4.2). First, let us note that

1

hLhR

(
h̄2 − (hR − hL)

2

4

)
=

1

hLhR

(hR + hL)
2 − (hR − hL)

2

4
= 1.

Then, plugging H = (hR − hL)/2 in the left-hand side of (4.2) yields:

2
(hR − hL)

2

(
g

(
h̄2 − (hR − hL)

2

4

)2

− q̄2h̄

)

−(hR − hL)

(
g

(
h̄2 − (hR − hL)

2

4

)2

− q̄2h̄

)
= 0,

9



which proves that H = (hR − hL)/2 is one of the multiple solutions to (4.2). This proves property (H-2).
We turn to property (H-1). The solution to (4.2) we have just exhibited satisfies property (H-2), i.e. it

satisfies H = (hR−hL)/2 = O(hR−hL) as soon as ∆Z = − (hR − hL)
(
1− Fr2(hL, hR, q̄)

)
for Fr2(hL, hR, q̄) ̸= 1.

However, note that, when ∆Z = 0, this condition is also satisfied, and we get, in this case, hR−hL = O(∆Z). This
immediately proves that the previously exhibited solution H satisfies H =

∆Z→0
O(∆Z), thereby proving property

(H-1).
The proof is thus concluded, since we have exhibited a solution to (4.2) that satisfies both properties (H-1)

and (H-2).

Therefore, according to Lemma 4, the nonlinear equation (4.1) has a solution that satisfies both properties (H-
1) and (H-2). However, finding the correct solution is a complex process that would negate all the benefits of our
linear approach. Indeed, we would need to use Newton’s method at each interface and each time step to compute
the solutions to (4.1). Moreover, we would then have to choose the correct solution from among (at most) five
possible ones. Thus, we elect not to pursue this nonlinear direction. Instead, we provide a relevant linearization
of part of (4.1).

Assuming that H ̸= ±h̄, (4.1) rewrites

2H

(
1− q̄2h̄(

h̄2 −H2
)2
)

= −∆Z. (4.3)

We temporarily assume that hL ̸= hR, and we set ∆h = hR − hL. We suggest the following linearization around
H = ∆h/2 of the expression in brackets in (4.3), thus modifying the equation satisfied by H, to get a quadratic
equation in H:

2H

(
1− q̄2(hL + hR)

2gh2
Lh

2
R

+ 4 sgn(∆Z)

√
|∆Z|
|∆h|3

(∆h− 2H)

)
= −∆Z,

This expression can be simplified by remarking that

1− Fr2(hL, hR, q̄) = 1− q̄2(hL + hR)

2gh2
Lh

2
R

,

to get

2H

(
1− Fr2 +4 sgn(∆Z)

√
|∆Z|
|∆h|3

(∆h− 2H)

)
= −∆Z.

Solving this quadratic equation for H leads to

H =
1

4

∆h+
1− Fr2

4
sgn(∆Z)

√
|∆h|3
|∆Z|

±

√√√√(
∆h+

1− Fr2

4
sgn(∆Z)

√
|∆h|3
|∆Z|

)2

+
√

|∆Z||∆h|3

.

(4.4)

Choosing the correct sign for the ± in (4.4) makes it possible to state, and prove, the following result.

Lemma 5. Let
H =

1

4

(
E − sgn(1− Fr2) sgn(∆Z)

√
E2 +

√
|∆Z||∆h|3

)
, with

E = ∆h+
1− Fr2

4
sgn(∆Z)

√
|∆h|3
|∆Z|

.

(4.5)

Then H satisfies the required properties (H-1) (if ∆Z and 1−Fr2 do not simultaneously vanish), (H-2) and (H-3).
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Proof. We prove the three properties (H-1), (H-2) and (H-3) in order.

(H-1) Let us first note that (4.5) contains a division by ∆Z. Nevertheless, this expression turns out to be infinitely
continuously differentiable around ∆Z = 0.

To prove (H-1), let us compute the limit of H when ∆Z goes to 0. To that end, for the sake of simplicity,
we consider the case where ∆Z > 0, ∆h > 0 and 1− Fr2 > 0. In this case, the Taylor expansion provided
in Appendix A proves (H-1). An immediate consequence is that H tends to 0 as ∆Z tends to 0, despite the
a priori indeterminate division by

√
|∆Z|. Investigating the other cases (1−Fr2 < 0 or ∆h ≤ 0) yields the

same limit.

(H-2) We now prove that the expression of H satisfies property (H-2), i.e. that H = ∆h/2 when a steady solution
has been reached. We therefore assume that the solution is steady, i.e. that ∆Z = −(1 − Fr2)∆h, so that
the expression of E is simplified as follows:

E = ∆h+
1− Fr2

4
sgn(−(1− Fr2)∆h)

√
|∆h|3

|(1− Fr2)||∆h|

= ∆h

(
1− 1

4

√
|1− Fr2|

)
,

and E2 +
√
|∆Z||∆h|3 becomes:

E2 +
√
|∆Z||∆h|3 = |∆h|2

(
1 +

1

4

√
|1− Fr2|

)2

.

Plugging the two expressions above into H, we get the following chain of equalities:

H =
1

4

∆h

(
1− 1

4

√
|1− Fr2|

)
+ sgn(∆h)

√
|∆h|2

(
1 +

1

4

√
|1− Fr2|

)2


=
∆h

4

(
1− 1

4

√
|1− Fr2|+ 1 +

1

4

√
|1− Fr2|

)
=

∆h

2
,

which completes the proof of (H-2).

(H-3) Finally, we turn to (H-3). We first make the general remark that H, given by (4.5), rewrites as

H(hL, hR, q̄,∆Z) = (hR − hL)B(hL, hR, q̄,∆Z), (4.6)

with B a bounded function. The boundedness of B comes from the boundedness assumption on the Froude
number, given in (1.3).

To prove the first equality of (H-3), we consider the function

C(hL, hR, qL) = 2Fr2(hL, hR, qL)H(hL, hR, qL,∆Z). (4.7)

We have to prove that C goes to zero when hL tends to 0, in the two cases where hR = hL and hR = 0.
Technical Taylor expansions of C are provided in Appendix B. They show that this property is satisfied,
thereby proving the first equality of (H-3).

To prove the second equality of (H-3), we have to show that

lim
hn
i →0+

H
(
hi− 1

2 ,+
, hi+ 1

2 ,−
, qi, Zi+ 1

2
− Zi− 1

2

)3
hi− 1

2 ,+
+ hi+ 1

2 ,−
= 0. (4.8)
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To that end, recall from property (3-a) that, if hi = 0, then hi− 1
2 ,+

= hi+ 1
2 ,−

= 0. This follows from the
fact that H satisfies (H-3). Therefore, proving (4.8) requires proving that

lim
hL→0+

hR→0+

H(hL, hR, q̄,∆Z)3

hL + hR
= 0. (4.9)

Arguing (4.6), we get ∣∣∣∣ H3

hL + hR

∣∣∣∣ ≤ |hR − hL|3

|hL|+ |hR|
|B|3

≤ (|hR|+ |hL|)3

|hL|+ |hR|
max |B|3 = (|hR|+ |hL|)2 max |B|3 .

Taking the limit of the above expression when hL and hR go to zero proves that (4.9) holds. Therefore, the
third equality of (H-3) is satisfied.

Finally, the proof of the third equality of (H-3) is obtained by arguing the same arguments as above, in
addition to the well-known limit

lim
x→0+

y→0+

xy

x+ y
= 0.

The proof of (H-3) is therefore concluded.

We have therefore proven the three properties, which concludes the proof.

As a conclusion, the expression (4.5) of H satisfies the required properties, as proven in Lemma 5. The only
limit where this expression is ill-defined is when both Fr2 tends to 1 and ∆Z tends to 0. This corresponds to a
well-known issue, since the steady equations are themselves ill-defined when Fr2 = 1 and ∆Z = 0. This resonant
case is well-documented in the literature, as seen for instance in [15, 23] and references therein. In the numerical
experiments, we set H = 0 when Fr2 = 1 and ∆Z = 0.

5 Linear extension to high-order accuracy
In Section 3, we proposed a linear reconstruction technique able to turn any first-order, non-well-balanced scheme
into a fully well-balanced one. The present section is dedicated to its high-order extension. Since the first-order
scheme is linear, we aim to develop a linear high-order and well-balanced extension, i.e. one that does not require
solving Bernoulli’s relations. Indeed, typically, fully well-balanced high-order extensions require solving some
nonlinear equations, which can be computationally expensive and may fail in the case of multiple or non-existent
solutions. For instance, we mention [13, 42, 12, 23], where nonlinear equations have to be numerically solved.

To avoid the computational expense associated with a nonlinear solver, we adopt the method described in [6],
which was initially introduced on a generic hyperbolic system, and later applied to the 2D shallow water case
in [35]. For the sake of completeness, the application of this technique to the current scheme is summarized below.
For the remainder of this section, we build a scheme of order d+ 1.

To that end, we start by considering the following generic polynomial reconstruction of degree d in space (see
for instance [19, 20]):

Ŵn
i (x) = Wn

i +Πn
i (x− xi), (5.1)

where the degree d polynomial Πn
i is defined such that, for all x ∈ (xi− 1

2
, xi+ 1

2
), the following relations hold:

Ŵn
i (x) = W (x, tn) +O(∆xd+1) and

1

∆x

∫ x
i+1

2

x
i− 1

2

Ŵn
i (x) dx = Wn

i . (5.2)

This reconstruction of degree d naturally defines a scheme of space order d+ 1, see for instance [19, 20].
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Given the polynomial reconstruction (5.1), we can define a high-order, non-well-balanced scheme. To that
end, consider the following modification of (1.8):

Wn+1
i = Wn

i − ∆t

∆x

(
F
(
Ŵn

i+ 1
2 ,−

, Ŵn
i+ 1

2 ,+

)
−F

(
Ŵn

i− 1
2 ,−

, Ŵn
i− 1

2 ,+

))
+∆tŜ

n

i , (5.3)

where the polynomial reconstruction is applied at each inner interface, to get

Ŵn
i+ 1

2 ,−
= Wn

i +Πn
i

(
∆x

2

)
and Ŵn

i+ 1
2 ,+

= Wn
i+1 +Πn

i+1

(
−∆x

2

)
,

and where the source term is nothing but a high-order approximation of the averaged source term:

Ŝ
n

i =
1

∆x

∫ x
i+1

2

x
i− 1

2

S(W (x, tn), x) dx+O(∆xd+1).

To compute Ŝ
n

i in practice, one can use a quadrature formula of order d+ 1, see for instance [1].
Equipped with the high-order scheme (5.3), we make it well-balanced, without having to solve nonlinear

equations. We accomplish this by leveraging the procedure from [6]. To address this issue, we first introduce a
steady solution detector.

5.1 A steady state detector
Let us define the following indicator, which will help us write the well-balanced extension of the high-order scheme:

θni+ 1
2
=

εn
i+ 1

2

εn
i+ 1

2

+

(
∆x

Cn
i+ 1

2

)d+1
, with (5.4)

εni+ 1
2
=

∥∥∥∥∥∥
 qni+1

(qni+1)
2

2(hn
i+1)

2
+ g(hn

i+1 + Zi+1)

−

 qni
(qni )

2

2(hn
i )

2
+ g(hn

i + Zi)

∥∥∥∥∥∥ , (5.5)

where Cn
i+ 1

2

̸= 0 is independent of ∆x. An expression of Cn
i+ 1

2

will be proposed before performing the numerical
experiments, in (6.1). The properties enjoyed by this indicator are summarized in the following result.

Proposition 6. The expressions (5.4) – (5.5) ensure the following properties:

(6-a) if (Wn
i , Z

n
i ) and (Wn

i+1, Z
n
i+1) define a steady state, i.e. satisfy the local per interface steady state rela-

tion (2.2), then θn
i+ 1

2

= 0;

(6-b) otherwise, θn
i+ 1

2

= 1 +O(∆xd+1).

Proof. The proof is straightforward and present in [6]. The first property is verified by inspection of (5.5), and
the second one through a Taylor expansion of θn

i+ 1
2

.

5.2 The high-order well-balanced reconstruction
Equipped with the steady solution detector (5.4) – (5.5) and the high-order, non-well balanced scheme (5.3), we
are able to fully state the linear, high-order, well-balanced scheme.

To that end, we modify the high-order scheme (5.3) as follows:

Wn+1
i = Wn

i − ∆t

∆x

(
F
(
W̃n

i+ 1
2 ,−

, W̃n
i+ 1

2 ,+

)
−F

(
W̃n

i− 1
2 ,−

, W̃n
i− 1

2 ,+

))
+∆tS̃

n

i , (5.6)
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where the polynomial reconstruction Ŵ has been replaced with the modified polynomial reconstruction W̃ , defined
by

W̃n
i+ 1

2 ,−
= Wn

i + θni+ 1
2
Πn

i

(
∆x

2

)
and W̃n

i+ 1
2 ,+

= Wn
i+1 + θni+ 1

2
Πn

i+1

(
−∆x

2

)
,

and where the high-order source term Ŝ
n

i has been replaced with a convex combination S̃
n

i between the high-order
source term Ŝ

n

i and the order one source term Sn
i , defined in (3.4):

S̃
n

i =

(
1−

θn
i− 1

2

+ θn
i+ 1

2

2

)
Sn
i +

θn
i− 1

2

+ θn
i+ 1

2

2
Ŝ
n

i .

Note that Proposition 6 implies that, if there is a steady state at the interface xi+ 1
2
, then W̃n

i+ 1
2 ,−

= Wn
i and

W̃n
i+ 1

2 ,+
= Wn

i+1. Otherwise, W̃n
i+ 1

2 ,−
and W̃n

i+ 1
2 ,+

are high-order approximations of the solution at the interface
xi+ 1

2
.

Equipped with this modified high-order reconstruction, the high-order hydrodynamic reconstruction is simply
computed by applying (3.1) to W̃n

i+ 1
2 ,−

and W̃n
i+ 1

2 ,+
at the interface xi+ 1

2
, instead of applying it to Wi and Wi+1.

Thanks to these definitions, we are able to state the following result, which represents a high-order extension
of Theorem 1.

Theorem 7. The scheme (5.3) enjoys the following properties:

(7-a) it is high-order accurate, i.e. consistent with the shallow water equations (1.1) up to O(∆xd+1),

(7-b) it is non-negativity-preserving,

(7-c) it is fully well-balanced, in the sense that it exactly preserves the steady states (2.1).

Proof. The proof of Theorem 7 is present in [6]. For the sake of conciseness, it is omitted here.

6 Numerical experiments
This last section comprises several numerical experiments, designed to validate the properties of the scheme.
Firstly, in Section 6.1, the consistency and order of accuracy are assessed. Secondly, in Section 6.2, we perform
several experiments to test the well-balanced property of the scheme (for a lake at rest in Section 6.2.1 and for
moving steady states in Section 6.2.2). Thirdly, two dam-break problems are computed in Section 6.3. Lastly, we
simulate an unstable steady contact wave in Section 6.4.

Recall that any consistent and non-negativity-preserving numerical flux F can be used in the scheme (1.8). For
the numerical experiments, we use the simple HLL flux from [29]. This flux imposes a standard CFL restriction
on the time step, as discussed for instance in [41, 39]. When it is required, in Section 6.1 and in Section 6.3, the
reference solution is given by the uncorrected HLL scheme with a naive centred discretization of the source term.

For clarity, we label the schemes under consideration as follows:
• the HSR scheme is the first-order accurate hydrostatic reconstruction from [3],
• the HDRp scheme is the hydrodynamic reconstruction (3.1) for the well-balanced scheme of order p, con-

structed with the method described in Section 5 if p ≥ 2. For the second-order scheme, we use the minmod
limiter (see for instance [40]) in conjunction with the SSPRK2 time discretization. For the third-order
scheme, we use the reconstruction from [38] with the SSPRK3 time discretization. Both time discretiza-
tions are presented in, for instance, [25, 26].

Unless otherwise mentioned, the space domain is (0, 1) and the gravity constant is g = 9.81. As prescribed
in [6], the coefficient Cn

i+ 1
2

in (5.4) is given by C0
i+ 1

2

= 1 and, for n ≥ 1,

Cn
i+ 1

2
= Cθ

1

2

(∥∥wn
i+1 − wn−1

i+1

∥∥
∆t

+

∥∥wn
i − wn−1

i

∥∥
∆t

)
, (6.1)
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where Cθ is a constant depending on the numerical experiment. Unless mentioned in a specific experiment, we
take Cθ = 1.

Before proceeding with the numerical experiments themselves, we briefly mention how dry zones are nu-
merically treated. Let εm = 2−52 be the machine epsilon. According to (1.3), the velocity u is computed as
follows:

u =


q

h
if h > εm,

0 otherwise.

In addition, for the high-order scheme, the non-negativity-preserving limiting procedure from [5] is used on the
reconstructed water height. The remaining potential divisions by h or ∆Z are handled by leveraging properties
(H-1), (H-2) and (H-3).

Further, to tackle steady solutions with an emerged bottom, it should be noted that they are not solution to
Bernoulli’s relation (1.7). Indeed, after [33], such steady states must be at rest, which means that they must
satisfy q0 = 0 in (1.7). In addition, the height and topography satisfy either hi + Zi < Zi+1 and hi+1 = 0
(Figure 1, left panel), or Zi > hi+1 +Zi+1 and hi = 0 (Figure 1, right panel). Since such steady solutions are not
solution to Bernoulli’s relation, H cannot capture them without a modification. To address this issue, we impose
the following additional properties on H:

hL < ∆Z =⇒ H(hL, 0, 0,∆Z) =
∆h

2
,

hR < −∆Z =⇒ H(0, hR, 0,∆Z) =
∆h

2
.

These properties ensure that steady states at rest with an emerged bottom are correctly captured by the scheme.
Note that a similar technique was already used in [33, 34, 35] to make smooth-steady-state-capturing schemes
able to handle such non-smooth steady solutions at rest.

hi

Zi

Zi+1 hi+1

Zi+1

Zi

Figure 1: Non-smooth, emerged steady state at rest not governed by (1.7). Left panel: lake at rest with hi+1 = 0
and hi + Zi < Zi+1. Right panel: lake at rest with hi = 0 and Zi > hi+1 + Zi+1.

6.1 Order of accuracy
The first round of numerical experiments consists in measuring the order of accuracy. To that end, we introduce
this useful compactly supported C∞ bump function:

ω(x) =

exp

(
1− 1

1− (4(x− 1/2))2

)
if |x− 1/2| < 1/4,

0 otherwise.

Note that ω(x) vanishes when |x− 1/2| ≥ 1/4. We take Z(x) = ω(x), and the initial condition is given by

h(x, 0) = 2− Z(x) + cos2(2πx) and q(x, 0) = sin(2πx).

These initial data are evolved until the final time tend = 5 · 10−3, chosen in order to avoid the formation of
discontinuities, so as to be able to compute the order of accuracy. A reference solution, to which the results of
the schemes are compared, is computed with 20 · 212 = 81920 cells. Periodic boundary conditions are prescribed.
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In Figure 2, we display the reference solution and the approximations given by the HSR1, HDR1 and HDR3
schemes with 40 cells. We observe good agreement with the exact solution.
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q

reference HSR1 HDR1 HDR3

Figure 2: Experiment from Section 6.1: values of h (left panel) and q (right panel) at time tend with 40 cells.

To obtain a more precise assessment of the error, error lines are shown in Figure 3. We observe that the
schemes exhibit the expected orders of accuracy. As expected, neither the high-order well-balanced procedure
nor the hydrodynamic reconstruction impedes the order of accuracy. For the sake of completeness, the values of
the errors are reported in Table 1 (we only present errors on h, but the results for q are similar).

40 160 640 2560
10−8

10−5

10−2

1

2

3

1
N

L2 error on h

40 160 640 2560

10−6

10−4

10−2

1

2

3

1
N

L2 error on q

HSR1 HDR1 HDR2 HDR3

Figure 3: Experiment from Section 6.1: error in L2 norm on h (left panel) and on q (right panel) with respect to
the number of cells.

6.2 Well-balanced property
We now turn to experiments that assess the well-balanced property. We first examine submerged and emerged
lake at rest steady solutions in Section 6.2.1. Next, in Section 6.2.2, we tackle the experiments from [27], which
involve moving steady solutions that are reached after a transient, unsteady state.

6.2.1 Lake at rest

We begin by studying steady states at rest, taking Z(x) = ω(x) once again. The initial discharge is zero everywhere
(q(x, 0) = 0), and the initial height is given in Table 2. Note that the resulting initial condition is nothing but
a steady state at rest of the shallow water system (1.1). Therefore, since the HSR and HDR schemes are well-
balanced, we expect them to exactly preserve this initial condition. We fix the final time at tend = 1, take 50
cells, and prescribe the exact steady solution as inhomogeneous Dirichlet boundary conditions. We conduct two
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h, HSR, P0 h, HDR, P0 h, HDR, P1 h, HDR, P2

N error order error order error order error order

40 1.01 · 10−2 — 9.36 · 10−3 — 1.44 · 10−3 — — 1.39
80 4.90 · 10−3 1.04 4.56 · 10−3 1.04 2.85 · 10−4 2.33 3.32 · 10−4 1.85
160 2.37 · 10−3 1.05 2.20 · 10−3 1.05 7.51 · 10−5 1.92 6.84 · 10−5 2.28
320 1.17 · 10−3 1.01 1.09 · 10−3 1.01 2.14 · 10−5 1.81 8.96 · 10−6 2.93
640 5.83 · 10−4 1.01 5.43 · 10−4 1.01 5.79 · 10−6 1.89 1.18 · 10−6 2.92
1280 2.90 · 10−4 1.01 2.70 · 10−4 1.00 1.49 · 10−6 1.96 1.51 · 10−7 2.97
2560 1.45 · 10−4 1.00 1.35 · 10−4 1.00 3.78 · 10−7 1.98 1.90 · 10−8 2.99

Table 1: Experiment from Section 6.1: errors (in L2 norm) and orders of accuracy on h. The errors on q are
displayed in Figure 3.

experiments: the first one has a submerged bottom (no dry zones), and the second one has an emerged bottom
(with a dry area).

experiment figure h(x, 0)

submerged bottom Figure 4 2− Z(x)
emerged bottom Figure 5 max(0, 0.5− Z(x))

Table 2: Setup of the experiments from Section 6.2.1.

Submerged bottom. First, in Figure 4, we display the results of the lake at rest with a submerged bottom. As
expected, the initial condition is exactly preserved (up to machine precision) by all the schemes under consideration
(HSR scheme, HDR scheme, and its high-order extensions). These conclusions are confirmed by the values of the
errors reported in Table 3.

0 0.2 0.4 0.6 0.8 1
0

1

2

x

h+ Z

0 0.2 0.4 0.6 0.8 1

−4 · 10−15

−2 · 10−15

0

2 · 10−15

x

q

HSR1 HDR1 HDR2 HDR3

Figure 4: Lake at rest with submerged bottom from Section 6.2.1: free surface h + Z (left panel) and discharge
q (right panel), displayed at time tend = 1 with 50 cells.

Emerged bottom. Next, the results of the steady state at rest with emerged bottom are depicted in Figure 5,
and the errors are collected in Table 4. Similarly to the submerged bottom case, the dry zones did not negatively
impact the well-balanced property.
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HSR, P0 HDR, P0 HDR, P1 HDR, P2

error on h 8.88 · 10−17 2.01 · 10−16 1.09 · 10−16 4.44 · 10−17

error on q 5.25 · 10−16 1.42 · 10−15 2.32 · 10−15 1.61 · 10−15

Table 3: Lake at rest with submerged bottom from Section 6.2.1: errors (in L2 norm) between the initial condition
and the approximate solutions at time tend = 1, using 50 cells.
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HSR1 HDR1 HDR2 HDR3

Figure 5: Lake at rest with emerged bottom from Section 6.2.1: free surface h + Z (left panel) and discharge q
(right panel), displayed at time tend = 1 with 50 cells.

HSR, P0 HDR, P0 HDR, P1 HDR, P2

error on h 1.85 · 10−17 2.75 · 10−17 3.07 · 10−17 1.32 · 10−17

error on q 1.24 · 10−16 5.17 · 10−17 1.24 · 10−16 3.59 · 10−17

Table 4: Lake at rest with emerged bottom from Section 6.2.1: errors (in L2 norm) between the initial condition
and the approximate solutions at time tend = 1, using 50 cells.

6.2.2 Moving steady solutions

To assess the ability of the HDR scheme to capture moving steady solutions, we now examine the well-known
test cases from [27]. Namely, we run three test cases: a subcritical flow, a transcritical flow without shock and a
transcritical flow with a shock. Each of these test cases follows the same principle: the initial condition consists
in a steady state at rest, which is then perturbed by an inflow boundary condition at the left of the domain. After
a transient state, the resulting flow becomes a moving steady state (with nonzero velocity). For the subcritical
flow and the transcritical flow without shock, this moving steady state satisfies

q = cst = q0 and B =
q2

2h2
+ g(h+ Z) = cst =

q20
2H2

0

+ gH0.

This final steady state therefore depends on two parameters: the inflow discharge, denoted by q0, and the initial
free surface, denoted by H0. We expect the HDR scheme and its high-order extensions to exactly capture the
final steady state, and the HSR scheme to have a nonzero approximation error. However, the transcritical flow
with shock, being a non-smooth steady state, is not expected to be exactly captured by the HDR scheme.

The space domain in (0, 25), where the function Z(x) = max(0, 0.05(x− 8)(12− x)) is considered. The initial
conditions are defined as h(x, 0)+Z(x) = H0 and q(x, 0) = q0, with H0 and q0 provided in Table 5. The final times
are also provided in Table 5, and we take 75 discretization cells. At the left boundary, we prescribe homogeneous
Neumann boundary conditions on h, and we impose q(0, t) = q0. At the right boundary, we prescribe homogeneous
Neumann boundary conditions on q, and we impose h(25, t) = H0 if the flow is subcritical; otherwise, homogeneous
Neumann boundary conditions are prescribed on h.
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experiment figure q0 H0 tend

subcritical Figure 6 4.42 2 500
transcritical Figure 7 1.53 0.66 125

transcritical with shock Figure 8 0.18 0.33 1000

Table 5: Setup of the experiments from Section 6.2.2.

Subcritical flow. The first experiment, which converges towards a subcritical flow, is illustrated in Figure 6.
Table 6 contains the values of the errors to the underlying steady state. As expected, we observe that the HDR1
scheme, contrary to the HSR1 scheme, exactly captures the resulting moving steady state. In addition, the
high-order extensions HDR2 and HDR3 also exactly capture the moving steady state.
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Figure 6: Subcritical flow from Section 6.2.2: free surface h+Z (left panel) and discharge q (right panel), displayed
at time tend = 500 with 75 cells.

HSR, P0 HDR, P0 HDR, P1 HDR, P2

error on q 7.73 · 10−2 1.06 · 10−14 1.31 · 10−14 1.30 · 10−14

error on B 1.79 · 10−1 2.73 · 10−14 3.61 · 10−14 2.68 · 10−14

Table 6: Subcritical flow from Section 6.2.2: errors (in L2 norm) between the exact steady state and the approx-
imate solutions at time tend = 500, using 75 cells.

Transcritical flow. The results of the second experiment, which involves a transcritical steady flow, are dis-
played in Figure 7 and Table 7. Similar to the previous case, we observe that the steady state is exactly captured
by the HDR scheme, unlike the HDR scheme. However, we observe a small kink near x = 10. This defect arises
because, at the critical point x = 10, the Froude number is 1 and the topography derivative vanishes. Note that
similar defects were already observed in earlier work, see for instance [33, 10]. This kink disappears when the
mesh is sufficiently refined.

HSR, P0 HDR, P0 HDR, P1 HDR, P2

error on q 3.74 · 10−2 4.73 · 10−14 5.15 · 10−14 5.21 · 10−14

error on B 1.45 · 10−1 4.50 · 10−14 5.12 · 10−14 5.92 · 10−14

Table 7: Transcritical flow without shock from Section 6.2.2: errors (in L2 norm) between the exact steady state
and the approximate solutions at time tend = 125, using 75 cells.
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Figure 7: Transcritical flow without shock from Section 6.2.2: free surface h + Z (left panel) and discharge q
(right panel), displayed at time tend = 125 with 75 cells.

Transcritical flow with shock. The results of the final experiment are displayed in Figure 8. This experiment
involves a transcritical flow with a shock; as expected, since it is not smooth, it is not exactly captured by the
HDR scheme, let alone by the HSR scheme. However, note that the loss of precision of the HDR scheme only
occurs in the vicinity of the shock (around x = 12), while the continuous steady states before and after the shock
are exactly preserved.

0 5 10 15 20 25
0

0.2

0.4

x

h+ Z

0 5 10 15 20 25

0.18

0.2

0.22

0.24

x

q

HSR1 HDR1 HDR2 HDR3

Figure 8: Transcritical flow with shock from Section 6.2.2: free surface h+ Z (left panel) and discharge q (right
panel), displayed at time tend = 1000 with 75 cells.

6.3 Dam-break problems
The purpose of these experiments is to evaluate the performance of the scheme on two standard dam-break
problems: the first one without dry areas, and the second one with a dry area. For both problems, we take
Z(x) = x/2 and set the initial discharge to q(x, 0) = 0. The initial water height is determined according
to Table 8, which also contains the values of tend and θC . Homogeneous Neumann boundary conditions are
prescribed, and we take 50 discretization cells.

Wet dam-break. Figure 9 depicts the solutions of the wet dam-break experiment. We observe no difference
between the HSR1 and HDR1 schemes, and it is worth noting that the HDR scheme’s high-order extensions
provide a more accurate approximation of the exact solution, despite minor oscillations on the discharge for the
HDR3 scheme. These oscillations are solely due to the high-order polynomial reconstruction.

20



experiment figure h(x, 0) + Z(x) tend θC

wet dam-break Figure 9

{
1.5 if x < 0.5

1 otherwise
0.05 0.15

dry dam-break Figure 10

{
1 if x < 0.5

Z(x) otherwise
0.075 0.1

Table 8: Setup of the experiments from Section 6.3.
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Figure 9: Wet dam-break from Section 6.3: free surface h+Z (left panel) and discharge q (right panel), displayed
at time tend = 0.05 with 50 cells.

Dry dam-break. The results of the dry dam-break problem are presented in Figure 10. Two significant
differences between the HSR1 and HDR1 schemes are noteworthy. First, the HDR1 scheme produces a small kink
near the critical point x = 0.5. However, that this kink disappears when the mesh is refined, or when increasing
the order of accuracy by using the HDR2 or HDR3 schemes. Second, the HDR scheme produces a more accurate
approximation of the wet/dry transition, than the HSR scheme, despite having the same number of cells.
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Figure 10: Dry dam-break from Section 6.3: free surface h+Z (left panel) and discharge q (right panel), displayed
at time tend = 0.075 with 50 cells.
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6.4 Stationary contact wave
This last experiment corresponds to the situation described in Section 2. The discontinuous topography is given
by

Z(x) =

{
ZL = 0 if x < 0.5,

ZR = 0.01 otherwise.

We consider a Riemann problem with initial data

W (x, 0) =

{
(hL, qL)

⊺ if x < 0.5,

(hR, qR)
⊺ otherwise,

with qL = qR = 1, hL = 1 and where hR ≃ 0.2545853624828563 is defined such that, up to machine precision,
the Riemann invariants are constant, i.e.

q2L
2h2

L

+ g(hL + ZL) =
q2R
2h2

R

+ g(hR + ZR).

In addition, Neumann boundary conditions are prescribed, and the final time is tend = 0.075. As discussed in
Section 2, we conjectured that such Riemann data, although it is solution to the discrete form of Bernoulli’s
equation, is not a stable steady solution. Therefore, it should not be exactly preserved by the numerical scheme.

In Figure 11, we compare the numerical solution of the four schemes to a reference solution computed with 5000
cells. The numerical solutions with 100 cells are displayed in the top panels, and we observe good agreement
between the numerical and reference solutions, especially for the higher order schemes.

However, there is still a kink present around x = 0.5, which corresponds to the position of the topography
discontinuity. To further analyze this issue, in the bottom panels of Figure 11, we provide a zoom on the interval
(0.46, 0.54), computed with 2000 cells. We observe in the bottom left panel that the HSR1 and HDR1 schemes
display a sharp water height discontinuity around x = 0.5. Using the higher order HDR2 and HDR3 schemes,
the amplitude of this discontinuity decreases. In the bottom right panel, these findings are confirmed, although
the discharge remains continuous with the HDR1 scheme, contrary to the HSR1 scheme where a sharp oscillation
is present. Like in the case of the water height, the higher order HDR2 and HDR3 schemes allow a better
approximation of the reference solution.

7 Conclusion and outlook
In this paper, we have presented an extension (3.1)–(3.4) to the hydrostatic reconstruction from [3]. Applied to
a numerical scheme with any consistent numerical flux function, this hydrodynamic reconstruction possesses the
following properties:

(i) consistency with the shallow water system (1.1),
(ii) preservation of moving steady solutions (1.7) as well as of the lake at rest,
(iii) handling of transitions between wet and dry areas.

These properties are summarized in Theorem 1. The hydrodynamic reconstruction depends on the choice of a
function H, which has to satisfy properties (H-1), (H-2) and (H-3). We have exhibited such a function, and
proven that is satisfies the required properties, in Lemma 5. Numerical experiments have confirmed that the
numerical scheme endowed with the hydrodynamic reconstruction is indeed consistent, well-balanced, and able
to treat dry/wet transitions.

Nevertheless, there are some potential improvements to the method. First, one could design a function H
with a more compact expression, without losing the properties outlined in Lemma 5. Second, one could modify
the function H to try and remove any kinks appearing when the Froude number approaches unity. To accomplish
this, L’Hôpital’s rule could be used instead of the standard Bernoulli relations to compute the correct slope of
the water height close to the critical point.
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Figure 11: Stationary contact from Section 6.4: free surface h + Z (left panels) and discharge q (right panels),
displayed at time tend = 0.075 with 50 cells (top panels) and 2000 cells (bottom panels). The bottom panels are
zoomed in on the interval (0.46, 0.54).
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A Taylor expansions of H
The goal here is to provide a Taylor expansion of the function H given by (4.5), in the case where ∆Z > 0,
∆h > 0 and 1 − Fr2 > 0, when ∆Z approaches zero. The computations are performed below, where we have
temporarily set F = 1− Fr2 in order to save some space.

H =
∆Z→0+

∆h

4

1 +
F
4

√
∆h

∆Z
−
√

∆h

∆Z

√√√√(√∆Z

∆h
+

F
4

)2

+

(
∆Z

∆h

)3⧸2


=

∆Z→0+

∆h

4

1 +
F
4

√
∆h

∆Z
− F

4

√
∆h

∆Z

√√√√
1 +

8

F

(
∆Z

∆h

)1⧸2

+
16

F2

∆Z

∆h
+

(
∆Z

∆h

)3⧸2


=

∆Z→0+

∆h

4

(
1 +

F
4

√
∆h

∆Z

(
1−

[
1 +

4

F

(
∆Z

∆h

)1⧸2

+
8

F2

∆Z

∆h
− 8

F2

∆Z

∆h
+O

(
∆Z

3⧸2

)]))
=

∆Z→0+
O (∆Z) ,
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B Taylor expansions of C
In this section, we give the Taylor expansions of the function C(hL, hR, qL,∆Z), given by (4.7), when either hL

or hR go to 0. The goal is to prove (H-3), i.e., prove that C is continuous when either hL tends to 0 and hR ̸= 0,
and when hL tends to 0 and hR = hL. Recall that

C(hL, hR, qL,∆Z) = 2Fr2(hL, hR, qL,∆Z)H(hL, hR, qL,∆Z).

Since qL = hLuL, with u the velocity, we also note that

Fr2(hL, hR, hLuL,∆Z) =
h2
Lu

2
L(hL + hR)

2gh2
Lh

2
R

=
u2
L

2ghR

(
1 +

hL

hR

)
.

First, we consider the case where hL goes to 0 and hR ̸= 0. According to assumptions (1.3), in this case, uL

also goes to zero. To model this phenomenon, we assume that uL = u(hL), where the function u is such that
u(0) = 0. In this case, we get, again using symbolic computation software,

C =
hL=0+

±

√
4g2h2

R + 16g
√
hR|∆Z| (±u(0)2 − 2g(hR ± 2∆Z)) + 4ghR (16g∆Z − u(0)2) + u(0)4

32g2
√
hR|∆Z|

u(0)2

±

√
hRu(0)

2 − 2ghR

(√
hR ± 4

√
|∆Z|

)
32g2

√
hR|∆Z|

u(0)2 +O(hL).

In the above expression, for the sake of clarity, the ± symbols correspond to sgn(∆Z). In any case, since u(0) = 0,
this Taylor expansion shows that

lim
hL→0+

hR ̸=0

C(hL, hR, qL,∆Z) = 0,

which is what we had set out to prove.
Second, we have to prove that

lim
hL→0+

C(hL, hL, qL,∆Z) = 0.

However, recall from (4.6) that H = (hR − hL)B, with B a bounded function. The above result is established by
arguing the boundedness (1.3) of the Froude number.

Therefore, property (H-3) is satisfied by H, when H is given by (4.5).
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