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Abstract 

A casual or late diagnosis given the lack of knowledge of the severity of a problem or 

asymptomatology of patients with comorbidity can cause serious consequences for the 

patient. Therefore, there is an urgent need for decision-making systems based on 

continuous monitoring in real time. This research presents SmartNextGISSA, an 

intelligent mechanism used in NextGISSA, an architecture developed with the objective 

of assisting decision-making in a situation room in monitoring patients with comorbidity, 

based on the crossing of data collected in real time from this patient and his health history. 

NextGISSA predictively and continuously monitors in real time patients with 

comorbidities (Pregnant Women, Hypertensives, Diabetics and Bedridden) of GISSA, an 

intelligent governance platform for decision-making in Digital Health, a product already 

operational in several municipalities by the startup “Avicenna Intelligent Governance”. 

With the intention of validating the machine learning module of the architecture proposed 

in NextGISSA, the SmartNextGISSA module was implemented, as an emphasis of this 

article, which is characterized by a composition of the NextGISSA architecture 

responsible for the inference about the data of an individual classifying it with different 

comorbidity risk levels through machine learning algorithms. Thus, we present a 

development pipeline that consist of a comparative analysis between binary classification 

algorithms, such as Naive Bayes, Decision Tree and Random Forest, using the CRISP-

DM methodology, a concept applied to data mining processes and, later, the model was 

implemented in a web application. 
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1 Introduction 

Scientific and technological development has provided means of using digital information and 

communication technologies (TDIC), widely disseminated in the most diverse instances of society. 

Thus, many areas, such as health, have taken advantage of the benefits of these technologies, such as 

Machine Learning, applied to management, evaluation and analysis systems. 

In the context of the Covid pandemic, the term comorbidity has become commonplace on a daily 

basis. The name is given to a set of causes that aggravate a disease and, in this way, can worsen a clinical 

condition. This study is justified, since a casual or late diagnosis given the lack of knowledge of the 

seriousness of the problem or even asymptomatology of patients with comorbidity urges the taking of 

measures with a fruitful and continuous follow-up in real time. 

Machine learning can target different users with some comorbidity. With the intention of validating 

the machine learning module of the architecture proposed in NextGISSA, the SmartNextGISSA module 

was implemented, as an emphasis of this article, which is characterized by a composition of the 

NextGISSA architecture responsible for the inference about the data of an individual classifying it with 

different comorbidity risk levels through machine learning algorithms. 

As for the choice of the research universe - population with comorbidity, it is known that this public 

is one of the priorities in care within the Primary Care policy of the public health network. 

In view of this, the object of study is problematized through the following guiding question of this 

research: How to validate the machine learning module of the architecture proposed in NextGISSA 

from a scenario to monitor predictively and continuously in real time and in a way smart the patients 

with comorbidity found in the report of enrolled people (Pregnant Women, Hypertensive, Diabetic and 

Bedridden) of GISSA? 

Thus, this article details the machine learning process applied to a dataset of individuals with 

hypertension to evaluate the application of supervised machine learning methods, specifically, binary 

classification algorithms, and implement them in the SmartNextGISSA module in order to to validate 

the architecture proposed in NextGISSA. 

Therefore, the main contribution of this article includes validating the proposed implementation of 

the SmartNextGISSA module embedded in the NextGISSA architecture in order to provide a predictive 

model capable of inferring an individual's risk of comorbidity. 

Thus, this article is structured as follows: Section two presents related works that use artificial 

intelligence are presented. In section three, the methodology used in the data mining process for the 

elaboration of the model. Section four presents an application scenario for SmartNextGISSA. In section 

five, the results obtained are presented and discussed and, finally, in section six, the conclusion and 

future aspirations of this article. 

As for the choice of the research universe - population with comorbidity, it is known that this public 

is one of the priorities in care within the Primary Care policy of the public health network. 

In view of this, the object of study is problematized through the following guiding question of this 

research: How to validate the machine learning module of the architecture proposed in NextGISSA 

from a scenario to monitor predictively and continuously in real time and in a way smart the patients 

with comorbidity found in the report of enrolled people (Pregnant Women, Hypertensive, Diabetic and 

Bedridden) of GISSA? 

Therefore, the main contribution of this article includes validating the proposed implementation of 

the SmartNextGISSA module embedded in the NextGISSA architecture in order to provide a predictive 

model capable of inferring an individual's risk of comorbidity. 

Thus, this article is structured as follows: Section two presents the methodology used in the data 

mining process for the elaboration of the model. In section three, related works that use artificial 

intelligence are presented. Section four presents an application scenario for SmartNextGISSA. In 

section five, the results obtained are presented and discussed and, finally, in section six, the conclusion 

and future aspirations of this article. 
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2 Related Works  

BRAGA, Oton Crispim (2017) proposed an intelligent solution based on classifiers as an inference 

mechanism, capable of helping health professionals during the process of clinical management of 

diseases transmitted by the Aedes Aegypti mosquito, identifying the diagnosis based on symptoms and 

test results. The work was divided into two steps: one focused on pre-diagnosis, considering symptoms 

and clinical history, anamnesis; and another focused on the final diagnosis, also considering the results 

of specific tests, such as serology tests. The study uses a methodology based on Data Mining to 

guarantee knowledge based on examples. After several tests and adjustments in machine learning 

algorithms, it was possible to define two learning models capable of inferring the probability of a patient 

being infected with a certain disease, with an accuracy of up to 91.6%. From these models, they  were 

able to build an intelligent API to support decision-making during the clinical management of dengue 

and chikungunya. The solution allows several applications to access the learning models. Among them, 

a popular consultation mobile application for the identification of dengue and chikungunya, MARCIA, 

an interoperable system for the clinical management of chikungunya. 

Costa Filho (2021) proposes Smart GISSA, which is an architecture built from the Intelligent 

Governance System in Health Systems – GISSA, an innovative solution in the health area already 

highlighted in this work. This solution provides managers, servers and users with intelligent governance 

by promoting the systemic integration of information. Smart GISSA's architecture, in addition to 

extracting, transforming and loading data into dashboards, includes machine learning models to 

specialize decision-making in public health, in which two new Data Mining methodologies are 

proposed, focusing on risk analysis of death and in epidemiological surveillance to predict epidemics. 

It was possible to verify that this architecture already proposed to GISSA by Costa Filho (2021) does 

not use IOT and is not aimed at the hypertensive public. 

In this way, the GISSA platform has undergone continuous evolution since its conception in 2009, 

as a result of research, development and innovation. Thus, research has been incorporated into GISSA, 

notably in the recent master's research (Francisco Junior, 2022). 

From the study carried out on the related works and the proposed solutions, it was observed that 

almost all of the works directly related to the subject under study, Machine Learning, are aimed at 

different situations of case studies. Thus, this study arose from the need and possibility of converging 

Machine Learning and any comorbidity (hypertensive, diabetic, cardiac) on an existing platform, adding 

value to the architecture, in this case, of GISSA, in an expanded architecture. 

3 Methodology 

The research takes place from the performance of GISSA (Gissa, 2022), having as spatial 

delimitation the city of Fortaleza. The GISSA platform operates in a datacenter, in the cloud, provided 

by the company Avicena Software e Serviços Ltda. It can be accessed through the web, by computer 

terminals, smartphones and tablets and proactively communicating through the use of the system, 

accessing panels (dashboards), with access to summarized and analytical information, filterable, 

weighted, classified according to risks and compliance with standards quality for services provided, 

reporting and sending alerts and categorized messages. 
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Figure 1: Proposal of the SmartNextGISSA System in the GISSA architecture  

Considering that the pipeline was developed based on the CRISP-DM methodology (SCHRÖER, 

Christoph; KRUSE, Felix; GÓMEZ, Jorge M., 2021), the process was segmented into phases as 

proposed by the concept: 

1. Understanding the Business: This step was characterized by understanding the problem based on 

the research carried out associated with the business domain of the NextGISSA platform, leading 

to the search for a dataset that corresponds to the scenario covered by NextGISSA. 

2. Understanding the Data: Considering the definition of the problem and the compatibility of the data 

with the NextGISSA platform, the dataset was composed with health data from individuals 

characterized with 11 predictive variables (age, gender, height, weight, blood pressure, cholesterol, 

glucose level, smoker, alcoholic and active) and are classified into two groups of individuals 

(hypertensive and non-hypertensive). Data were obtained from resources available on the Kaggle 

platform and then exploratory data analysis was applied in order to describe and qualify them 

through statistical measurements. Among the analyses, the quality of the data was verified 

(presence of missing values, outliers, amount of data, among others) and the balance of data, 

indicating that they are approximately equally distributed between the two groups, with 34,979 

cases of cardiac and 35,021 non-cardiac cases, totaling a sample of 70,000 cases. 

3. Data preparation: This step consist of pre-processing the data, summarized by the steps of selecting 

columns and rows of interest (filtering), cleaning the data (removing missing values and outliers) 

and formatting the data (conversion of values categorical values into numerical values). After the 

pre-processing step, the data were normalized in order to transform the attributes into a similar 

scale. 

4. Modeling: The process of defining the model is based on the pipeline prepared by Costa Filho 

(2021), since binary classification algorithms can be applied to the data set used in this article. 

Thus, some steps were performed to identify and evaluate the model to be defined, among them, 

the data loading and pre-processing, exploratory data analysis, hyperparameter optimization. The 

developed flow is presented in Figure 2. In the training stage, the binary classification algorithms, 

Logistic Regression (LR), Random Forest (RF) and Decision Tree (DT) were applied using the 

Scikit-learn library. After training, the model was evaluated based on the main metrics, accuracy, 

precision, recall, f1 and the AUROC curve (Area Under ROC Curve). The features of the dataset 

are (F1) age in days of the individual, (F2) gender, (F3) height, (F4) weight, (F5) blood pressure, 

(F6) cholesterol level, (F7) glucose level, (F8) smoker, (F9) alcoholic and (F10) physically active. 
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5. Evaluation: In this stage, the performance of the supervised classifiers used in the training stage 

was evaluated. Then, the GridSearch strategy associated with the K-Fold Cross Validation (CV) 

method was applied, thus allowing the identification of the best parameters from combinations of 

hyperparameters. 

 
Figure 2: General flow for defining the model. 

For the RF and DT classifiers, hyperparameters, number of estimators and maximum number of 

features were used, as shown in Table 1, while in LR penalty, C and solver from the Scikit-learn library 

were used, according to Table 2. 

Parameters Description Tested Values 

n_estimators Number of trees in the forest 10, 60, 110, 160 

max_features Number of features to consider when looking for the best split 6, 11, 16, 21 

Table 1 - Random Forest and Decision Tree classifier evaluation parameters 

Parameters Description Tested Values 

penalty Specify the norm of the penalty l1, l2 

C Inverse of regularization strength 0.0001, 0.01, 1, 100, 10000 

solver Algorithm to use in the optimization problem liblinear 

Table 2 – Logistic Regression classifier evaluation parameters 

 

6. Implementation: After evaluating the model from the AUROC curves and performance metrics, its 

parameters were serialized and made available in a Rest API destined to a web application for 

validating the SmartNextGISSA module. In this context, this module's web service consumes the 

API that performs the inference based on the trained model. For this, an endpoint was made 

available that receives a POST request according to the format: 

POST https://<host>/predict 
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{ 

“input”: “[ 40, 140, 289, 172, 0, 0, 1, 0, 1, 0, 0,1, 0, 0, 1, 0, 

1,0,0,0,1]” 

} 

 
The API returns, through the POST response, the value of the class (0 for non-hypertensive and 1 

for hypertensive). 

 
Response: [{“result”: 1}] 

Intelligent mechanisms are used to monitor vital data (weight, blood pressure, heart rate) and check 

these data against the patient's history through artificial intelligence algorithms. 

4 SmartNextGISSA Architecture 

This work concerns the use of Intelligent Systems in dealing with comorbidities, expanding the 

functionality of GISSA, a Public Health Governance product already in operation in several 

municipalities in Northeast Brazil (GISSA Manual, 2021). GISSA is a computing platform that 

automatically collects the databases of the Ministry of Health systems: E-SUS, CNES, SIM, SINASC, 

SI-PNI, SINAN through data extractor robots, analyzes this information using various intelligent and 

transforming them into integrated technologies information , useful for decision-making at different 

levels of health management. 

Named SmartNextGISSA, the proposal presented here includes an intelligent module on the GISSA 

platform for monitoring and predicting cases of comorbidities, notably patients enrolled in the GISSA 

system (diabetic, hypertensive), in the city of Fortaleza-Ceará, as shown in figure 3. 

 

 
Figure 3: SmartNextGISSA Architecture 

 

The SmartNextGISSA is proposed as an additional component to GISSA. In this context, the service 

will operate in the Machine Learning module of the NextGISSA scenario, receiving the history of 

patients from the databases monitored by the GISSA platform in order to filter individuals at potential 

risk through the inference of the trained model, thus allowing, that these cases move to the next stage 

of this scenario. 

 

5 Results 

Several experiments were carried out following the CRISP-DM methodology in order to optimize 

the model's performance. In the comparative performance analysis between the algorithms used, the 
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Logistic Regression (RL) classifier obtained better accuracy in relation to the others, as shown in Figure 

4. 

 

 
Figure 4: Accuracy and Precision 

Accuracy represents the percentage of examples correctly categorized and is associated with the 

evaluation of the model's performance in all classes. This metric is accepted for the purpose of this 

work, since the dataset data are balanced and it is expected that the model presents assertive results. 

In the evaluation, the AUROCC curve was also used, which represents the general performance of 

an estimator, since this metric considers all computed values of sensitivity and specificity. The greater 

the capacity of the estimator to discriminate individuals with and without hypertension, the more the 

curve approaches the upper left corner and the AUROCC will approach 1. In the application of the Grid 

Search optimization strategy associated with the Cross Validation (CV) technique, the Regression 

Logistic (RL) classifier was obtained as the best performance with the following parameters: C= 1.0, 

penalty = l1 e solver = liblinear. 

After training with the mentioned values, improvements were obtained in the following metrics: 

accuracy = 0.720381, precision: 0.678812 

The area under the ROC curve for this parameterization is shown in Figure 5 and presented as a 

value of 0.7220. 

 
Figure 5: The area under the ROC curve  
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6 Conclusion 

AI-based technologies using machine learning have the potential to transform healthcare. In 

practice, applications are used for more accurate diagnosis, identification of physiological patterns, 

decision support for processes in personalized medicine, etc. In the case of study, it is proposed to use 

it for patients with comorbidities, such as hypertension. 

This article presented SmartNextGISSA, an intelligent system for the prediction of comorbidities, 

via monitoring of the patient's vital health signs, from their clinical history. SmartNextGISSA offers a 

monitoring environment by automating some services such as obtaining historical patient data, in 

addition to expanding the range of GISSA functionalities by including an intelligent module for 

monitoring and predicting comorbidities. To carry out the proof of concept of the proposed solution, a 

prototype will be built to carry out the tests in order to evaluate the effectiveness of SmartNextGISSA 

in carrying out online monitoring, integrating solutions that complement each other to signal alerts to 

the patient about their health status in case of any intercurrence. 

As future work, we will assess monitoring for other comorbidities in addition to the report of people 

enrolled in GISSA, aiming to expand its scope and also identify improvements in the proposed solution. 
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