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ABSTRACT
The influence of high-enthalpy effects in hypersonic,
spatially developing boundary layers is investigated by
means of direct numerical simulations. The flow of a re-
acting mixture of nitrogen and oxygen over a flat plate at
Mach 10, previously investigated in the literature using
linear stability theory (LST), is simulated using a compu-
tational domain encompassing the laminar, transitional,
and turbulent regimes. Transition is triggered by forcing
Mack’s second mode through suction and blowing at the
wall. In the laminar region, the solution matches reason-
ably well the locally self-similar profiles, computed un-
der chemical non-equilibrium assumptions. Strong dis-
sociation phenomena are observed, due to the high tem-
peratures reached close to the (uncooled) plate surface.
The transitional regime is investigated by means of modal
analysis. Despite the significant chemical activity, the re-
sults confirm the classical transition scenario for high-
Mach number boundary layers, for which the second-
mode resonance is the main mechanism responsible for
turbulent breakdown. In the turbulent region, first- and
second-order statistics reveal that chemical reactions do
not modify significantly dynamic quantities such as ve-
locity and Reynolds stress profiles, but greatly affect ther-
mal properties, due to their endothermic nature. For the
configuration at hand, chemical dissociation is slower
than the characteristic time-scale of the flow, and the peak
of chemical activity is located in the viscous sublayer,
leading to mild modifications of the turbulent field com-
pared to a frozen-chemistry model.

1. INTRODUCTION
The investigation of turbulent hypersonic flows is a ma-
jor subject when dealing with planetary atmosphere reen-

tries or vehicles capable of flying at hypersonic speed in
the atmosphere. Recently, new vehicle concepts involv-
ing hypersonic flight are arousing interest not only in the
defense and military fields, but also in the areas of spatial
tourism and trans-atmospheric flights. The accurate pre-
diction of boundary layer phenomena, such as laminar-
to-turbulent transition, near-wall turbulence, wall friction
and heat flux is of utmost importance in order to im-
prove the design of hypersonic vehicles. Moreover, the
amount of energy present in these specific configurations
can cause vibrational excitation of the gas molecules and
chemical reactions (with characteristic times similar to
those of the fluid motion), giving rise to nonequilibrium
thermochemical states. Such high-enthalpy effects have
a strong impact on aerodynamic performances and heat
transfer rates, but may also affect transition and turbu-
lence dynamics [6]. Despite the enormous progress re-
alized so far, high-speed aerodynamics and aerothermo-
dynamics constitute some of the areas where improve-
ments need to be made. Carrying out physical experi-
ments in the working conditions of interest is generally
a costly (sometimes unfeasible) task, given the difficulty
in reproducing such critical configurations [2]. To pal-
liate the lack of experimental data, it is possible to carry
out scale-resolving numerical simulations, such as Large-
Eddy Simulations (LES) or Direct Numerical Simula-
tions (DNS), at least in a range of moderate Reynolds
numbers. In particular, DNS ensures the proper resolu-
tion of the whole spectrum of active temporal and spatial
scales, without any hypothesis nor modeling assumption,
allowing to avoid the introduction of turbulence mod-
els not tailored (and thus not enough reliable) for hyper-
sonic flows [29]. Despite the high computational cost of
DNS, the generation of high-fidelity databases for out-of-



equilibrium, high-speed flows is therefore of great impor-
tance for understanding the underlying physical mecha-
nisms and improving the existing turbulence models.
There exist limited DNS studies on turbulent, hyper-
sonic boundary layers. For instance, Duan et al. [9, 7]
performed DNS of temporally-evolving, zero-pressure-
gradient turbulent boundary layers in the high-Mach
regime and varying wall temperatures; whereas Mach
numbers up to 20 were considered from Lagha et al.
[20]. These configurations, however, do not exhibit high-
temperature effects due to the cryogenic free-stream con-
ditions. A comparative study between low- and high-
enthalpy, reactive boundary layers was performed subse-
quently [8], although moderate temperature values were
imposed at the wall (≈ 2400). Recently, more attention
has been paid to hypersonic, cold-wall boundary layers in
spatially-evolving configurations [31, 17].
The objective of the current paper is to assess the influ-
ence of strong chemical activity, caused by hypersonic
conditions, on wall-bounded turbulent flows. Specifi-
cally, we aim at generating a new DNS database of high-
enthalpy, spatially-developing turbulent boundary layers.
The current analysis encompasses the laminar, transi-
tional and fully turbulent regime. Free-stream conditions
were chosen such that chemical reactions are triggered by
the high near-wall temperature values. A nominal Mach
number equal to M∞=10 and a wall temperature com-
puted under adiabatic condition are considered. These
conditions have been widely used in the past for stabil-
ity studies [23, 25, 24]. The present DNS study aims at
providing further insights on the complete transition sce-
nario, broadening the existing knowledge on the purely
transitional regime to the fully turbulent one.
The paper is structured as follows. The governing equa-
tions, the numerical method and the simulation set-up are
described in Section 2. Numerical results are presented in
Section 3. After a brief investigation on the laminar flow
regime, breakdown to turbulence is carefully scrutinized
by means of spectral and modal analyses; afterwards,
an overview of the main statistical turbulent quantities
is provided. Conclusions and future works are drawn in
Section 4.

2. METHODOLOGY

2.1 Governing equations

Flows under investigation are governed by the com-
pressible Navier–Stokes equations for multicomponent,
chemically-reacting gases, which read in differential
form as:
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being ρ = ∑
N
n=1 ρn the mixture density, N the total num-

ber of species, ui the velocity vector components, p the
pressure, δi j the Kronecker symbol and τi j the viscous
stress tensor, defined as

τi j = µ

(
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+
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∂xi

)
− 2
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∂uk
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δi j, (5)

with µ the mixture dynamic viscosity. Moreover, E =

e+∑
N
n=1 h f

nYn +
1
2 uiui denotes the total chemical energy,

with e the specific internal energy, h f
n and Yn = ρn/ρ the

n-th species enthalpy of formation and mass fraction, re-
spectively; q j represents the heat flux modelled by means
of the Fourier law, q j =−λ

∂T
∂x j

, λ being the mixture ther-

mal conductivity and T the temperature. Lastly, uD
n j, hn,

and ω̇n are the n-th species diffusion velocity (defined
hereafter), specific enthalpy and rate of production, re-
spectively. The code solves the mixture density and N−1
species conservation equations, the N-th species being
computed as ρN = ρ−∑

N−1
n=1 ρn. In these simulations, the

N-th species is Nitrogen (see eq. (8)) since it keeps the
largest mass fraction throughout the computational do-
main. Each species is assumed to behave as a perfect gas;
Dalton’s pressure mixing law leads then to the mixture
pressure equation equation of state:

p =
N

∑
n=1

pn = RρT
N

∑
n=1

Yn

Wn
= T

N

∑
n=1

ρnRn (6)

being Rn and Wn the gas constant and molecular weight of
the n-th species, respectively, and R = 8.314 J/mol K the
universal constant of gases. The thermodynamic prop-
erties of high-T air species are computed considering
the contributions of translational, rotational and vibra-
tional modes for each species [14]. An iterative Newton’s
method is used to compute T given the mixture internal
energy and the species partial densities.
With regard to the transport coefficients, pure species’
viscosity and thermal conductivity are computed using
Blottner’s model and Eucken’s formula, respectively [4];
the corresponding mixture properties are evaluated by
means of Wilke’s mixing rule. The diffusion velocities



are given by Fick’s law

uD
n jρn =−ρDn

∂Yn

∂x j
+ρn

N

∑
n=1

Dn
∂Yn

∂x j
, (7)

where Dn is an equivalent diffusion coefficient of species
n into the mixture, computed as in [16]. The second term
in the right-hand-side of eq. (7) represents a correction
needed to recover total mass conservation (see Ref. [28]).
Air is modeled as a five-species mixture of N2, O2, NO, O
and N. The chemical source terms ω̇n are computed fol-
lowing Park’s model [27], for which the species interact
with each other through a 17-reaction mechanism:

N2 +M⇐⇒ 2N+M
O2 +M⇐⇒ 2O+M

NO+M⇐⇒ N+O+M (8)
N2 +O⇐⇒ NO+N

NO+O⇐⇒ N+O2

where M represents any of the five species considered.
Lastly, the reaction rates are modeled by means of Arrhe-
nius’ law.

2.2 Numerical methods
The governing equations are approximated using high-
order finite-difference schemes. The convective fluxes
are discretized by means of tenth-order schemes on 11-
points stencils, whereas standard fourth-order schemes
are used for viscous fluxes. The discretization method is
supplemented with a higher-order extension of Jameson’s
adaptive artificial dissipation [19]. A highly-selective
shock sensor, built on a combination of the original
Ducros’ extension [10] of Jameson’s pressure-based sen-
sor with the Bhagatwala & Lele modification [3] is used
to trigger the shock-capturing term. Time integration is
carried out by means of a third-order TVD Runge-Kutta
scheme [15].

2.3 Simulation set-up
A boundary-layer over a semi-infinite flat plate is consid-
ered. The thermodynamic conditions are similar to those
adopted in several stability studies (see Refs. [23, 18,
11, 24, 26]); specifically, the imposed free-stream values
are M∞=10, T∞=350K and p∞=3596Pa. Air in equilib-
rium at its free-stream conditions is prescribed (namely,
YN2 = 0.767082 and YO2 = 0.232918, similar to Marxen
et al. [24]). Adiabatic, non-catalytic boundary conditions
are imposed at the wall. The domain is rectangular with
even spacing in the streamwise (x) and spanwise (z) di-
rections; in the wall-normal (y) direction, the following
grid stretching is applied:

y( j)
Ly

= (1−α)

(
j−1

ny−1

)3

+α
j−1

ny−1
(9)

Table 1: Parameters of the modes excited by the forc-
ing function in equation (10): non-dimensional frequency
ωm, amplitude Am and spanwise wave number βm for the
m-th mode.

Nmode ωm Am βm
1 1.71 0.05 0
2 0.855 2.50×10−3 0
3 0 2.50×10−3 +0.2
4 0 2.50×10−3 +0.4
5 0 2.50×10−3 +0.6
6 1.71 2.50×10−3 -0.2
7 1.71 2.50×10−3 +0.2
8 0.855 2.50×10−3 -0.2
9 0.855 2.50×10−3 +0.2

10 1.71 2.50×10−3 -0.4
11 1.71 2.50×10−3 +0.4
12 1.71 2.50×10−3 -0.6
13 1.71 2.50×10−3 +0.6

where Ly and ny denote the domain length and the number
of grid points along y-direction, respectively; j ∈ [1,ny]
and α=0.13. The extent of the computational domain is
Lx×Ly×Lz = 8000δ ∗in×320δ ∗in×100πδ ∗in (the inlet dis-
placement thickness δ ∗in of the boundary layer being used
as length scale) discretized with Nx×Ny×Nz = 5520×
256×240 points. Locally self-similar profiles, computed
under finite-rate chemistry assumptions, are prescribed
at the inlet at a distance corresponding to Reδ ∗=6375
(Reδ ∗ denoting the Reynolds number based on the dis-
placement thickness). The derivation of the self-similar
equations and their numerical solution are shown in the
next section. A blowing and suction method, similar to
the one used by Franko & Lele [12], is adopted to trig-
ger transition to turbulence. Specifically, the suction-and-
blowing function is imposed along a forcing strip located
at Reδ ∗ = 13880 and reads:

vw

u∞

= f (x)g(z)
Nmode

∑
m=1

Am sin(ωmt +βmz), (10)

where f (x) and g(z) are two perturbation-modulation
functions defined as in Franko & Lele [12] and Am,
ωm = ω̃mδ ∗in/c∞ and βm = β̃mδ ∗in represent the amplitude,
non-dimensional pulsation and spanwise wave number,
respectively. Here, the superscript (̃•) denotes the di-
mensional values and c∞ the freestream speed of sound.
The collection of forcing parameters for each mode are
listed in table 1. Lastly, a sponge layer is applied near
the inlet up to 35δ ∗in, to prevent abrupt distortions caused
by the high Mach number. A sketch of the computational
domain, starting downstream of the leading edge, is
provided in fig. 1.
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Figure 1: Sketch of computational domain.

2.4 Locally self-similar equations for react-
ing boundary layers

The imposition of a similarity solution at a given distance
from the virtual origin of the plate allows one to avoid
the numerical simulation of the plate leading edge, by-
passing its singularity and reducing computational cost.
Global self-similar solutions for high-T laminar bound-
ary layers only exist in restricted cases, such as in pres-
ence of frozen or equilibrium chemistry assumptions [1].
Taking into account finite-rate chemistry, global similar-
ity breaks down due to the the presence of source terms
in the species equations. Nevertheless, it is possible to
compute a locally (i.e., x-dependent) self-similar solu-
tion, allowing the introduction of inlet profiles suitable
for the configuration under investigation. Starting from
the boundary-layer equations for steady, compressible,
multicomponent, reacting, two-dimensional and zero-
pressure-gradient flows, the following variable transfor-
mations are introduced (see Ref. [21] for more details):

ξ = ρeµeUex = ξ (x), η =
Ue√

2ξ

∫ y

0
ρdy = η(x,y),

where the subscript (•)e denotes variables computed at
the boundary layer edge. The definition of the stream-
function ∂ψ

∂y = ρu, ∂ψ

∂x =−ρv and the equivalent expres-

sion in terms of transformed variables ∂ψ

∂ξ
= 1√

2ξ
f (η),

∂ψ

∂η
=
√

2ξ f ′(η), with f ′ = u/Ue, allow to manipulate
the boundary-layer equations obtaining the following for-
mulation in the self-similar coordinate system:(

C f ′′
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Here, g = h/h0,e is the self-similar parameter for the en-
thalpy, h0,e being the edge stagnation enthalpy, θ = T/Te
and C = ρµ/ρeµe denotes the Chapman-Rubesin param-
eter. In case of frozen chemistry or chemical equilibrium,

the ξ -dependent term in eq. (12) vanishes and the result-
ing equations become globally self-similar. The system
(11)-(12) constitutes a two-point boundary value prob-
lem, subjected to the following boundary conditions:

f ′ = f = 0, Y ′n = 0, g′ = 0 for η = 0

f ′ = 1, Yn = Yn,e, g = 1− 1
2

u2
e

h0,e
for η → ∞,

which is easily integrated numerically by means of a
globally-convergent Newton method.

3. RESULTS

After having reached a statistically steady state, time-
and spanwise-averaged statistics are collected for approx-
imately two turnover times with a sampling time inter-
val of ∆tsc∞/δ ∗in = 3.45×10−2. To carry out the spec-
tral analysis, a selection of subvolumes of the compu-
tational domain is extracted at a sampling interval of
∆tsc∞/δ ∗in = 2.30×10−1, corresponding exactly to six-
teen snapshots per each period of the fundamental forcing
harmonic. Figure 2 displays an instantaneous visualiza-
tion of the boundary layer spatial evolution. The blow-
ing and suction forcing, located near the inlet, triggers
the turbulence breakdown and provides large transitional
and turbulent zones to analyse. In the following, stream-
wise profiles are shown as a function of the nondimen-
sional quantity (x− x0)/δ ∗in, x0 being the distance from
the leading edge. The inspection of the skin friction co-
efficient C f=

2τw
ρ∞u2

∞

(where (•) denotes the Reynolds aver-
age), shown in fig. 3(a), reveals that the breakdown ap-
pears at ≈ 3000δ ∗in, whereas the fully turbulent region
starts from ≈ 5000δ ∗in, i.e. from the streamwise location
at which the downstream decrease of C f begins.

3.1 Laminar regime
The laminar regime is analysed first. Figure 3(b) displays
a close-up of C f in the first part of the domain, along
with the compressible extension of Blasius’ laminar cor-

relation, Clam
f = 0.664√

Rex

√
ρwµw
ρ∞µ∞

, and the locally self-similar
solution at selected stations. It is worth noting that af-
ter the forcing strip (not visible in the figure), the evolu-
tion of C f matches the laminar correlation, meaning that
no mean-flow distortion has occurred yet. On the other
hand, the similarity theory predicts slightly higher values
of C f ; this gap is likely due to the presence of an exter-
nal pressure gradient in the full Navier-Stokes equations,
which is neglected in the self-similar ones. Similar slight
discrepancies are present in the streamwise evolution of
species mass fractions at the wall (fig. 4(a)). Overall, the
numerical solution and the similarity theory are found to
be in fair agreement. As the Reynolds number increases,
the natural evolution of the boundary layer gives rise to
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Figure 2: Instantaneous visualization of the computational domain: isosurface of Q-criterion coloured with the distance
from the wall. On the back, Schlieren-like density contours showing the propagation of waves outside the boundary layer.
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Figure 3: Streamwise evolution of skin friction coeffi-
cient C f . (a) Entire domain and (b) zoom in the laminar
region, along with the laminar correlation ( ) and the
locally self-similar solution (symbols).

a decreasing wall temperature profile (fig. 4(b)), in ac-
cordance with the locally self-similar trends (not shown).
The temperatures values along the plate allow the activa-
tion of the exchange reactions; dissociation of O2 starts
and leads to the production of atomic oxygen and nitric
oxide. Further downstream, the chemical activity slows
down, indicating that the chemical time scales become
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Figure 4: Streamwise evolution of (a) the mean species
mass fractions at the wall, along with the locally self-
similar solution (symbols), and (b) mean wall tempera-
ture [K]. In figure (a), N2 is not shown being outside the
displayed range.

much smaller than the flow residence time (as it will
be shown later), resulting in a persisting chemical non-
equilibrium composition.
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Figure 5: Instantaneous visualization of normalized velocity in a xz plane, extracted at y/δ ∗in = 13. Four streamwise
positions are marked, at (x− x0)/δ ∗in = 36, 2000, 3280 and 4000, the first one being the forcing strip.

3.2 Transitional regime

The nonlinear breakdown to turbulence is now investi-
gated. The transition scenario is described by means of
a modal analysis, which consists in evaluating the ampli-
tude of excited modes through a spatio-temporal Fourier
transform. The new coordinate system is then based on
the angular frequency and spanwise wavenumber (ω,β ).
For the sake of simplicity, the angular frequency is nor-
malized by 0.855 and the spanwise wave number by 0.2,
corresponding to the couple (ω9,β9) in table 1. In previ-
ous works [12, 13], the amplitude of each mode is eval-
uated employing the modal energy, which takes into ac-
count both the kinetic and internal energy contributions.
On the other hand, other references make use of the max-
imum amplitude of the streamwise velocity fluctuation
[24]. The latter criterion is retained in this work for the
modal growth analysis. To this aim, instantaneous veloc-
ity values are extracted along a cut of the computational
domain in the y-direction, which follows the streamwise
evolution of the wall-normal location at which the u-
fluctuation peaks. A total number of 800 samples are
considered. The maximum disturbance amplitude is then
evaluated as |u′|2max = |û′û′

∗
|/u2

∞ (where (̂•) stands for the
Fourier component and (•)∗ denotes the complex conju-
gate) and results in a function of (ω/ω9,β/β9,x). Fig-
ure 5 displays the normalized streamwise velocity in a xz
plane, cut at the end of the transitional zone. The qualita-
tive evolution of the disturbances shows that the footprint
of three-dimensional modes starts to be visible at (x−
x0)/δ ∗in ≈ 2500, albeit they do not emerge significantly.
This behavior underlines that the predominant mode in
the first part of the domain is the two-dimensional Mack
mode, excited with the strongest amplitude through suc-
tion and blowing (see tab. 1). Nonlinear effects lead to
the growth of oblique and stationary modes and cause
the development of streaks which, in this specific con-
figuration, rapidly destabilize the flow and promote the
breakdown to turbulence. This scenario occurs in the re-
gion 3000 < (x− x0)/δ ∗in < 4000, corresponding to the
slight kink in the C f of figure 3(a), which indicates that a
mean-flow distortion has occurred. To better understand
this mechanism, frequency-wavenumber spectra are dis-

(x− x0)/δ ∗in = 36

ω
/ω

9

(x− x0)/δ ∗in = 2000

ω
/ω

9

(x− x0)/δ ∗in = 3280

ω
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9

(x− x0)/δ ∗in = 4000

ω
/ω

9

β/β9

Figure 6: Frequency-wave number spectra at different
streamwise positions.

played in fig. 6 at the four selected locations marked in
figure 5, the first one corresponding to the suction and
blowing position. As expected, fig. 6(a) is in perfect
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accordance with the modes excited by the forcing func-
tion, the couple (2,0) being the strongest in magnitude.
Moving towards the successive streamwise location, the
amplitude of sub-harmonics (1,1) and (-1,1) starts to in-
crease; these modes are explicitly introduced in the forc-
ing function but with an extremely low amplitude with
respect to the primary harmonic, and are amplified by
the flow as they move downstream. Finally, at the last
two selected stations, exchange between various waves
has led to the growth of the stationary waves (0,2) and
(0,1), respectively. In order to follow the entire stream-
wise development, figure 7 shows the maximum velocity
disturbance amplitude of selected modes. Initially, the
mode (2,0) predominates over all the excited modes, but
it rapidly decays and then saturates. At the same time, the
sub-harmonic oblique wave (1,1) drops of several orders
of magnitude first, and then becomes the most energetic
mode at (x−x0)/δ ∗in ≈ 2000. Downstream of this station,
the streaks modes (0,1) and (0,2) start to emerge. The
higher streak mode (0,2) initially dominates, but at later
transition stages the principal stationary mode (0,1) over-
whelms the former, leading to the breakdown and to the
final saturation stage (not shown in the figure). The tran-
sition event is qualitatively similar to the second-mode
breakdown of [12] for a M∞ = 6 non-reacting boundary-
layer. Late transition is typical of this scenario, since
the stationary waves start to gain energy once the Mack
mode saturates. We also observe that the present transi-
tion mechanism differs from wall-cooled boundary lay-
ers, in which early and persistent streaks are visible from
the beginning of the transitional zone; here, the extremely
high temperature results in late formation of the streaks
which, by the way, remain the principal responsible for
transition to turbulence.

Table 2: Numerical parameters of the selected locations
for turbulence analysis.

(x− x0)/δ ∗in Reθ ∆x+ ∆y+w ∆y+
δ

∆z+

5077 5200 4.74 0.53 2.48 4.29
6443 8000 4.65 0.52 3.36 4.20
7575 10500 4.54 0.51 4.08 4.10

3.3 Turbulent regime
Moving further downstream, the flow enters in the fully
turbulent region. Statistical quantities are investigated at
three locations reported in table 2. A preliminary assess-
ment of the velocity profiles scaling is shown in fig. 8,
displaying the classical Van Driest transformation for the
streamwise velocity:

u+V D =
1
uτ

∫ u

0

√
ρ

ρw
du (14)

The logarithmic law is well described by u+= 1
κ

ln(y+)+
C, with κ=0.41 and C=5.8. Different values for the con-
stant C have been used in literature, ranging from 5.2 to
6.2 [5, 22, 8]; the value 5.8 seems to be suitable in this
case. The data are found to better match the logarith-
mic law as the Reynolds number increases; the higher
values in the outer layer encountered when moving fur-
ther downstream are due to the decreasing trend of the
friction velocity uτ . Figure 9 reports the profiles of the
Damköhler number Dan = ω̇n/ρ µw/τw, which is a mea-
sure of the ratio between the flow residence times and
the chemical relaxation times. Small values of Dan im-
ply that chemical dissociation is slower than the charac-
teristic time scale of the flow and the monotonic trend
highlights that the maximum chemical activity is close
to the wall. Furthermore, the profiles at lower Reθ ex-
hibit slightly higher values in magnitude. Globally, the
Reynolds stresses (shown in fig. 10(a) in inner scaling)
confirm previous observations [8] stating that the influ-
ence of chemical reactions on the kinematic field is small.
Of note, the semi-local transformation introduced in Tret-
tel & Larsson’s work [30] allows a better collapse in the
viscous sublayer but does not improve the scaling further
from the wall. Temperature fluctuations, shown in fig-
ure 10(b), exhibit a peak at the end of the logarithmic
zone which is more marked for the transitional profiles.
Even though the maximum temperature is located at the
wall, the large r.m.s. and mean values of the temperature
in the buffer layer lead to a peak in the species produc-
tion / destruction, confirmed by inspection of fig. 11. In
this figure, molecular nitrogen fluctuations are not shown
since their values are two order of magnitude smaller than
the other species. The location at the lowest Reynolds
number exhibit intermediate value of the fluctuations; af-
terwards, at Reθ = 8000, the fluctuations tend to decrease
before and then reach the largest value at the last stream-
wise position. This highlights the activity of finite-rate
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chemistry, since species mass fractions do not directly
follow the temperature trend.

4. CONCLUSIONS

High-enthalpy effects on compressible wall-bounded tur-
bulent flows have been analyzed by means of direct nu-
merical simulations of a hypersonic, chemically out-of-
equilibrium turbulent boundary layer. The novelty of this
work lies in a complete analysis of one of the few exist-
ing spatially-developing boundary layers with finite-rate
chemistry, encompassing laminar-to-turbulence break-
down as well. The free-stream thermodynamic condi-
tions, albeit not representative of any physical re-entry
trajectory or trans-atmospheric flight, are chosen to match
those of a configuration largely analyzed in previous sta-
bility studies; specifically, a nominal Mach number of
10 and a free-stream temperature of 350 K. The tem-
peratures reached in the boundary layer are such that
gas dissociation phenomena occur, giving rise to a non-
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Figure 10: Wall-normal profiles velocity fluctuations (a)
and temperature fluctuations (b), in inner scaling; ( )
Reθ = 5200, ( ) Reθ = 8000, ( ) Reθ = 10500.

equilibrium chemical state. The influence of these high-
enthalpy effects on laminar, transitional and turbulent re-
gion is investigated.
Wall quantities such as the skin friction coefficient, mean
temperature and species mass fractions are analysed and
compared to the local self-similar solution in the first por-
tion of the domain. The profiles follow the same trend
of the similarity results, even though discrepancies are
present due to the hypothesis of null pressure gradient in
the boundary layer equations set. As the reacting mix-
ture evolves along the plate, oxygen is partially dissoci-
ated, but the equilibrium composition is never reached.
A modal analysis based on the maximum streamwise ve-
locity fluctuations points out that the mechanism respon-
sible for the breakdown is the second mode fundamen-
tal resonance. This scenario leads to a late transition
and to the growth of streaks modes once that the two-
dimensional mode saturates; transition is observed at a
very short distance downstream of the streak appearance.
Mean and fluctuating statistics reveal that chemical ac-
tivity is mostly located between the plate wall and the
buffer layer region, although the chemical time scales are
much smaller than flow residence time scale throughout
the flow. Fluctuations of species mass fractions exhibit
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a peak in the region of maximum turbulent production,
in agreement with the fluctuating profiles of temperature,
whereas the trends of the dynamic field are little affected
by chemical non-equilibrium.
Since most of the flow features are driven by the wall
condition, further investigations are in progress for elu-
cidating the influence of wall cooling. In that case, it
is expected that the region of maximum chemical ac-
tivity moves away from the wall, approaching that of
maximum turbulence production and therefore enhanc-
ing the turbulence-chemistry interactions. Thermal non-
equilibrium conditions will be considered as well, with
the aim of quantifying the influence of thermal relaxation
phenomena on wall turbulence dynamics.
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