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Abstract

Industry 4.0 is the most recent industrial revolution that aims to improve not only the productivity in the 21st century, but also
the flexibility, adaptability, and resilience of the industrial systems. It enables the collection of real-time data from industrial
systems, Thanks to the development of Internet of Things (IoT) technology. Hence, analyzing online collected data enables to
deal with several industrial issues in real-time such as machines’ break- or slow-downs, quality crisis, flows disruptions, etc. In
traditional industrial systems, previous works focused on both scheduling and rescheduling schemes in order to improve the system
performance. However, few works dealt with system disruption monitoring due to the lack of real-time data about the system
running. Furthermore, the remote and constant monitoring amenities were not established yet, properly. In this paper, we propose
a system disruption monitoring tool in Industry 4.0 system. Our tool focuses on system disruption related to resources localization,
or when a resource is in an unexpected location. Thus, a machine learning algorithm is used to generate a prediction model of
resources localization by considering the real tasks scheduling in terms of resources localization. Therefore, as real resources
localization can be collected from the industrial system through the IoT network, our tool enables to detect system disruption, risk,
in real-time when comparing predicted localization to the real one. Moreover, our tool is executed in a Fog computing architecture
which is emerging as an extension of cloud computing to provide local processing support with good latency. The experimental
results show the efficiency of our tool in terms of prediction accuracy and time complexity when compared to other machine
learning algorithms, in addition to its ability to control and detect system disruption in real-time.
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1. Introduction

Deploying digital technologies in manufacturing is originating the fourth industrial revolution, commonly called
Industry 4.0 [1][2]. Industry 4.0 is based on the extensive deployment of Cyber Physical System (CPS) and aims

to significantly enhance the productivity of manufacturing technologies of the 21st century, through the collection
and analysis of real-time data. This transition is mainly motivated by the emergence of Internet of Things (IoT)
technology in which CPS components, machines and objects, are made “smart” by connecting them to the Internet
through ubiquitous sensors [3]. Hence, IoT has been gaining attraction in many industrial areas, such as manufacturing,
logistics, retailing, and pharmaceutics [3]. We note that the term of Industry 4.0 is used in Germany, while similar
terms are also used such as Industrial IoT, Smart manufacturing, Made in China 2025, etc.

The main idea of Industry 4.0 is to connect the CPS, which interlinks the physical and digital worlds, components
between them through an infrastructure of IoTs and Services (IoT&S) [1]. Thus, collecting analyzing data in real-
time about CPS components enables to deal with several industrial systems issues. For instance, analyzing collected
real-time data, enables to African gold mine to identify a major issue related to the control of one of their process
steps (oxygen level during leaching). Fixing this issue has allowed increasing the yield of the process by 3.7%, which
corresponds to $20 million saved annually [4].

In fact, previous works focus on providing either robust scheduling schemes that may reduce the impacts of small
system disruptions and hence avoid rescheduling operations [5], or efficient rescheduling schemes that react to un-
expected events such as machine breakdowns, and revise schedules in cost-effective way [6]. However, with the
emergence of Industry 4.0, system disruption monitoring is becoming a crucial research topic to improve system per-
formance. Thus, real-time detection of situations allows a timely reaction and helps to reduce, prevent, or avoid their
impacts. Therefore, real-time disruption monitoring makes it possible to improve not only the system performance but
also its flexibility and adaptability, once combined with an optimised and Just In Time (JIT) decision-making tool.

Besides, Fog computing is an emerging extension of the cloud computing which enables to process data close
to its source and will be responsible for decentralized decision-making, interoperability, data analytics, information
security, system latency, etc. [7][8][9]. Hence, in Industry 4.0 context, deploying the Fog computing as middleware
layer between Industry 4.0 and Cloud environments, can be very useful to improve the production system’s ability to
prevent and to react towards disruptions.

In this paper, we deal with system disruption monitoring in Industry 4.0 based on Fog computing architecture.
As there are many types, we focus on system disruption related to resources localization in the industrial system.
In other words, the situation when a resource is in an unexpected location compared to the scheduling process. To
do so, we generate a prediction model of resources localization that considers the real tasks scheduling in terms of
resources localization at any time and during the whole scheduling process. Therefore, we will able to predict the risk
of system disruption, in real-time by comparing updated actual localization information of resources (human, tools,
etc.) to predicted one.

The remainder of this paper is organized as follows. In section 2, we provide a short literature review about sys-
tem disruption monitoring in industrial context as well as on Fog computing applied to Industry 4.0. In section 3,
we describe our system disruption tool based on machine learning. We discuss the obtained experimental results in
section 4. Section 5 concludes the paper.

2. Related work

In this section, as we propose a system disruption tool in Industry 4.0 and based on Fog computing architecture.
We divide the related works into two main classes: works providing Fog computing deployment for Industry 4.0 and
manufacturing domains, and works dealing with system disruption in industrial context.

• Fog computing for Industry 4.0

Recently, several works have been proposed to deploy the Fog computing as middleware support between Indus-
try 4.0 and Cloud environments, in order to perform specific tasks in a timely way. In [7], the authors discussed
how Fog could be exploited as a local computing support in Industry 4.0 to deal with delay, security, and indus-
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trial big data mining in real time and in different industrial scenarios. They review the main challenges that the
Fog can leverage along with several scenarios from industrial use-cases including mining, transportation, waste
management Industry, food Industry, agriculture, etc. The deployment of a Fog computing system in a logistic
center was investigated in [8], in order to provide an intelligent computing system that includes cloud center,
gateways, Fog devices, edge devices, and sensing devices. The authors studied the cost-efficient deployment of
Fog computing and formulated an integer programing model before solving it using genetic algorithm. In [9],
the authors proposed to place a broker node at the Fog layer which is in charge of predicting future data mea-
surements such as IoT devices energy consumption. They then studied the role of Fog computing in improving
time and computational complexities.
In fact, the deployment of Fog computing in the Industry 4.0 context is still only in its early stages. The above
works focus on how Fog computing can be deployed to deal with Industry 4.0 challenges. However, to the
best of our knowledge, no work proposed to exploit Fog computing in order predict, remotely and in real time,
system disruption in Industry 4.0.

• System disruption in industrial systems
In [10], the authors proposed a layered disruption framework to study and understand disruption consequences
in an entire industrial system by considering some types of disruptions. Several industrial cases are then ana-
lyzed, via the proposed framework, using both quantitative and qualitative approaches. A proactive disruption
management system was introduced in [11]. The proposed system aims at providing a robust initial scheduling
which can absorb the impacts of small disruptions and hence avoid rescheduling operations. Thus, the ini-
tial scheduling considered several disruption patterns, e.g. machine breakdowns. Similarly, several proactive
disruption schemes have been proposed by providing initial robust scheduling, based on predictive patterns,
probabilistic expressions, Markov decision process, etc. [12][13][14].
Though the above works deal with system disruption in manufacturing domains. However, they do not propose
to monitor system disruption in real-time. They only consider system disruption patterns when defining the
initial scheduling and hence avoid the costly rescheduling operations. In addition, most of them focus on ma-
chine breakdowns as disruption pattern and no work consider system disruption related to unexpected resources
localization.

3. System disruption prediction tool

In this section, we present our proposed tool for system disruption prediction that we executed in the Fog-computing
environment. Our tool is based on prediction model that we generated based on real tasks scheduling in terms of
resources localization at any time and during the whole scheduling process. Assuming that we periodically receive
real localization of resources from manufacturing execution system. Hence, system disruption risk may be assessed
when comparing between real localization and those predicted by our model based on the real tasks scheduling. We
note that in our system, a resource refers to any entity that is required to perform tasks during the execution process
such as workers, machines, robots, etc. Before we proceed, we first give an of our Fog-based architecture that we
considered in our scheme.

3.1. Fog-based architecture for Industry 4.0

To improve both system reliability and latency, we propose a Fog-enabled Industry 4.0 architecture that comprises
three main levels (cf. Fig. 1):

• Industry 4.0: it focuses on the manufacturing system which may have different types of ”things” including
sensors, actuators, machines, devices, workers, etc. These things are autonomous, intelligent, and are connected
with each other to perform tasks. Moreover, sensed data by these things are sent either to the Fog computing to
perform real-time local data processing and tasks management, or to the Internet Cloud to make more extensive
analysis of the industrial big data.

• Fog computing: it acts as middleware support that performs real-time local tasks such as the delivery of fast
response and computation offloading. In our case, the Fog is responsible for risk detection in the Industry 4.0
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Fig. 1: Our Fog-Enabled Architecture for Industry 4.0.

system based on predicted resources localization. Hence, it will help the system supervisors to take the more
adequate decisions such as rescheduling tasks, replacing the failed resource, starting maintenance operations,
etc.

• Internet Cloud: the Internet Cloud is usually used to perform complex tasks which require a huge storage and
computing capacities. In our architecture, the Internet Cloud environment is responsible for our prediction
model creation which will be then exploited by the Fog computing to predict the resources localization in
real-time.

3.2. Modeling the system disruption prediction

We consider a long-term dataset that includes both localization and activity information of resources over the time.
The dataset contains n representative samples (rows) and K features (columns), and is divided into two subsets. The
training (or learning) subset to train and generate the prediction model and testing subset to evaluate the localization
prediction.
To predict resources localization in industrial systems, we are mainly based on supervised machine learning algorithms
which aims at making the most accurate predictions possible. Supervised algorithms consider both input and output
(desired) data to learn a mapping function, F(x), from a k-dimensional input vector, x =

(
x(1), . . . , x(k)

)T
∈ Rk, to

an output y (or y = F(x)). Thus, we distinguish two classes of supervised learning: regression and classification
for continuous-response values and categorical response values, respectively. Our yi is categorical in nature, as we
search to predict, over time, the room ID in which each resource is located. Therefore, our problem in a classification
problem.
We used Random Forest algorithm to create a classification model of resources localization (rooms) that considered
resources localization during the whole execution process. This can be very useful to predict the system disruption
based on both timely real localization of resources and what was experienced in the past. The random Forest algorithm
is one of the most used algorithms, because of its simplicity in addition to the fact that it can be used for both regression
and classification predictions.

In fact, the random Forest algorithm builds a set of decision trees randomly selected from training data. It then
merges the vote from different decision trees to get the final class of the test data.

3.3. Data collection

Due to the lack of real datasets from industrial systems, especially those of localization information, we are based
on long-term localization data of 5 people wearing four tags (sensors) and performing different activities at home [15].
These data were collected each 10−1 second during one day. By considering workers as resources, this dataset is
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suitable data for our problem because it was collected in order to detect emergency situation based on occupants’
behavior (mobility), while we aim to detect system disruption in an industrial environment, and also based on resources
localization (workers mobility).

The dataset comprises five features as input data including people ID, Tag ID, timestamp, date format
(dd.MM.yyyy,HH : mm : ss : S S S ), and people activity (walking, falling, sitting, etc), and the x, y, and z coor-
dinates of the tag (people) which we translate to room ID as output data. The size of input space is [n; k]. The size of
output space is [n; 1] which corresponds to the room ID value associated to the five input features.

3.4. Data preparation process

To achieve good results, the format of data has to be in proper manner in terms of format, scale, type, deleting null
values, etc., before feeding it to the machine-learning algorithm in order to generate a classifier.

• Pre-propcessing. We are based on Min-Max Normalization method to put the input feature on the same scale
and range. This method transforms each feature value to a new interval between 0 and 1:

v′ =
v − min f

max f − min f
(1)

Where v is the current value of feature f , max f and min f are, respectively, the maximum and minimum values
of feature f .

• Data splitting. The data is splitted into two subsets: training subset to produce the classifier model and test
subset (evaluation) to evaluate the classification accuracy of the trained model. Usually, the splitting is done
with a ratio of 70 to 80 % for training and 20 to 30 % for evaluation.

3.5. Machine learning algorithm

As we mentioned before, we used Random Forest algorithm to create the classification model of workers’ local-
izations. Then, we evaluate the accuracy of our model using several metrics (see subsection 4-1).

4. Performance evaluation

In this section, we present the experiments study that we performed to evaluate our both classification model and
Fog computing-based architecture.

4.1. Experiments setup of classification model

To implement our Random Forest algorithm, we used scikit-learn library which provides simple and efficient tools
for data mining and analysis on Python. The main parameters of our implementation settings are shown in TABLE 1.

Thus, we are based on the following metrics to evaluate classification models:

• Modeling and predicting time: reflecting the time complexity of the machine learning algorithm to create the
classification model and to make new predictions by using training and test sets, respectively.

• Classification Accuracy (C.A): it is measured as the number of correct predictions from all predictions made.
• Mean Squared Error (MS E): it represents the sample standard deviation of the differences between predicted

and real (observed) values. For each test sample, we predict the localization value (Room ID), and evaluate the

performance against the real localization value in terms of the MS E as follows, MS E =
∑m

i=1(yi−ŷi)2

m , where m is
the length of the test set, ŷi indicates the predicted localization value, and yi is the real localization value of the
test data sample i.
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Table 1: Implementation parameters.

Parameters Values
Dataset and Machine Learning
Number of occupants 5 occupants
Number of samples 164860 samples
Number of input variables 5 variables
Number of output variables 1 variable
Percentage of training set 75% of the dataset
Percentage of test set 25% of the dataset
Machine learning algorithm Random Forest Algorithm

Table 2: Performance comparison between machine learning algorithms.

Logistic Regression Naı̈ve Bayes Random Forest Decision Tree
Modelling Time 0.43 s 0.09 s 1.02 s 0.19 s
Predicting Time 0.01 s 0.03 s 0.05 s 0.01 s
Classification Accuracy 0.4266 0.4 0.97 0.901
Mean Squared Error (MSE) 1.4885 1.4641 0.000001 0.00002
Average Ground Truth 1.22 1.21 0.001 0.00447

• Average Ground Truth (AGT) : explains the average output variable value (localization) away from the
ground truth value when making predictions on the test set. The AGT is deduced from MSE as follows:
AGT = sqrt(MS E).

In addition, we compared our random forest algorithm with three other classification learning algorithms: (i) Lo-
gistic Regression Classifier (LRC) [16], Gaussian Naı̈ve Bayes Classifier (NBC) [17], and Decision Tree Classifier
(DTC) [18].

4.2. Experiments setup of Fog computing-Industry 4.0 architecture

We simulated our Fog computing environment for system disruption application, using iFogSim simulator [19].
We compared our Fog computing environment to Cloud-only scheme (i.e., when system disruption management is
performed in Cloud environment). Thus, we evaluated efficiencies of both schemes in terms of latency, network use,
and energy consumption.

(A) (B) (C)

Fig. 2: Comparison between real and predicted localization information (A) Worker 1. (B) Worker 2. (C) Worker 3.
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(A) (B) (C)

Fig. 3: Comparison between execution in Cloud computing and Fog computing: (A) Average Latency. (B) Energy consumption of deployed
cameras. (C) Network overhead.

4.3. Performance evaluation of classification model

Table 2 illustrates performance comparison between our machine learning algorithm and the three other ones. We
observe that the random forest algorithm has a modeling time higher, 1.02, than the other algorithms. Nevertheless, it
clearly reduces the prediction time compared to its modeling time and to the other algorithms. In fact, the modeling
time is not that important as it is executed only once to generate the prediction model. Thus, the random forest
algorithm significantly improves prediction accuracy by maximizing the classification accuracy (CA), and minimizing
both MS E and AGT . Even the modeling time of the other algorithms is better than that of our random forest algorithm.
However, we chose the random forest algorithm because, on one hand, it generates an acceptable prediction time
complexity and, on the other hand, it clearly improves the classification accuracy, which makes it more suitable to
predict resources localization in real time.

Fig. 2 compares between real localization and those predicted by our classifier of three workers and at five time
points. As mentioned before, we translate the x and y coordinates of the workers into room ID where we define three
rooms (1, 2, and 3). We also note that, in Industry 4.0, real localization can be collected from the industrial system
through IoT-based network. In our case, we use the real localization from the dataset. As we observe, predicted
localization are closer to the real one for both worker 1 and 3 (cf Fig. 2-A and C). However, for worker 2 and at
both 1PM and 2PM, our classifier predicts that worker 2 must be in room 1 to perform his tasks while the IoT-based
network detects that he is in room 3 (real localization). This represents a disruption situation of the industrial system
and system tasks must be rescheduled in order to consider worker-2’s tasks. We note that tasks rescheduling operation
is beyond the scope of this paper.

4.4. Performance evaluation of Fog computing-Industry 4.0 architecture

Fig. 3 compares between our Fog computing-based scheme and Cloud only scheme when varying deployed cam-
eras in the studied factory.

Fig. 3-(A) depicts the generated average latency. We remark that both schemes generate a stable average latency as
we increase the cameras density. Thus, we also observe that our Fog computing-based scheme succeeds in reducing
the average latency when compared to the Cloud-only scheme, as it places the processing modules close to the network
edge. Hence, the average latency does not depend on the network density but on the processing modules placement.

Fig. 3-(B) and (C) show energy consumption of cameras and network use, respectively, when also varying the
cameras density. Our scheme minimizes the network use compared to the Cloud-only scheme, due to the application
deployment that decreases the volume of data sent to centralized Cloud data center. We also see that both energy
consumption and network usage increase as we increased the cameras density. In fact, cameras perform motion de-
tection, which causes a large amount of consumed power and transferred data, especially when increasing the number
of deployed cameras. In addition, deployed cameras almost consume the same energy in both schemes. These results
can be justified by the fact that consumed energy does not depend on the application placement (Fog or Cloud) but on
the number of used cameras.

Therefore, based on these results, it is obvious that random forest algorithm achieves a better and stable perfor-
mance compared to the other algorithms. Thus, it improves significantly the prediction time complexity as well as
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the model prediction accuracy. Moreover, our classifier model is then exploited, in a Fog-computing environment,
to detect industrial system disruption in real time, and hence to give system supervisors feedbacks about the whole
system running.

5. Conclusion

In this paper, we proposed a new machine learning-based system disruption detection scheme of Industry 4.0.
Our scheme is performed in a Fog computing-Industry 4.0 environment and considers real tasks scheduling to learn
prediction model of resources localization using random forest algorithm. The learned model is then exploited to
detect system disruption risk in real time, when comparing real resources localization with predicted ones. Hence, our
scheme may give system supervisors feedbacks in real time and helps them to make the adequate decision.
Our prediction model is compared to other models created by other machine learning algorithms. Experimental results
showed the efficiency of our algorithm to improve the prediction time complexity as well as the model prediction
accuracy.
As a future work, we are working to collect real dataset from an industrial system for more performance evaluation of
our prediction model. In addition, we are also working to propose an efficient tasks rescheduling algorithm in Industry
4.0 to deal with manufacturing systems disruptions in real time.
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