
HAL Id: hal-04080944
https://hal.science/hal-04080944

Submitted on 25 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Probabilistic opinion models based on subjective sources
Faiza Belbachir, Mohand Boughanem, Malik Missen

To cite this version:
Faiza Belbachir, Mohand Boughanem, Malik Missen. Probabilistic opinion models based on subjective
sources. ACM Symposium on Applied Computing (SAC 2014), ACM: Association for Computing
Machinery, Mar 2014, Gyeongju, South Korea. pp.925-926, �10.1145/2554850.2555091�. �hal-04080944�

https://hal.science/hal-04080944
https://hal.archives-ouvertes.fr


 

Open Archive TOULOUSE Archive Ouverte (OATAO) 
OATAO is an open access repository that collects the work of Toulouse researchers and
makes it freely available over the web where possible. 

This  is  an author-deposited version published in  :  http://oatao.univ-toulouse.fr/
Eprints ID : 13019

To  link  to  this  article :  DOI  :10.1145/2554850.2555091
URL : http://dx.doi.org/10.1145/2554850.2555091

To cite this version : Belbachir, Faiza and Boughanem, Mohand and 
Missen, Malik Muhammad Saad Probabilistic opinion models based 
on subjective sources. (2014) In: ACM Symposium on Applied 
Computing (SAC), 24 March 2014 - 29 March 2014 (Gyeongju, Korea,
Republic Of). 

Any correspondance concerning this service should be sent to the repository

administrator: staff-oatao@listes-diff.inp-toulouse.fr

http://oatao.univ-toulouse.fr/
http://oatao.univ-toulouse.fr/13019/
http://oatao.univ-toulouse.fr/13019/
http://dx.doi.org/10.1145/2554850.2555091
mailto:staff-oatao@listes-diff.inp-toulouse.fr


Probabilistic Opinion Models Based On Subjective
Sources

Faiza Belbachir
University of Toulouse, IRIT

UMR 5505 CNRS
118 route de Narbonne

F-31062 Toulouse cedex 9
Faiza.Belbachir@irit.fr

Mohand Boughanem
University of Toulouse,IRIT

UMR 5505 CNRS
118 route de Narbonne

F-31062 Toulouse cedex 9
Mohand.Boughanem@irit.fr

Malik M.Saad Missen
Department of Computer

Science and IT The Islamia
university of Bahawapur

Pakistan
Saad.missen@gmail.com

ABSTRACT

This article describes approaches for searching opinionated
documents for a given query from a standard data collec-
tion. To detect if a text is opinionated (i.e., contain sub-
jective information) or not, we propose two methods: the
first method is based on lexicons of subjective words (i.e.,
SentiWordNet) supported by the assumption that more a
document contains the subjective terms more it has the ten-
dency of being an opinionated document while the second
method is based on probabilistic model supporting the idea
that given a document having a strong similarity with a ref-
erence opinionated text is more likely to be opinionated. In
the second method, we take support of language modeling
approach to compute this similarity. Experiments are con-
ducted with TREC Blog06 as the test collection and the
IMDB data collection as being the reference data collection.
The experimental results report effectiveness of both meth-
ods.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Informa-
tion Search and Retrieval—Language model, Search process.

General Terms

Experimentation

Keywords

Information Retrieval, Opinion detection, Blog, Language
Model.

1. INTRODUCTION
Opinion mining is the field that deals with extraction of

opinions from textual data. It is very different from tra-
ditional topic based retrieval where the document returned
should not only be relevant to the given topic but must con-
tain opinions about it. The task of opinion detection mining

is more difficult and challenging when it is performed on a
very casual written text like blogs. In this paper, we propose
an opinion detection approach based on language modeling
technique and is explained in next section.

2. PROPOSED APPROACH
In this work, for topic-relevance retrieval, we use Okapi

BM25 [5] for retrieving top relevant documents for the given
topic. For opinion finding we propose two approaches. The
first one is based on the assessment of how many terms
of a given document are present in a subjective lexicons
(score(d) op lex) (see equations 1, 2 and 3 ) and while the
second approach (score(d) op pb) (see equation 9) is based
on the direct comparison and computation of a distance be-
tween a document and reference collection.

score(d) op lex =
∑

w∈d

Opinion(w) ∗ P (w|D) (1)

Opinion(w) = P (w|R) ∗ sub(w) (2)

Sub(w) =
∑

si∈sens(w)

(Neg(si) + Pos(si))

|sens(w)|
(3)

Where P (w|D) and P (w|R) are relative frequency of term w

in respectively: document and reference collection. Neg(si),
Pos(si) are scores of respectively: Negative and positive of
term w as found in SentiWordNet [1].
For the probabilistic based approach we use different lan-
guage models to represent test document (θD) and reference
collection (θR): Maximum likelihood Models (see equations
4 and 5) and Jelinek Mercer smoothing (see equations 6 and
7 ).

θD = PML(w|D) =
#c(w,D)

|D|
(4)

θR = PML(w|R) =
#c(w,R)

|R|
(5)

θD = P (w|D) = λ ∗ PML(w|D) + (1− λ) ∗ PML(w|R) (6)

θR = P (w|R) = λ ∗ PML(w|R) + (1− λ) ∗ PML(w|A) (7)

Where #c(w,D) and #c(w,R) are frequency of term w in
respectively: document and reference collection. |D|, |R|
designate respectively the length of document D and refer-
ence collection R. And P (w|A) is frequency of term w in



analysis collection A. We use the relative entropy measure
of Kullback-Leibler divergence [2] to measure the divergence
between two probability distributions over the same event
space that can be computed as follows:

KL− divergence(θD||θR) =
∑

w∈d

θD ∗ log
θD

θR
(8)

Where θD and θR are language models respectively: of test
document and reference collection (opinion). The opinion
score is represent by following equation.

score(d) op pb =
1

KL− divergence(θD||θR)
(9)

More higher is the score, more the document is considered as
opinionated. Finally we combine both relevant (score(d) rel)
and opinion score (score(d) op lex or score(d) op pb) differ-
ently by (equation 10 and 11) to obtain final opinion score
of the document to the query (Score(d)∗ or Score(d)+).

Score(d)+ = α ∗ score(d) rel + β ∗ score(d) op (10)

Score(d)∗ = score(d) rel ∗ score(d) op (11)

Where α and β are combination parameters while score(d) rel

and score(d) op are respectively topic-relevance score and
opinion score.

3. EXPERIMENTS AND RESULTS
Experiments are carried out on TREC Blog Track collec-

tion [3] with 50 topics of TREC Blog 2006. We use IMDB1

data collection as reference collection. The results for the
experiment are given in tables 1, 2, 3. We use the MAP and
P@10 measures and determine the percentage improvement
between lexical method and probabilistic methods.

Table 1: The results of final score (Score(d)) using
lexical opinion method over TREC topic 2006

Combination MAP P@10
Product 0.1306 0.2125
Linear 0.1665 0.3354

Table 2: The results of final score (Score(d)) using
probabilistic method (Maximum likelihood model)
opinion method over TREC topic 2006. Symbol *
indicates percentage of improvement between this
method and lexical method

Combination MAP P@10
Product 0.1898* (45%) 0.4596* (116%)
Linear 0.1999* (20%) 0.4683 *(39%)

On analyzing the above table we see that:

• Linear ranking method is better for combining an opin-
ion and relevance scores (over 5 % of improvement)
than Product method.

1http://www.cs.cornell.edu/People/pabo/movie-review-
data

Table 3: The results of final score (Score(d)) us-
ing probabilistic method (Smoothing model (JM))
opinion method over TREC topic 2006. Symbol *
indicates percentage of improvement between this
method and lexical method

Combination MAP P@10
Product 0.2198* (68%) 0.5087* (139%)
Linear 0.2294* (37%) 0.5308* (58%)

• Probabilistic method using (Maximum Likelihood or
Jelinek Mercer smoothing) models are better than lex-
ical method over (37% MAP and 58% P@10 of im-
provement) than the first method.

• Probabilistic model using smoothing model improves
(MAP 13% and P@10 14%) better than probabilistic
using Maximum Likelihood model.

• Probabilistic model using Jelinek Mercer smoothing
improves the best results of TREC 2006 participants
using the same collection (i.e,. Blog06) and the same
topics (i.e., topic06). More than (17% of MAP and 3%
of P@10) of improvement compared to the best result
of TREC participant [4].

4. CONCLUSIONS
In this article, we proposed a ”Compare and Decide” ap-

proach to search for opinion documents. To detect if a doc-
ument contains an opinion, we developped two approaches.
The first based on lexical resource relies on how much terms
of a reference dictionary are in document and the second
based on probabilistic method compute similarity between
document and reference collection using language model.
Later on, we combined differently an opinion score with rel-
evance score (Product, linear). An improvement was given
by the second method (i.e., probabilistic method based on
smoothing models) using linear combination. The improve-
ments are 37% for MAP and 58% for P@10 compared with
lexical method.
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