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A VECTOR QUANTIZED MASKED AUTOENCODER FOR SPEECH EMOTION RECOGNITION

Samir Sadok, Simon Leglaive, Renaud Séguier
CentraleSupélec, IETR UMR CNRS 6164, France

ABSTRACT
Recent years have seen remarkable progress in speech emotion recognition (SER), thanks to advances in deep learning techniques. However, the limited availability of labeled data remains a significant challenge in the field. Self-supervised learning has recently emerged as a promising solution to address this challenge. In this paper, we propose the vector quantized masked autoencoder for speech (VQ-MAE-S), a self-supervised model that is fine-tuned to recognize emotions from speech signals. The VQ-MAE-S model is based on a masked autoencoder (MAE) that operates in the discrete latent space of a vector quantized variational autoencoder. Experimental results show that the proposed VQ-MAE-S model, pre-trained on the VoxCeleb2 dataset and fine-tuned on emotional speech data, outperforms an MAE working on the raw spectrogram representation and other state-of-the-art methods in SER.

Index Terms— Self-supervised learning, masked autoencoder, vector-quantized variational autoencoder, speech emotion recognition.

1. INTRODUCTION
Speech emotion recognition (SER) [1] is a research area focused on automatically identifying emotions from speech signals. With the growth of technology and the increasing use of speech-based interfaces, there is a growing demand for systems that can accurately recognize emotions in speech. In recent years, deep learning methods have played a major role in improving SER performance [2]. However, the scarcity and high cost of obtaining labeled speech data for emotion recognition pose a major difficulty. To address this challenge, researchers have shifted their focus towards self-supervised learning approaches [3, 4]. In these approaches, models are pre-trained on a self-supervised task, such as predicting masked tokens in speech signals, and then fine-tuned on a smaller set of labeled data for the SER task [5, 6]. This method has the advantage of scalability, as the self-supervised task can be trained on large amounts of unlabeled speech data, reducing the need for labeled data [7, 8]. Self-supervised training has been successfully applied in the field of SER, and has demonstrated promising results by allowing the model to learn useful representations of speech signals for emotion recognition, even in scenarios where labeled data is limited [6, 9].

This article focuses on self-supervised SER with the masked autoencoder (MAE) approach [10]. The MAE is an asymmetric encoder-decoder architecture that relies on input masking [10]. Originally developed in natural language processing (NLP) [11], the MAE approach has also been applied to image analysis using vision transformers (ViT) [12]. The MAE process involves dividing the input into non-overlapping patches, each represented by a token embedding. A large proportion of tokens are masked (usually 75% for image modeling and 15% for text modeling), and only the visible tokens are fed to the encoder. A lightweight decoder then reconstructs the image/seq by combining the visible tokens from the encoder and learnable mask tokens. The cost function is applied only to the masked tokens. Recently, the MAE has been adapted for audio using 2D time-frequency representations such as the mel-spectrogram [5, 13, 14]. However, using L1 or L2 losses for reconstruction can result in a blurred image or a noisy audio signal. As He et al. suggest [10], improving the quality of MAE predictions can potentially lead to better representations for downstream tasks.

This paper introduces the vector quantized MAE for speech (VQ-MAE-S), a self-supervised model designed for emotion detection in speech signals. VQ-MAE-S is an adapted version of the Audio-MAE model proposed in [5, 13, 14]. Unlike Audio-MAE, VQ-MAE-S operates on the discrete latent representation of a vector-quantized variational autoencoder (VQ-VAE) [15] instead of the spectrogram representation. The pre-training of the model is performed on the VoxCeleb2 dataset [16], and fine-tuning is carried out on several standard emotional speech datasets. We conduct several experiments to study the impact of different model design choices (e.g., masking ratio, masking strategy, patch size, etc.). The experimental results demonstrate that the proposed VQ-MAE-S model yields improvements in SER performance compared to an MAE using raw spectrogram data and other state-of-the-art methods. The code and qualitative reconstruction results are available at https://samsad35.github.io/VQ-MAE-Speech/

2. VECTOR QUANTIZED MASKED AUTOENCODER FOR SPEECH
This section presents the proposed self-supervised VQ-MAE-S model, which is represented in Figure 1. The model takes as input the power spectrogram of a speech signal, denoted by $x \in \mathbb{R}^{T \times D}$, where $T$ and $D$ correspond to the time and frequency dimensions.

2.1. Vector quantized variational autoencoder
The proposed self-supervised approach builds upon the discrete latent representation of a VQ-VAE [15] assumed to be pre-trained and frozen (more details on the pre-training are given in Section 3.1.1). The VQ-VAE encoder is used to obtain a compressed and quantized representation $x_q \in \mathbb{Z}^{T \times D'}$ of the input speech power spectrogram $x \in \mathbb{R}^{T \times D}$. Each entry of $x_q$ corresponds to the index of a vector in the VQ-VAE codebook. The quantized representation $x_q$ keeps the aspect of a time-frequency representation, as the VQ-VAE is designed to be fully convolutional on the frequency axis and to process spectrogram frames independently. $x_q$ can thus be seen as a discrete and compressed representation of the speech power spectrogram $x$, where compression occurs along the frequency axis ($D' \ll D$). As illustrated in Figure 1 and discussed in the next subsections, the proposed self-supervised learning approach operates on this discrete and
2.2. Tokens creation, masking, and embedding

Discrete index tokens As illustrated in Figure 1, we build discrete index tokens from the quantized representation $x_q$ by dividing it into non-overlapping patches of size $(t \times d)$. This leads to $n_t = \frac{T}{t}$ and $n_d = \frac{D}{d}$ patches horizontally and vertically, respectively. The representation $x_q \in \mathbb{Z}^{(n_t \times t) \times (n_d \times d)}$ is then reshaped to $\mathbb{Z}^{(n_t \times n_d) \times (t \cdot d)}$ and used as input to the masking process.

Masking We apply masking to the $(n_t \times n_d)$ time-frequency grid of discrete index tokens, each of which has a dimension of $t \cdot d$. The masked tokens are then replaced with a trainable vector. We explore three different types of patch-based masking, where tokens are masked randomly along the time-frequency, time, or frequency dimensions. Additionally, we test the frame masking strategy that involves masking the entire discrete frames of $x_q$ (columns) instead of the patches. The effectiveness of these strategies is experimentally evaluated in the context of SER, including varying the ratio of masked tokens from 50% to 90%.

Continuous embedding tokens The discrete index tokens correspond to the indices obtained through the quantization step of the pretrained VQ-VAE encoder. Before being input to the VQ-MAE-S encoder, these discrete tokens are replaced with trainable continuous embedding vectors taken from a codebook of dimension $\mathbb{R}^{K \times e}$, where $k$ is the number of entries in the codebook, and $e$ is the dimension of each code. This is simply achieved by replacing the $t \cdot d$ indices of a discrete token by the corresponding $t \cdot d$ vectors of dimension $e$ in the codebook. The codebook is initialized by the pretrained VQ-VAE codebook and can be frozen or fine-tuned. After this embedding process (represented by the orange block in Figure 1), the discrete index tokens in $\mathbb{Z}^{(n_t \times n_d) \times (t \cdot d)}$ are transformed into continuous embedding tokens in $\mathbb{R}^{(n_t \times n_d) \times (t \cdot d \cdot e)}$. In the experiments, we will investigate the effect of varying the embedding size $e$ on the SER performance.

2.3. VQ-MAE-S encoder, decoder, and loss function

Encoder The VQ-MAE-S encoder, similar to the ViT architecture [12], consists of a single Transformer encoder [17]. This encoder is a stack of $L$ residual blocks that includes a self-attention layer, a normalization layer, and a Multi-layer Perceptron (MLP) block. Trained position embeddings are added for each token [11]. As in [10], the encoder inputs are only the visible tokens; this is to learn a representation that relies on the context. In addition, we add a global trainable token [CLS] as in [11], which will be used for SER tasks. Since most of the tokens are masked and only the visible tokens are fed to the encoder, this resolves the quadratic complexity issue inherent in transformer models with respect to the sequence length [10]. As a result, the number of attention blocks in the encoder can be increased without experiencing computational inefficiencies.

Decoder The VQ-MAE-S decoder takes in both visible and masked tokens along with an additional position embedding. It consists of attention blocks similar to the encoder, but with fewer consecutive blocks ($L'$) compared to the encoder ($L > L'$). The decoder also includes a linear layer at the end that maps to the size of the VQ-VAE codebook. The output of this linear layer corresponds to the logits of the discrete index tokens. After applying a max operation, we obtain a reconstruction $x_q^{\text{rec}}$ of the indices $x_q$ that were provided by the VQ-VAE encoder.

Loss function To train the VQ-MAE-S model, we minimize the cross-entropy loss applied only to the masked discrete index tokens:

$$\mathcal{L}_{\text{VQ-MAE}} = \text{cross-entropy}(x_q(\Omega_M), x_q^{\text{rec}}(\Omega_M)), \quad (1)$$

where $x_q(\Omega_M)$ and $x_q^{\text{rec}}(\Omega_M)$ represent the masked tokens in $x_q$ and their reconstructions, respectively.

3. EXPERIMENTS

3.1. Pre-training, fine-tuning, and evaluation

3.1.1. Pre-training of VQ-MAE-Speech

To pre-train VQ-MAE-S, we used the VoxCeleb2 dataset [15], which provides an extensive collection of audio speech data from open-source media, including speech segments corrupted by various real-world noises. We restricted our use of the dataset to a subset of around 1000 hours of audio-visual speech, including 2170 speakers.

The VQ-VAE model was trained on the same portion of the VoxCeleb2 dataset using short-time Fourier transform (STFT) power spectrograms ($x$). The STFT is computed using a 64-ms Hann window (1024 samples) and a 70% overlap, resulting in sequences of $D = 513$-dimensional discrete Fourier coefficients. The VQ-VAE architecture is symmetrical with respect to the encoder and the decoder, with three 1D convolution (encoder) or transposed convolution (decoder) layers on the frequency axis and a residual convolution layer. The model processes each frame independently with no time dependency. For each speech power spectrogram frame of size
Table 1: Performance of VQ-MAE-S-12 on RAVDESS-Speech. Masking method: Random time-frequency masking (Patch-tf). Ratio: 80%; freeze refers to the freezing of the encoder of VQ-MAE-S.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pre-train</th>
<th>freeze</th>
<th>Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ-MAE-S-12</td>
<td>✓</td>
<td>✓</td>
<td>26.8</td>
</tr>
<tr>
<td>VQ-MAE-S-12</td>
<td>✓</td>
<td>✓</td>
<td>80.8</td>
</tr>
<tr>
<td>VQ-MAE-S-12</td>
<td>✓</td>
<td>✓</td>
<td>76.7</td>
</tr>
<tr>
<td>SpecMAE-12</td>
<td>✓</td>
<td>✓</td>
<td>52.2</td>
</tr>
</tbody>
</table>

Table 3: Performance of VQ-MAE-S-12 on RAVDESS-Speech for different continuous embedding sizes. Masking method: Random time-frequency masking (Patch-tf); Ratio: 80%.

<table>
<thead>
<tr>
<th>Token dim.</th>
<th>Parm. (M)</th>
<th>Acc. (%)</th>
<th>f1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(t \cdot d \cdot (e = 4)) = 160$</td>
<td>≈5</td>
<td>70.9</td>
<td>70.1</td>
</tr>
<tr>
<td>$(t \cdot d \cdot (e = 8)) = 320$</td>
<td>≈20</td>
<td>76.7</td>
<td>75.9</td>
</tr>
<tr>
<td>$(t \cdot d \cdot (e = 16)) = 640$</td>
<td>≈80</td>
<td>75.4</td>
<td>75.3</td>
</tr>
</tbody>
</table>

Table 2: Performance of VQ-MAE-S-12 on RAVDESS-Speech for different masking strategies with a ratio of 80%.

<table>
<thead>
<tr>
<th>Masking method</th>
<th>Acc. (%)</th>
<th>f1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random frame masking (Frame)</td>
<td>80.8</td>
<td>80.5</td>
</tr>
<tr>
<td>Random frequency masking (Patch-tf)</td>
<td>65.7</td>
<td>65.0</td>
</tr>
<tr>
<td>Random time masking (Patch-tf)</td>
<td>68.5</td>
<td>68.7</td>
</tr>
<tr>
<td>Random time-frequency masking (Patch-tf)</td>
<td>76.7</td>
<td>75.9</td>
</tr>
</tbody>
</table>

Table 4: Performance of VQ-MAE-S on RAVDESS-Speech for different encoder depths. Masking method: Random time-frequency masking (Patch-tf); Ratio: 80%.

<table>
<thead>
<tr>
<th>Encoder Depth</th>
<th>Parm. (M)</th>
<th>Acc. (%)</th>
<th>f1-score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ-MAE-S-6</td>
<td>≈12</td>
<td>65.8</td>
<td>65.3</td>
</tr>
<tr>
<td>VQ-MAE-S-12</td>
<td>≈20</td>
<td>76.7</td>
<td>75.9</td>
</tr>
<tr>
<td>VQ-MAE-S-16</td>
<td>≈25</td>
<td>79.2</td>
<td>79.4</td>
</tr>
<tr>
<td>VQ-MAE-S-20</td>
<td>≈30</td>
<td>76.8</td>
<td>76.2</td>
</tr>
</tbody>
</table>

D = 513, the VQ-VAE compresses it into a discrete latent vector (a row of $x_{e}$) of size $D' = 64$. The VQ-VAE codebook contains $k = 256$ codes of dimension $e = 8$. Such a low dimension is chosen to increase the use of the different codes in the codebook, as in [18].

We evaluate the impact of different encoder architectures on the performance of VQ-MAE-S. The architecture is denoted as VQ-MAE-S-$n$, where $n$ refers to the number of attention blocks in the encoder. The decoder is fixed at four attention blocks. Each self-attention layer in these blocks is subdivided into four heads. The model is trained using the AdamW optimizer [19] with a cosine scheduler to adjust the learning rate, with a 100-epoch warm-up period. The parameters of the optimizer, similar to [10], are $\beta_2 = 0.9$, $\beta_2 = 0.95$, and $\text{weight\_decay} = 0.05$. The base learning rate follows the linear scaling rule [20]: $\text{lr} = (\text{base\_lr} = 1e-3) \times (\text{batchsize} = 512)/256$. We distributed the pre-training of VQ-MAE-S on 4 NVIDIA HGX A100. As in [13], no data augmentation is performed. For more information on the architecture, please refer to our publicly available implementation.

3.1.2. SER fine-tuning details

Only the encoder of the VQ-MAE-S model is fine-tuned for SER. We propose two approaches: The first one uses the global token [CLS] as input to a single linear layer, followed by a max operation to perform emotion classification. The second approach, referred to as Query2Emo and inspired by [21], involves cross-attention between all sequence tokens as value/key and the emotion classes represented by trainable embedding as query. Query2Emo has a single attention block for both the encoder and decoder. For these two approaches, we use the AdamW optimizer [19] with a cosine scheduler to adjust the learning rate and with a 40-epoch warm-up period. The parameters of the optimizer, similar to [10], are $\beta_2 = 0.9$, $\beta_2 = 0.95$, and $\text{weight\_decay} = 0.05$. The base learning rate is $1e-4$. For the loss function, we adopt the asymmetric loss [22] adapted for single labels instead of the cross entropy as it yields better results.

3.1.3. Emotional databases for fine-tuning and evaluation

We fine-tune and evaluate the proposed approaches on four emotional speech audio databases.

RAVDESS-Speech [23]: This English database consists of 1440 audio files recorded by 24 professional actors and labeled with eight different emotional expressions (neutral, calm, happy, sad, angry, fearful, disgust, surprised).

RAVDESS-Song [23]: Same as the RAVDESS-Speech database, but utterances are sung a capella. This database contains a total of 1012 audio files recorded by 23 actors and labeled with six emotions (neutral, calm, happy, sad, angry, and fearful).

IEMOCAP [24]: This database comprises approximately 12 hours of audio, annotated with several emotions, but only four emotions (neutral, happy, sad, and disgusted) have been retained to ensure a balanced distribution. It consists of dyadic sessions in which actors participate in improvisations or scripted scenarios.

EMODB [23]: The German EMODB database consists of 535 utterances spoken by ten professional speakers. It includes seven emotions (anger, boredom, anxiety, happiness, sadness, disgust, and neutral).

For a fair comparison with the literature, we perform 5-fold cross-validation by separating the speakers’ identity between the fine-tuning phase and the evaluation phase.

3.2. Performance on speech emotion recognition

Table 1 highlights the importance of pre-training and fine-tuning the VQ-MAE-S-12 model for SER. Pre-training significantly improves the SER performance, with the accuracy increasing from 28.6% to 76.7% on the RAVDESS-Speech dataset. Fine-tuning the encoder is also crucial, as freezing the encoder results in a 19.1% accuracy loss. We also compared our approach with SpecMAE-J2, an MAE model that directly uses speech power spectrogram patches and aims to reconstruct masked patches using L2 loss. Our approach outperforms SpecMAE-J2 by 24.5% in terms of accuracy, which clearly shows the benefit of working on the discrete representation of the VQ-VAE instead of the raw spectrogram representation for training the MAE.

Table 2 compares the SER performance (accuracy and F1-score) of the proposed VQ-MAE-S model (with classification from the [CLS] token), its improved version VQ-MAE-S + Query2Emo, the SpecMAE-J2 baseline, and three state-of-the-art methods: SSAST [5], MAE-AST [13], and a supervised self-attention-based approach [29] on the four evaluation databases. Two configurations of masking are considered: random frame masking (Frame) and ran-
random time-frequency patch masking (Patch-tf). The results indicate that the proposed models outperform all other methods across all databases. For random time-frequency patch masking (Patch-tf), VQ-MAE-S achieves 15.2% better accuracy than SpecMAE, 7.6% better accuracy than SSAST, and 3.3% better accuracy than MAE-AST on the IEMOCAP dataset. The accuracy improvement over the supervised method on the RA VDESS-Speech dataset is of 18.4%. Query2Emo also contributes to the SER performance, with a gain of 1.5%, 1.2%, and 2.7% compared to VQ-MAE-S (Patch-tf) alone on RA VDESS-Speech, IEMOCAP, and EMODB, respectively.

We conducted several experiments to assess the importance of several hyperparameters of the proposed VQ-MAE-S model, which are presented and discussed in the following paragraphs. **Impact of the masking strategy** The choice of the masking strategy in MAE-based self-supervised models can have a significant impact on the performance of auxiliary tasks [10]. As shown in Table 3, which compares the performance of emotion recognition across four masking types discussed in Section 2.2, random frame-based masking outperforms random patch-based masking. In particular, the frame-based approach achieves performance gains of 15.1%, 12.3%, and 4.1% compared to random patch-based masking on the time, frequency, and time-frequency axes, respectively. These results are consistent with those reported in prior studies [5][13], and are highlighted in Table 5 for the four evaluated databases.

**Impact of the masking ratio** Figure 2 shows the relationship between masking ratio (x-axis) and SER accuracy (y-axis) for the patch (blue) and frame (red) masking using VQ-MAE-S. The results indicate that patch masking achieves maximum accuracy at around 80% masking ratio, after which performance declines. The trend can be attributed to the complexity of the task, where higher masking ratios improve representation learning and SER accuracy. In contrast, the performance of frame-based masking remains relatively stable. However, pushing the complexity too high (e.g., 90%) leads to a loss of relevant contextual information and decreased SER accuracy.

**Impact of the encoder depth** The impact of the encoder depth on SER performance is presented in Table 4, where the number of attention blocks is varied. The results show that, to some extent, increasing the number of blocks in the encoder leads to improved performance. When the number of blocks becomes very high (in this case, VQ-MAE-S-20), there is no further improvement, and performance actually decreases (−2.4% accuracy) compared to VQ-MAE-S-16. **Impact of the continuous embedding token size** The impact of the continuous embedding token size on the SER performance on the RA VDESS-Speech dataset is shown in Table 3 by varying the dimension (c) of the codes in the dictionary. Although we did not conduct an extensive study on this parameter, we tested three exponentially increasing token sizes (160, 320, 640). It is observed that using a size of 320 leads to an improvement in SER performance compared to sizes 160 and 640, with an increase of +5.8% accuracy and +1.3% accuracy, respectively.

VQ-MAE-S is a novel approach that uses a pre-trained VQ-VAE model to adapt the MAE for speech representation learning, using discrete tokens obtained from the quantization step of the VQ-VAE. Our method outperforms other MAE methods based on spectrograms or mel-spectrograms for SER on several standard datasets. Several experiments also highlighted the impact of VQ-MAE-S hyperparameters on SER performance. For future work, we plan to investigate other masking strategies to further improve SER performance, and we aim to combine the MAE with contrastive methods to improve the learned audio representation and achieve even better SER performance.

**Table 5: Overall results (accuracy (%) and f1-score (%)) on the four evaluation databases.**

<table>
<thead>
<tr>
<th>DATASET</th>
<th>RAVDESS-Speech</th>
<th>RAVDESS-Song</th>
<th>IEMOCAP</th>
<th>EMODB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Accuracy</td>
<td>f1-score</td>
<td>Accuracy</td>
<td>f1-score</td>
</tr>
<tr>
<td>Self-attention audio [26]</td>
<td>58.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SSAST [5] (Patch-tf)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MAE-AST [13] (Patch-tf)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SpecMAE-12 (Patch-tf)</td>
<td>52.2</td>
<td>52.0</td>
<td>54.5</td>
<td>53.9</td>
</tr>
<tr>
<td>VQ-MAE-S-12 (Patch-tf)</td>
<td>76.7</td>
<td>75.9</td>
<td>84.0</td>
<td>84.0</td>
</tr>
<tr>
<td>VQ-MAE-S-12 (Patch-tf) + Query2Emo</td>
<td>78.2</td>
<td>77.5</td>
<td>83.7</td>
<td>83.4</td>
</tr>
<tr>
<td>VQ-MAE-S-12 (Frame)</td>
<td>80.8</td>
<td>80.5</td>
<td>84.2</td>
<td>84.3</td>
</tr>
<tr>
<td>VQ-MAE-S-12 (Frame) + Query2Emo</td>
<td>84.1</td>
<td>84.4</td>
<td>85.8</td>
<td>85.7</td>
</tr>
</tbody>
</table>

**Fig. 2:** Impact of the masking ratio for VQ-MAE-S-12.

**Fig. 3:** Impact of the discrete index token size (t, d) on SER.

4. CONCLUSION

VQ-MAE-S is a novel approach that uses a pre-trained VQ-VAE model to adapt the MAE for speech representation learning, using discrete tokens obtained from the quantization step of the VQ-VAE. Our method outperforms other MAE methods based on spectrograms or mel-spectrograms for SER on several standard datasets. Several experiments also highlighted the impact of VQ-MAE-S hyperparameters on SER performance. For future work, we plan to investigate other masking strategies to further improve SER performance, and we aim to combine the MAE with contrastive methods to improve the learned audio representation and achieve even better SER performance.
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