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#### Abstract

In this paper, we revisit the famous Kermack - McKendrick model with nonlocal spatial interactions by shedding new lights on associated spreading properties and we also prove the existence and uniqueness of traveling fronts. Unlike previous studies that have focused on integrated versions of the model for susceptible population, we analyze the long time dynamics of the underlying age-structured model for the cumulative density of infected individuals and derive precise asymptotic behavior for the infected population. Our approach consists in studying the long time dynamics of an associated transport equation with nonlocal spatial interactions whose spreading properties are close to those of classical Fisher-KPP reaction-diffusion equations. Our study is self-contained and relies on comparison arguments.
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## 1 Introduction

We consider a classical Kermack - McKendrick model [3, 12, 27] where $\mathcal{S}(t, x)$ denotes an ambient susceptible population structured with a spatial variable $x \in \mathbb{R}^{d}$ for some $d \geq 1$ and $\mathcal{I}(t, x)$ the total population of infected individuals also structured in space. We let $i>0$ be an internal clock which represents the time since infection, in the sense that it corresponds to the time since exposition to an infected individual, such that $I(t, i, x)$ represents the population of infected individuals since time $i>0$. As a consequence,

$$
\mathcal{I}(t, x)=\int_{0}^{\infty} I(t, i, x) \mathrm{d} i .
$$

The joint time evolution of $\mathcal{S}(t, x)$ and $I(t, i, x)$ is assumed to obey the following set of equations

$$
\left\{\begin{align*}
\partial_{t} \mathcal{S}(t, x) & =-\left(\int_{0}^{\infty} \tau(i) \mathcal{K} * I(t, i, x) \mathrm{d} i\right) \mathcal{S}(t, x), \quad t>0, \quad x \in \mathbb{R}^{d},  \tag{1.1}\\
\partial_{t} I(t, i, x)+\partial_{i} I(t, i, x) & =-\gamma(i) I(t, i, x), \quad t>0, \quad i>0, \quad x \in \mathbb{R}^{d}, \\
I(t, 0, x) & =\left(\int_{0}^{\infty} \tau(i) \mathcal{K} * I(t, i, x) \mathrm{d} i\right) \mathcal{S}(t, x), \quad t>0, \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

[^0]Here we have set $\mathcal{K} * I(t, i, x):=\int_{\mathbb{R}^{d}} \mathcal{K}(x-y) I(t, i, y) \mathrm{d} y$. The second equation of the model can be understood as follows. The number of infected individuals at time $t+h$, spatial position $x$, with an age of infection $i$, is given by the difference of the incoming flux of infected individuals at time $t$, spatial position $x$, with an age of infection $i-h$, and the outgoing flux of infected individuals at time $t$, spatial position $x$, with an age of infection $i$, which are removed at rate $h \gamma(i)$. Namely, we have assumed the balance equation

$$
I(t+h, i, x)=I(t, i-h, x)-h \gamma(i) I(t, i, x),
$$

from which we deduce the second equation of (1.1) by substracting $I(t, i, x)$ on both side and letting $h \rightarrow 0$. The boundary condition at $i=0$ is also very natural and corresponds to the hypothesis that newly infected individuals are proportional to the fraction of the susceptible individuals that have been in contact with infectious individuals. It is important to note that in the above model (1.1), we have made several simplifying assumptions that we now list and comment. First, we have ignored all demographic effects (natural birth/death of the population) which can be neglected at first approximation. We have set the model on the full infinite space $\mathbb{R}^{d}$ since we are interested in long range spatial spreading properties of the epidemic, and we have mainly the cases $d=1$ and $d=2$ in mind although our results will hold for all $d \geq 1$. We have also supposed that the rate of infection between the susceptible and infected populations can be composed as $\tau(i) \mathcal{K}(x-y)$ where $\tau(i)$ represents the infection rate within a homogeneous population with an age of infection $i \geq 0$ while $\mathcal{K}(x-y)$ describes the probability density of individuals moving from position $y$ to position $x$. And throughout, we will always assume that $\int_{\mathbb{R}^{d}} \mathcal{K}(x) \mathrm{d} x=1$ and $\mathcal{K}>0$ in $\mathbb{R}^{d}$. We assume that the habitat is isotropic (invariant under rotation), therefore the connectivity kernel $\mathcal{K}$ is radially symmetric and thus $\mathcal{K}(x-y)$ only depends on the distance $\|x-y\|$, where $\|\cdot\|$ stands for the Euclidean norm on $\mathbb{R}^{d}$. Let us finally note that more general rate of infection could be written. For example, instead of $\tau(i) \mathcal{K}(x-y)$, one could introduce rates of infection of the form $\mathcal{K}(i, x-y)$ where the decoupling between the spatial variable and the age of infection is no longer possible. Our analysis would carry naturally through such general cases, but here we rather prefer to stick with the decoupled case to gain in readability.

We supplement the model (1.1) by a set of initial conditions which take the form

$$
\left\{\begin{aligned}
\mathcal{S}(t=0, x) & =\mathcal{S}_{0}, \quad x \in \mathbb{R}^{d} \\
I(t=0, i, x) & =I_{0}(i, x), \quad x \in \mathbb{R}^{d}, \quad i>0
\end{aligned}\right.
$$

with $I_{0}$ bounded, nonnegative and compactly supported. Let us remark that assuming a homogeneous distribution $\mathcal{S}_{0}$ across the susceptible population is debatable from a biological point of view as in practical situations this distribution is most likely to be heterogeneous. Here, following previous works [8, 9], we adopt this formalism since it will allow us to carry out a fairly complete mathematical analysis with somehow closed-form formulas which are relatively simple to interpret.

Next, we introduce the cumulative number of infected individuals with elapsed time since infection $i>0$ and at position $x \in \mathbb{R}^{d}$ by setting

$$
\rho(t, i, x):=\int_{0}^{t} I(s, i, x) \mathrm{d} s .
$$

We note that the first equation in (1.1) can be integrated and expressed more simply as

$$
\frac{\mathcal{S}(t, x)}{\mathcal{S}_{0}}=\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right),
$$

such that one can reduce system (1.1) to a single equation on the evolution of $\rho$ given by

$$
\left\{\begin{align*}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x) & =I_{0}(i, x)-\gamma(i) \rho(t, i, x), \quad t>0, \quad i>0, \quad x \in \mathbb{R}^{d},  \tag{1.2}\\
\rho(t, 0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}
\end{align*}\right.
$$

eventually complemented with the initial condition $\rho(0, i, x)=0$ for all $i \geq 0$ and $x \in \mathbb{R}^{d}$.
At this stage of the presentation, we claim that (1.2) shares lots of common feature with traditional Fisher-KPP equations encountered in the reaction-diffusion community [2, 22, 28]. To make our point clearer, let us introduce the homogenous counterpart of (1.2), that is, we set $I_{0}(i, x)=0$ and consider

$$
\left\{\begin{align*}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x) & =-\gamma(i) \rho(t, i, x), \quad t>0, \quad i>0, \quad x \in \mathbb{R}^{d},  \tag{1.3}\\
\rho(t, 0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d},
\end{align*}\right.
$$

where we allow for general initial condition $\rho(0, i, x)=\rho_{0}(i, x)$ compactly supported in $[0,+\infty) \times \mathbb{R}^{d}$.
The link to the usual Fisher-KPP equations becomes evident when one assumes that both $\tau(i)=\tau>0$ and $\gamma(i)=\gamma$ are independent of the infection age $i$. In that case, the total population of infected individuals defined previously as $\mathcal{I}(t, x)=\int_{0}^{\infty} I(t, i, x) \mathrm{d} i$ satisfies the following nonlocal reaction-diffusion equation

$$
\partial_{t} \mathcal{I}(t, x)=\mathcal{S}_{0}(1-\exp (-\tau \mathcal{K} * \mathcal{I}(t, x)))-\gamma \mathcal{I}(t, x), \quad t>0, \quad x \in \mathbb{R}^{d} .
$$

Note that the above equation can be slightly reformulated as

$$
\begin{aligned}
\partial_{t} \mathcal{I}(t, x)=\underbrace{\mathcal{S}_{0} \tau(-\mathcal{I}(t, x)+\mathcal{K} * \mathcal{I}(t, x))}_{\text {nonlocal diffusion }} & +\underbrace{\left(\mathcal{S}_{0} \tau-\gamma\right) \mathcal{I}(t, x)}_{\text {linear reaction }} \\
& -\underbrace{\mathcal{S}_{0}(\exp (-\tau \mathcal{K} * \mathcal{I}(t, x))-1+\tau \mathcal{K} * \mathcal{I}(t, x))}_{\text {nonlinear nonlocal reaction }}
\end{aligned}
$$

Such models are very close to the spatially extended SIR models studied recently in the literature, see for example $[4,8,9,11,16,18,26,31]$ and references therein.

Let us finally remark that our transport model with nonlocal interactions is rather different from the setting considered for example in [19-21]. Indeed, in the models presented and studied in [19-21] and subsequent works, the interactions between individuals are purely local and only driven by diffusion in space which could be interpreted as spatial migration from a population dynamics perspective. Here we focus on the case where the interactions are nonlocal in space induced by some spatial connectivity kernel $\mathcal{K}$ which encores the spatial range of interactions of infected individuals.

### 1.1 Assumptions and main results

We first present the main assumptions on the parameters that shall stand throughout the paper, for which we shall be guided by the biological interpretation and by the desire to let the analysis proceed along standard lines, covering as much generality (possibilities) as possible. Our first set of assumptions are on the recovery rate function $\gamma$ of infected individuals and the transmission rate function $\tau$.

Hypothesis (H1) - Recovery and transmission rates. We assume the following:
(i) $\gamma:\left[0, i_{\dagger}\right) \mapsto \mathbb{R}_{+}$, with some $i_{\dagger} \in(0,+\infty]$, is nonnegative such that $\gamma(i) \in L_{\text {loc }}^{1}\left(\left[0, i_{\dagger}\right)\right)$. In particular, when $i_{\dagger} \in(0,+\infty)$, we assume that

$$
\begin{equation*}
\pi(i):=e^{-\int_{0}^{i} \gamma(s) \mathrm{d} s} \longrightarrow 0, \text { as } i \rightarrow i_{\dagger} . \tag{1.4}
\end{equation*}
$$

(ii) $\tau:\left[0, i_{\dagger}\right) \mapsto \mathbb{R}_{+}$is nonnegative, bounded and absolutely continuous on $\left[0, i_{\dagger}\right)$, with $0 \leq \tau(i) \leq \tau_{\infty}$ for $i \in\left[0, i_{\dagger}\right)$ and some $\tau_{\infty}>0$. For future reference, we denote $i_{0}:=\min (\operatorname{supp}(\tau)) \in\left[0, i_{\dagger}\right)$.
(iii) $\omega(i):=\tau(i) \pi(i) \in L^{1}\left(\left[0, i_{\dagger}\right)\right)$.
(iv) When $i_{\dagger}<+\infty$, the functions $\tau$ and $\omega$ are both extended by 0 outside the interval $\left[0, i_{\dagger}\right.$ ).

The quantity $\pi(i)$ is the probability for an individual to stay in the class of infected individuals after time $i \geq 0$, as a consequence, our assumption (1.4) simply reflects the fact after the maximal age of infection $i_{\dagger}$ there should be no more infected individuals. Moreover, (1.4) implies that necessarily $\gamma(i) \rightarrow+\infty$ as $i \rightarrow i_{\dagger}$ when $i_{\dagger}<+\infty$. We remark that our assumptions on $\gamma$ and $\tau$ above are rather generic which encompass many biologically relevant situations. We refer to $[23,25,29,33,38]$ for concrete examples. Now, regarding the interaction kernel $\mathcal{K}$, we make the following assumptions.

Hypothesis (H2) - Interaction kernel. We assume that $\mathcal{K} \in W^{1,1}\left(\mathbb{R}^{d}\right)$ is positive everywhere, bounded, radially symmetric and normalized such that $\int_{\mathbb{R}^{d}} \mathcal{K}(x) \mathrm{d} x=1$.

The above assumptions on $\mathcal{K}$ are very natural. The fact that we impose $\mathcal{K}$ to be radially symmetric indicates the fact that we consider an environment which is spatially homogeneous. The regularity assumption that $\mathcal{K} \in W^{1,1}\left(\mathbb{R}^{d}\right)$, and more precisely that each $\partial_{x_{p}} \mathcal{K} \in L^{1}\left(\mathbb{R}^{d}\right)(p=1, \cdots, d)$, is a technical assumption that allows us to gain some regularity in space for the solution of the problem in the case where $I_{0} \equiv 0$. Finally, the assumption that $\mathcal{K}(x)>0$ for all $x \in \mathbb{R}^{d}$ may be seen as a strong assumption since it implies an all to all coupling among the infected population of individuals. Nevertheless, since $\mathcal{K} \in L^{1}\left(\mathbb{R}^{d}\right)$ we necessarily have $\mathcal{K}(x) \rightarrow 0$ as $\|x\| \rightarrow+\infty$, and thus the probability of interactions between separated individuals decreases to 0 as a function of their relative distance. Actually, we will require stronger localization assumptions on the kernel when dealing with the asymptotic properties of the solutions to (1.6) (see Hypothesis ( $\mathbf{H} 2 \mu$ ) below) which will precisely quantify the decay rate of the interactions as $\|x\| \rightarrow+\infty$. Relaxing the positivity condition of $\mathcal{K}$ in order for example to take into account the case of compactly supported kernels would necessarily be at the expense of having stronger assumptions on the initial density of infected individuals $I_{0}$ but also on the recovery and transmission rates. However, one expects to observe similar spreading properties as the ones presented here when compactly supported kernels are considered. Finally, using the radial symmetry of $\mathcal{K}$, we note that there exists $\mathcal{K}_{0} \in W^{1,1}(\mathbb{R})$ with $\mathcal{K}_{0}(z)=\mathcal{K}_{0}(-z)>0$ for $z \in \mathbb{R}$, such that the following equality holds

$$
\begin{equation*}
\mathcal{K}_{0}(z):=\int_{\mathbb{R}^{d-1}} \mathcal{K}\left(z, x_{2}, \cdots, x_{d}\right) \mathrm{d} x_{2} \cdots \mathrm{~d} x_{d}, \quad z \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

The main goal of this paper is to investigate the long time behavior of (1.2) starting from nonnegative initial condition $\rho_{0}$, namely,

$$
\left\{\begin{align*}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x) \stackrel{(i)}{=} I_{0}(i, x)-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d},  \tag{1.6}\\
\rho(t, 0, x) \stackrel{(i i)}{=} \mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}, \\
\rho(0, i, x) \stackrel{(i i i)}{=} \rho_{0}(i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

It is worth to mentioning that we allow ourselves to consider more general initial conditions than the zero initial condition which naturally arises from our change of unknown $\rho(t, i, x)=\int_{0}^{t} I(s, i, x) \mathrm{d} s$ leading to $\rho(0, i, x)=0$ at initial time. Furthermore, in the case when the maximal age of infection is finite (i.e. when $i_{\dagger}<\infty$ ), the integral appearing in (1.6)(ii) has to be understood as

$$
\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i=\int_{0}^{i_{\dagger}} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i
$$

Throughout this paper, we shall work with the following notion of solutions for the initial boundary value problem (1.6).

Definition 1.1. We say that a function $\rho: \mathbb{R}_{+} \times\left[0, i_{+}\right) \times \mathbb{R}^{d} \mapsto \mathbb{R}$ is a global classical solution of (1.6) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with initial condition $\rho_{0}$ and source term $I_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, if $\rho$ is continuous on $\left\{(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} \mid t \neq i\right\}$, if $\rho(0, i, x)=\rho_{0}(i, x)$ for all $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, if $\partial_{t} \rho$ and $\partial_{i} \rho$ exist a.e. in $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and $\rho$ satisfies (1.6)(i) a.e. in $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and if $\rho$ satisfies (1.6) (ii) for each $t>0$ and $x \in \mathbb{R}^{d}$.

With assumptions (H1)-(H2), we can prove the following well-posedness result for (1.6).
Proposition 1.1 (well-posedness). Assume Hypotheses (H1)-(H2), and that $I_{0}$ is nonnegative, bounded, continuous and compactly supported on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and that $\rho_{0}$ is nonnegative such that $\rho_{0} / \pi$ is bounded and absolutely continuous on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then problem (1.6) admits a unique nonnegative classical solution $\rho$ in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with initial condition $\rho_{0}$, in the sense of Definition 1.1, which satisfies $\rho / \pi \in$ $L^{\infty}\left(\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)$. Furthermore, if $I_{0} \equiv 0$, then $\partial_{x_{p}} \rho(p=1, \cdots, d)$ exist a.e. on $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$.

As it will be shown in Section 2, the proof of Proposition 1.1 shows that if one further assumes that the initial condition $\rho_{0}>0$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then the solution $\rho$ to problem (1.6) is positive in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. However, the situation of $\rho_{0} \geq 0$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, typically when $\rho_{0}$ is compactly supported or when $\rho_{0} \equiv 0$, is less clear. In the sequel, we show that it is possible to obtain the eventual positivity of the solution $\rho$ to problem (1.6) when either $I_{0}$ or $\rho_{0}$ is nontrivial, by imposing further conditions on their supports. For convenience, when $I_{0} \not \equiv 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, let us denote the support of $I_{0}$ in $i$ variable by

$$
\begin{equation*}
\mathcal{D}_{I_{0}}:=\overline{\left\{i \geq 0 \mid I_{0}(i, x) \neq 0 \text { for some } x \in \mathbb{R}^{d}\right\}} \subset\left[0, i_{\dagger}\right) . \tag{1.7}
\end{equation*}
$$

Proposition 1.2 (Positivity). Under the assumptions of Proposition 1.1, let $\rho$ be the solution of problem (1.6) given by Proposition 1.1. We have:
(i) If $I_{0} \not \equiv 0$, we assume that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right) \neq \emptyset$, and define

$$
\begin{equation*}
i_{\star}:=\min \left(\overline{\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right)}\right) \in\left[0, i_{\dagger}\right), \tag{1.8}
\end{equation*}
$$

then $\rho(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i+i_{\star}$.
(ii) If $\rho_{0} \not \equiv 0$, we assume that there exist $0<\varpi \in \operatorname{Int}(\operatorname{supp}(\tau))$ and $x_{0} \in \mathbb{R}^{d}$ such that

$$
\begin{equation*}
[0, \varpi] \times\left\{x_{0}\right\} \subset \operatorname{supp}\left(\rho_{0}\right), \tag{1.9}
\end{equation*}
$$

then $\rho(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$.

The above proposition indicates that we always obtain the positivity of the solutions of (1.6) for $t>i+i_{\star}$ when $I_{0} \not \equiv 0$, upon assuming that the supports of $I_{0}$ and of $\tau$ have a common intersection. As it will be seen in the proof, the condition that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right) \neq \emptyset$ is optimal in the case when $\rho_{0} \equiv 0$. Indeed, if $\rho_{0} \equiv 0$ and $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right)=\emptyset$, then the dynamics is trivial and the solution is simply given by

$$
\rho(t, i, x)= \begin{cases}\left(\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \pi(i), & i \geq t  \tag{1.10}\\ \left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \pi(i), & i<t\end{cases}
$$

In the case where $I_{0} \equiv 0$ and $\rho_{0} \not \equiv 0$ is compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, it is possible to extend the region of positivity to those values of $t>i$ at the expense of imposing the above extra condition (1.9) on the support of the initial condition $\rho_{0}$. This is somehow an optimal result, since the solution of problem (1.6) for $t \leq i$ is essentially the initial condition transported along the characteristics of (1.6), and thus no uniform positivity result can be obtained.

Next, we introduce the definition of super- and subsolutions and prove a comparison principle for problem (1.6).
Definition 1.2. We say that a nonnegative, bounded and continuous function $\bar{\rho}: \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a supersolution of problem (1.6) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, with an initial condition $\bar{\rho}_{0}$ and source term $\bar{I}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, if $\bar{\rho}(0, x, i)=\bar{\rho}_{0}(i, x)$ for all $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, if $\partial_{t} \bar{\rho}$ and $\partial_{i} \bar{\rho}$ exist a.e. in $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and $\bar{\rho}$ satisfies $(1.6)(i)$ a.e. in $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with the "=" replaced by " $\geq$ ", and if $\bar{\rho}$ satisfies (1.6)(ii) for each $t>0$ and $x \in \mathbb{R}^{d}$ with the "=" replaced by " $\geq$ ". A subsolution $\underline{\rho}$ can be defined in a similar way with both the inequality signs above being reversed.
Proposition 1.3 (Comparison principle). Assume Hypotheses (H1)-(H2). Let $\bar{\rho}$ and $\underline{\rho}$ be respectively a super- and a subsolution of (1.6) in $\mathbb{R}_{+} \times\left[0, i_{+}\right) \times \mathbb{R}^{d}$ in the sense of Definition 1.2 associated with nonnegative initial data $\bar{\rho}_{0}$ and $\underline{\rho}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ satisfying $\bar{\rho}_{0} / \pi, \underline{\rho}_{0} / \pi \in L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)$ and with nonnegative, bounded, continuous and compactly supported source terms $\bar{I}_{0}$ and $\underline{I}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Assume that $\bar{\rho}_{0} \geq \underline{\rho}_{0}$ and $\bar{I}_{0} \geq \underline{I}_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then $\bar{\rho} \geq \underline{\rho}$ in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Furthermore,
(i) if $\bar{I}_{0} \neq \underline{I}_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, by further assuming that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{\bar{I}_{0}-\underline{I}_{0}}\right) \neq \emptyset$, we have $\bar{\rho}(t, i, x)>$ $\underline{\rho}(t, i, x)$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{+}\right) \times \mathbb{R}^{d}$ with $t>i+i_{\star}$, where $\mathcal{D}_{\bar{I}_{0}-\underline{I}_{0}}$ and $i_{\star}$ are respectively given by (1.7) and (1.8) with $I_{0}$ repalced by $\bar{I}_{0}-\underline{I}_{0}$;
(ii) If $\bar{\rho}_{0} \neq \underline{\rho}_{0}$, by further assuming that (1.9) is satisfied with $\rho_{0}$ replaced by $\bar{\rho}_{0}-\underline{\rho}_{0}$, we have $\bar{\rho}(t, i, x)>$ $\underline{\rho}(t, i, x)$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$.
The above comparison principle immediately extends to generalized super- and subsolutions, given by the minimum of supersolutions and maximum of subsolutions respectively.

In order to precisely describe the long time behavior of the solutions of the initial boundary value problem (1.6) we need to assume further properties on the interaction kernel $\mathcal{K}$ and the initial population of infected individuals $I_{0}$. We first quantify the spatial localization of $\mathcal{K}$.

Hypothesis ( $\mathbf{H} 2 \mu$ ) - Exponential localization. Assume that $\mathcal{K}$ satisfies Hypothesis (H2). Furthermore, for any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, there exists $\mu_{0}>0$ such that $\int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\mu x \cdot \mathbf{e}} \mathrm{~d} x<+\infty$ for $|\mu|<\mu_{0}$. If $\mu_{0}=+\infty$, we further assume that, there is $\delta \in(0,1)$ small such that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\mu x \cdot \mathbf{e}} \mathrm{~d} x \geq \mathcal{O}\left(e^{|\mu|^{1+\delta}}\right) \quad \text { as }|\mu| \rightarrow+\infty \tag{1.11}
\end{equation*}
$$

The condition that $\int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\mu x \cdot \mathbf{e}} \mathrm{~d} x<+\infty$ for $|\mu|<\mu_{0}$ simply says that the kernel $\mathcal{K}$ decays at least at exponential rate along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$ as $\|x\| \rightarrow+\infty$. The second condition (1.11) is rather technical that will be used in the study of spreading speeds for (1.6). For future reference, we denote

$$
\begin{equation*}
\widetilde{\mathcal{K}}(\mu):=\int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\mu x \cdot \mathbf{e}} \mathrm{~d} x=\int_{\mathbb{R}} \mathcal{K}_{0}(z) e^{\mu z} \mathrm{~d} z \tag{1.12}
\end{equation*}
$$

thanks to Hypothesis (H2) and (1.5), which does not depend on $\mathbf{e} \in \mathbb{S}^{d-1}$.
Hypothesis (H3) - On the initial distribution $I_{0}$. We assume that $I_{0} \not \equiv 0$ is nonnegative, bounded, continuous and compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ such that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right) \neq \emptyset$ and

$$
\begin{equation*}
\mathcal{D}_{I_{0}} \subset \operatorname{Int}(\operatorname{supp}(\gamma)) \tag{1.13}
\end{equation*}
$$

To investigate the spreading property of (1.6), let us first look at its stationary problem:

$$
\left\{\begin{align*}
\partial_{i} \rho(i, x) & =I_{0}(i, x)-\gamma(i) \rho(i, x), \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d},  \tag{1.14}\\
\rho(0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(i, x) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

Due to the presence of $I_{0}$, problem (1.14) has no constant solutions anymore. However, we can still manage to prove that problem (1.14) has a unique positive bounded solution. In order to characterize more precisely the asymptotic behavior (as $\|x\| \rightarrow+\infty$ ) of the solution to (1.14), we introduce the following quantity

$$
\mathscr{R}_{0}:=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathrm{d} i \in(0,+\infty) .
$$

Here, $\mathscr{R}_{0}$ stands for the basic reproduction number associated with problem (1.6) [12-14, 36]. Our second main result reads as follows.

Theorem 1.1. Assume (H1)-(H2) and that $I_{0} \not \equiv 0$ satisfies $\mathbf{( H 3 ) . ~ T h e ~ s t a t i o n a r y ~ p r o b l e m ~ ( 1 . 1 4 ) ~ a d m i t s ~}$ a unique positive bounded solution $U$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Moreover, $U$ satisfies

$$
\lim _{\|x\| \rightarrow+\infty} U(i, x)=\left\{\begin{array}{ll}
0, & \text { if } \mathscr{R}_{0} \leq 1,  \tag{1.15}\\
\rho^{s}(i), & \text { if } \mathscr{R}_{0}>1,
\end{array} \quad \text { locally uniformly in } i \in\left[0, i_{\dagger}\right),\right.
$$

where $\rho^{s}(i):=\mathcal{S}_{0} \rho^{*} \pi(i)$ for $i \in\left[0, i_{\dagger}\right)$ and $\rho^{*} \in(0,1)$ is the unique positive constant solution of equation $v=1-e^{-\mathscr{R}_{0} v}$ when $\mathscr{R}_{0}>1$.

As previously emphasized, model (1.6) can be interpreted as a kind of nonlocal reaction-diffusion equation of Fisher- KPP type with a heterogeneous forcing term $I_{0}(i, x)$. In this spirit, it is very closely related to the so-called field-road reaction-diffusion models studied in the past few years [7, 8]. In our model structured with the age since infection, and similarly as in the continuous and discrete cases $[8,9]$, the unique stationary solution $U$ given in the previous theorem is actually a global attractor for the dynamics of (1.6) starting from nonnegative bounded compactly supported initial condition. To state our next main result, we first define the class of initial conditions $\rho_{0}$ that we shall be working with.

Hypothesis (H4) - On the initial condition $\rho_{0}$. We assume that $\rho_{0}$ is nonnegative, absolutely continuous and compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, such that $\rho_{0} / \pi \in L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)$.

Theorem 1.2. Assume (H1)-(H2) and suppose that $I_{0} \not \equiv 0$ satisfies $\mathbf{( H 3 )}$. Let $\rho$ be the solution of (1.6) associated with an initial condition $\rho_{0}$ satisfying (H4). Then,

$$
\rho(t, i, x) \rightarrow U(i, x) \quad \text { as } t \rightarrow+\infty,
$$

locally uniformly in $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, where $U$ is the unique positive stationary solution to (1.6) given in Theorem 1.1.

Let us first note that even in the case of the zero initial condition $\rho_{0} \equiv 0$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, the long time dynamics of (1.6) is nontrivial due to the presence of the source term $I_{0}(i, x)$. When $\mathscr{R}_{0}>1$, we can further characterize at which speed the epidemic spreads into the spatial domain and this is precisely the result of the next theorem.

Theorem 1.3. Assume ( $\mathbf{H} 1)-(\mathbf{H} 2 \mu)$ and $\mathscr{R}_{0}>1$, and suppose that $I_{0} \not \equiv 0$ satisfies $\mathbf{( H 3 ) . ~ T h e n , ~ t h e r e ~}$ exists some $c_{*}>0$, which is called the asymptotic spreading speed, such that the solution $\rho$ of (1.6) starting from an initial condition $\rho_{0}$ satisfying $(\mathbf{H} 4)$ satisfies:
(i) for any $0<c<c_{*}$ and all $j \in\left(0, i_{\dagger}\right)$,

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \leq c t, 0 \leq i \leq j}|\rho(t, i, x)-U(i, x)|=0 ;
$$

(ii) for any $c>c_{*}$ and all $j \in\left(0, i_{\dagger}\right)$,

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0
$$

We will prove that the asymptotic spreading speed $c_{*}$ of the epidemic wave actually coincides with the asymptotic spreading speed for the homogeneous problem (1.6) with $I_{0} \equiv 0$, which is a result of independent interest. This feature is very similar to previously obtained results on spreading speeds for spatially extended epidemic models $[8,9,18]$. Although we are not making use of the following formula, it is possible to express the asymptotic speed of spreading $c_{*}$ through

$$
c_{*}=\min _{\alpha>0} \frac{1}{\alpha} \mathcal{L}[\omega]^{-1}\left(\frac{1}{\mathcal{S}_{0} \tilde{K}(\alpha)}\right),
$$

where we recall that we have defined $\widetilde{\mathcal{K}}(\alpha)$ in (1.12) and $\mathcal{L}[\omega]^{-1}$ is the reciprocal function of the Laplace transform of $\omega$ defined as $\mathcal{L}[\omega](x):=\int_{0}^{\infty} \omega(i) e^{-x i} \mathrm{~d} i$ for $x \geq 0$. In our proof below, we will show that, when $\mathscr{R}_{0}>1$, the minimum is achieved at a unique positive real value $\alpha_{*}>0$.

It turns out that the speed $c_{*}$ is not only a threshold for the long time behavior of the solutions of the initial boundary value problem (1.6), but it also characterizes the threshold for the existence of traveling wave solutions associated with the homogeneous problem (1.3). Let us first give the definition of traveling wave solutions. A traveling wave solution of (1.3) along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$ with speed $c \in \mathbb{R}$ is a solution of the form $\rho(t, i, x)=w(i, x \cdot \mathbf{e}-c t)$ satisfying

$$
\left\{\begin{align*}
-c \partial_{z} w(i, z)+\partial_{i} w(i, z)=-\gamma(i) w(i, z), \quad i \in\left(0, i_{\dagger}\right), \quad z \in \mathbb{R},  \tag{1.16}\\
\quad w(0, z)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K}_{0} * w(i, z) \mathrm{d} i\right)\right), \quad z \in \mathbb{R} .
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
& w(i,-\infty)=\rho^{s}(i) \text { and } w(i,+\infty)=0 \text { for each } i \in\left[0, i_{\dagger}\right)  \tag{1.17}\\
& 0 \leq w(i, z) \leq \rho^{s}(i) \quad \text { for }(i, z) \in\left[0, i_{\dagger}\right) \times \mathbb{R}
\end{align*}\right.
$$

where $\rho^{s}(i)=\mathcal{S}_{0} \rho^{*} \pi(i)$ is the unique positive stationary solution of (1.3), obtained in Theorem 3.1 below, when $\mathscr{R}_{0}>1$. Then, substituting $w(i, x \cdot \mathbf{e}-c t)$ into (1.3), we derive that

Theorem 1.4. Assume (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$. For any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, problem (1.3) admits a unique (modulo translation) decreasing (in $z$ ) traveling fronts $w_{c}(i, z)$ satisfying (1.16)-(1.17) with speed $c$ if and only if $c \geq c_{*}$, with $c_{*}$ given in Theorem 1.3. Moreover, the profile $w_{c}(i, z)$ can be written as

$$
w_{c}(i, z)=\mathcal{S}_{0} \chi_{c}(z) \pi(i), \quad i \in\left[0, i_{\dagger}\right) \times \mathbb{R},
$$

with $0<\chi_{c}<\rho^{*}$ and $\chi_{c}^{\prime}<0$ in $\mathbb{R}$ together with $\chi_{c}(-\infty)=\rho^{*}$ and $\chi_{c}(+\infty)=0$. Furthermore, there exist a unique $\alpha_{c}$ associated with $c>c_{*}$ and a unique $\alpha_{*}$ associated with $c_{*}$ satisfying $0<\alpha_{c}<\alpha_{*}$ such that (up to normalization)

$$
\frac{\chi_{c}(z)}{e^{-\alpha_{c} z}} \longrightarrow 1 \quad\left(\text { for } c>c_{*}\right), \quad \frac{\chi_{c_{*}}(z)}{z e^{-\alpha_{*} z}} \longrightarrow 1 \quad \text { as } z \rightarrow+\infty
$$

It is interesting to note that traveling waves given by the above theorem decouple space and the infectious variable $i$ since they can be written as $w_{c}(i, z)=\mathcal{S}_{0} \chi_{c}(z) \pi(i)$. The strategy of proof is to derive a nonlinear integral equation for the profiles $\chi_{c}$. As explained in the corresponding section below, there exists an astute change of variable which allows one to recover the traveling wave integral equation originally derived and studied by Diekmann in [12]. Our result is actually more precise in the sense that we get a full characterization of all possible nonincreasing (in $z$ ) traveling fronts satisfying (1.17)-(1.16). In [12], only the existence of super-critical fronts with wave speed $c>c_{*}$ was performed, and the critical case was later obtained through a limiting argument procedure in [3]. Here, we directly prove the existence of critical fronts with wave speed $c=c_{*}$ by a constructive procedure, which automatically gives the precise asymptotic behavior as $z \rightarrow+\infty$. Regarding the uniqueness part, the case of super-critical fronts with wave speed $c>c_{*}$ can be handled by using the results of [15]. Here, we also show the uniqueness of the critical fronts with speed $c=c_{*}$ which, to the best of our knowledge, was not present in the existing literature. Our approach is to use the strategy developped in [10] where the uniqueness of critical fronts for nonlocal Fisher-KPP equations with compactly supported kernels was proved.

### 1.2 What is new? and what is not?

Our results provide a different, but complementary, perspective to the pioneer works of Aronson [1], Diekmann $[12,13]$ and Thieme $[36,37]$ where asymptotic speed of propagation for spatially extended epidemic models with nonlocal interactions were already proved. In that sense, our main results Theorems 1.1-1.4 are not surprising, but they offer a different perspective on the problem. More precisely, all previous studies $[1,12,13,36,37]$ have worked on a fully integrated version of the model which has lead to the development of new techniques to handle abstract functional nonlocal equations [ $12,13,15,34-37]$, to name of few. Using the notations of the present paper, the initial starting point of the aforementioned works is to directly focus on the susceptible population $\mathcal{S}(t, x)$ by integrating (1.1) along the characteristics. Doing so, one first derives that

$$
\partial_{t} \mathcal{S}(t, x)=\mathcal{S}(t, x)\left(\int_{0}^{t} \omega(i) \frac{\mathcal{K} * \partial_{t} \mathcal{S}(t-i, x)}{\pi(t-i)} \mathrm{d} i-\int_{t}^{\infty} \omega(i) \frac{\mathcal{\mathcal { K }} * I_{0}(t-i, x)}{\pi(t-i)} \mathrm{d} i\right), \quad t \geq 0, \quad x \in \mathbb{R}^{d},
$$

which can then be integrated giving

$$
\begin{equation*}
\mathcal{U}(t, x)=\mathcal{S}_{0} \int_{0}^{t} \frac{\omega(i)}{\pi(t-i)}(1-\mathcal{K} * \exp (-\mathcal{U}(t-i, x))) \mathrm{d} i+\int_{0}^{t}\left(\int_{s}^{\infty} \omega(i) \frac{\mathcal{K} * I_{0}(t-i, x)}{\pi(t-i)} \mathrm{d} i\right) \mathrm{d} s \tag{1.18}
\end{equation*}
$$

for each $t \geq 0$ and $x \in \mathbb{R}^{d}$, where $\mathcal{U}(t, x)$ is defined as

$$
\mathcal{U}(t, x):=-\ln \left(\frac{\mathcal{S}(t, x)}{\mathcal{S}_{0}}\right)
$$

The nonlinear nonlocal equation (1.18) is precisely the equation derived by Diekmann in [12] which has then led to the subsequent studies $[13,36,37]$. Our point of view here is to directly work on the integrated version of the nonlocal transport equation (1.1), and instead of working on the susceptible population, we rather focus on the cumulative density of infected individuals. This has the advantage to better use the intrinsic transport structure of the model, which is somehow hidden in the fully integrated nonlinear equation (1.18). This alternate point of view will typically allow us to prove the strict positivity of the solutions of our nonlocal transport problem (1.6) for the cumulative density of infected individuals, then yielding strong comparison principles. We also argue that we obtain a better description of the epidemic dynamic by having a precise asymptotic behavior of the cumulative density $\rho(t, i, x)$ of infected individuals. It also seems that our approach has the advantage to better understand the role of each parameters entering into the system.

From a pure mathematical perspective, we find it illuminating to compare the homogeneous model (1.3), obtained by letting $I_{0} \equiv 0$ into the original formulation (1.6), to reaction-diffusion equations with nonlocal spatial interactions and Fisher-KPP type nonlinearity, and , more specifically, to the so-called field-road reaction-diffusion models studied in the past few years [5-8]. The analogy is only at the mathematical level, but not in terms of modeling, since in our case the "field" would be $\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and the "road" would be $\{0\} \times \mathbb{R}^{d}$. In contrast with the cases studied in [5-7] where the dynamic in the field is modeled by a parabolic equation (typically a diffusion equation with possible reaction terms $[5,6]$ ), our equation in the field is a transport equation at constant speed one with an inhomogeneous recovery rate $\gamma(i)$, which can be somehow comparable to the hostile parabolic field model proposed in [7]. Other key differences are that the equation on the road itself and the way that the model takes into account exchanges between the field and the road. More precisely, in the aforementioned works [5-8], the equation on the road is a pure diffusion equation and exchanges between the field and the road come from a Robin-like boundary condition. In our case, the dynamics on the road and the exchange terms are combined into a single equation where interactions in space are fully nonlocal and the contribution at the boundary of the domain, that is at $i=0$, is obtained by integrating the solution along the full field $\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ (see (1.6)(ii)). This is actually closer in spirit to the model presented by Pauthier [30] with nonlocal exchange terms in the standard field-road reaction-diffusion models. Remarkably, despite these apparent differences, both models present the same rich asymptotic behavior with spreading. As the model with a hostile field investigated in [7], we also show the existence of a sharp threshold, here characterized by the basic reproduction number $\mathscr{R}_{0}$ being below or above one, for the spreading dynamic to happen.

Coming back to the epidemic modeling point of view, the transport nonlocal model has direct practical applications at inferring epidemic dynamics as it has been evident in the past few years [23, 33]. It is also the building block for more advanced and relevant models which could include for example the age of infected and susceptible populations [32] (and thus augment the model with additional transport equations) or consider several different strains (or variants) of a disease in a population [17], or even study
the impact of vaccination strategies on epidemics [24]. In all the possible extensions just mentioned above, it does not seem so obvious that one can formulate (and study), if possible, a fully integrated version of the model comparable to (1.18), this is why we believe that directly tackling the nonlocal transport equation has valuable merits for future investigations.

Outline. In Section 2, we study the well-posedness of problem (1.6) under some fairly general assumptions on the initial condition $\rho_{0}$ and source term $I_{0}$, and then use the transport structure of the model to derive somehow sharp positivity properties of the solutions under stronger assumptions when either $\rho_{0}$ or $I_{0}$ is nontrivial, which then lead to strong comparison principles. In the following Section 3, we study the homogeneous problem, that is we study the long time behavior of the solutions to (1.6) by letting $I_{0} \equiv 0$. Finally, in Section 4 and Section 5, we present the proofs of our main results. Along the way, we also provide in Section 4 a further asymptotic property of the positive stationary solution $U$ to (1.6).

## 2 Preliminary results: well-posedness, positivity and comparison principles

In this section, we aim to show the existence and uniqueness of the solution to (1.6), i.e. Proposition 1.1, as well as the positivity of the solution stated in Proposition 1.2 that arises as a consequence of the KPP structure of the boundary condition and the properties of the transport equation. Moreover, we will prove the comparison principle for (1.6) Proposition 1.3, which will be the main tool for the investigation of the long time dynamics of (1.6). Throughout this section, we assume that (H1)-(H2) are satisfied.

As a preliminary step, we first perform in (1.6) the following change of unknowns $\varrho(t, i, x):=\frac{\rho(t, i, x)}{\pi(i)}$ with $\varrho_{0}(i, x):=\frac{\rho_{0}(i, x)}{\pi(i)}$, then the initial boundary value problem satisfied by $\varrho$ is simply

$$
\left\{\begin{array}{l}
\partial_{t} \varrho(t, i, x)+\partial_{i} \varrho(t, i, x)=\frac{I_{0}(i, x)}{\pi(i)}, \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}  \tag{2.1}\\
\varrho(t, 0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * \varrho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}, \\
\varrho(0, i, x)=\varrho_{0}(i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
\end{array}\right.
$$

We recall from (H1)(iv) that in the case of $i_{\dagger}<\infty$, we have extended the function $\omega$ by 0 such that the above integral is well-defined. Integrating along the characteristics, we derive the following semi-explicit formula for the solution $\varrho$ of (2.1)

$$
\varrho(t, i, x)=\left\{\begin{array}{cc}
\varrho_{0}(i-t, x)+\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i \geq t  \tag{2.2}\\
\Phi(t-i, x)+\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i<t
\end{array}\right.
$$

for each $x \in \mathbb{R}^{d}$. The function $\Phi$ in (2.2) satisfies the following Volterra integral equation

$$
\begin{align*}
\Phi(t, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * \varrho(t, x, i) \mathrm{d} i\right)\right)  \tag{2.3}\\
& =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{t} \omega(i) \mathcal{K} * \Phi(t-i, x) \mathrm{d} i-\Gamma_{1}\left(\varrho_{0}\right)(t, x)-\Gamma_{2}\left(I_{0}\right)(t, x)\right)\right) \tag{2.4}
\end{align*}
$$

for each $t \geq 0$ and $x \in \mathbb{R}^{d}$, where we have set

$$
\begin{aligned}
& \Gamma_{1}\left(\varrho_{0}\right)(t, x):=\int_{0}^{\infty} \omega(i+t) \mathcal{K} * \varrho_{0}(i, x) \mathrm{d} i \\
& \Gamma_{2}\left(I_{0}\right)(t, x):=\int_{0}^{t} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i+\int_{t}^{\infty} \omega(i) \mathcal{K} *\left(\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i
\end{aligned}
$$

Based on (H1)(iv), the above two terms have to be understood as follows in the case of $i_{\dagger}<\infty$

$$
\begin{gathered}
\Gamma_{1}\left(\varrho_{0}\right)(t, x)= \begin{cases}\int_{0}^{i_{\dagger}-t} \omega(i+t) \mathcal{K} * \varrho_{0}(i, x) \mathrm{d} i, & t<i_{\dagger}, \\
0, & t \geq i_{\dagger},\end{cases} \\
\Gamma_{2}\left(I_{0}\right)(t, x)= \begin{cases}\int_{0}^{t} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i+\int_{t}^{i_{\dagger}} \omega(i) \mathcal{K} *\left(\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i, & t<i_{\dagger}, \\
\int_{0}^{i_{\dagger}} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i, & t \geq i_{\dagger}\end{cases}
\end{gathered}
$$

We shall prove the well-posedness of problem (2.1) as well as the comparison principle by studying the Volterra integral equation (2.4). For later use and for the sake of convenience, let us define the right-hand side of (2.4) by the mapping $\mathcal{F}$ as

$$
\begin{equation*}
\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)(t, x):=\mathcal{S}_{0}\left(1-\mathcal{H}\left(\Phi ; \varrho_{0}, I_{0}\right)(t, x)\right) \quad t>0, x \in \mathbb{R}^{d} \tag{2.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{H}\left(\Phi ; \varrho_{0}, I_{0}\right)(t, x):=\exp \left(-\int_{0}^{t} \omega(i) \mathcal{K} * \Phi(t-i, x) \mathrm{d} i-\Gamma_{1}\left(\varrho_{0}\right)(t, x)-\Gamma_{2}\left(I_{0}\right)(t, x)\right) . \tag{2.6}
\end{equation*}
$$

Then, problem (2.4) can be written abstractly as

$$
\begin{equation*}
\Phi=\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right) \tag{2.7}
\end{equation*}
$$

### 2.1 Some results on the Volterra equation (2.7)

We first introduce the notion of super- and subsolutions for the Volterra equation (2.7).
Definition 2.1. We say that a function $\Phi \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ is a supersolution (resp. subsolution) of (2.7) on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ associated with some nonnegative bounded functions $\varrho_{0}$ and $I_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ such that $\Gamma_{1}\left(\varrho_{0}\right)$ and $\Gamma_{2}\left(I_{0}\right)$ are well-defined on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, if

$$
\Phi \geq \mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right), \quad\left(\text { resp. } \Phi \leq \mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)\right) \quad \text { on } \mathbb{R}_{+} \times \mathbb{R}^{d}
$$

We have the following comparison principle.
Lemma 2.2. Assume that $\bar{\Phi} \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ is a supersolution to (2.7) associated with some nonnegative bounded functions $\bar{\varrho}_{0}$ and $\bar{I}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ such that $\Gamma_{1}\left(\bar{\varrho}_{0}\right)$ and $\Gamma_{2}\left(\bar{I}_{0}\right)$ are well-defined on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, and that $\underline{\Phi} \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ is a subsolution to (2.7) associated with some nonnegative bounded functions $\underline{\varrho}_{0}$ and $\underline{I}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ such that $\Gamma_{1}\left(\underline{\varrho}_{0}\right)$ and $\Gamma_{2}\left(\underline{I}_{0}\right)$ are well-defined on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, in the sense of Definition 2.1. If $\bar{\varrho}_{0} \geq \underline{\varrho}_{0}$ and $\bar{I}_{0} \geq \underline{I}_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then $\bar{\Phi} \geq \underline{\Phi}$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$.

Proof of Lemma 2.2. Let $\bar{\Phi}, \Phi \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ be respectively a super- and a subsolution to (2.7) associated with nonnegative bounded functions ( $\bar{\varrho}_{0}, \bar{I}_{0}$ ) and ( $\underline{\varrho}_{0}, \underline{I}_{0}$ ) defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ satisfying $\bar{\varrho}_{0} \geq \underline{\varrho}_{0} \geq 0$ and $\bar{I}_{0} \geq \underline{I}_{0} \geq 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. For $t \geq 0$ and for $k>0$, set

$$
w_{k}(t):=e^{-k t} \sup _{x \in \mathbb{R}^{d}}(\underline{\Phi}-\bar{\Phi})^{+}(t, x),
$$

where we use the convention that $a^{+}=\max (0, a)$. Fix now any $T>0$, we then set

$$
W_{k}:=\sup _{t \in[0, T]} w_{k}(t) .
$$

By a straightforward computation, we have for $t \in[0, T]$ and $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
(\underline{\Phi}-\bar{\Phi})(t, x) \leq & \mathcal{F}\left(\underline{\Phi} ; \underline{\varrho}_{0}, \underline{I}_{0}\right)(t, x)-\mathcal{F}\left(\bar{\Phi} ; \bar{\varrho}_{0}, \bar{I}_{0}\right)(t, x) \\
= & \mathcal{S}_{0} \mathcal{H}\left(\underline{\Phi} ; \bar{\varrho}_{0}, \bar{I}_{0}\right)(t, x)\left(1-\exp \left(-\left(\Gamma_{1}\left(\underline{\varrho}_{0}\right)(t, x)-\Gamma_{1}\left(\bar{\varrho}_{0}\right)(t, x)\right)\right)\right) \\
& +\mathcal{S}_{0} \mathcal{H}\left(\underline{\Phi} ; \underline{\varrho}_{0}, \bar{I}_{0}\right)(t, x)\left(1-\exp \left(-\left(\Gamma_{2}\left(\underline{I}_{0}\right)(t, x)-\Gamma_{2}\left(\bar{I}_{0}\right)(t, x)\right)\right)\right) \\
& +\mathcal{S}_{0} \mathcal{H}\left(\bar{\Phi} ; \bar{\varrho}_{0}, \bar{I}_{0}\right)(t, x)\left(1-\exp \left(-\int_{0}^{t} \omega(i) \mathcal{K} *(\underline{\Phi}(t-i, x)-\bar{\Phi}(t-i, x)) \mathrm{d} i\right)\right)
\end{aligned}
$$

where $\mathcal{H}$ is given in (2.6). Since $\bar{\varrho}_{0} \geq \underline{\varrho}_{0} \geq 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ we get that $\Gamma_{1}\left(\bar{\varrho}_{0}\right) \geq \Gamma_{1}\left(\underline{\varrho}_{0}\right) \geq 0$ and similarly, since $\bar{I}_{0} \geq \underline{I}_{0} \geq 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ we also have that $\Gamma_{2}\left(\bar{I}_{0}\right) \geq \Gamma_{2}\left(\underline{I}_{0}\right) \geq 0$. This implies that the first two terms of the right-hand side in the above formula are nonpositive on $[0, T] \times \mathbb{R}^{d}$. This, combined with the fact that $\mathcal{H}\left(\bar{\Phi} ; \varrho_{0}, \bar{I}_{0}\right)(t, x) \leq 1$ for $(t, x) \in[0, T] \times \mathbb{R}^{d}$, leads to

$$
(\underline{\Phi}-\bar{\Phi})(t, x) \leq \mathcal{S}_{0} \int_{0}^{t} \omega(i) \mathcal{K} *(\underline{\Phi}(t-i, x)-\bar{\Phi}(t-i, x))^{+} \mathrm{d} i
$$

which further implies that

$$
w_{k}(t) \leq \mathcal{S}_{0} \int_{0}^{t} \omega(i) w_{k}(t-i) e^{-k i} \mathrm{~d} i \quad \text { for } t \in[0, T]
$$

Therefore, by taking the supremum over $[0, T]$ in the above inequality, it is further deduced that

$$
W_{k} \leq \mathcal{S}_{0} W_{k} \int_{0}^{T} \omega(i) e^{-k i} \mathrm{~d} i
$$

where the right-hand side converges to zero as $k \rightarrow+\infty$ by applying the Lebesgue's dorminated convergence theorem, thanks to the Hypothesis (H1)(iii)-(iv) that $\omega \in L^{1}\left(\left[0, i_{\dagger}\right)\right)$ and that it is extended by 0 when $i_{\dagger}<\infty$. Consequently, $W_{k} \leq 0$ for sufficiently large $k$, whence $\Phi \leq \Phi$ in $[0, T] \times \mathbb{R}^{d}$. Since $T>0$ was chosen arbitrarily, it follows that $\Phi \leq \bar{\Phi}$ in $\mathbb{R}_{+} \times \mathbb{R}^{d}$. This completes the proof.

Now we present a proof of the existence and uniqueness of solutions for (2.7) for the sake of completeness, which follows rather standard lines. It will also pave the way towards the proof of the positivity of the solutions. We refer to [25] for an exhaustive treatment in the spatially homogeneous case.

Lemma 2.3. For any nonnegative bounded initial condition $\varrho_{0}$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and for any nonnegative bounded $I_{0}$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ such that $\mathcal{I}_{0}(i, x):=\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi$ is well-defined and bounded for $(i, x) \in\left[0, i_{\dagger}\right) \times$ $\mathbb{R}^{d}$, problem (2.7) admits a unique nonnegative bounded solution $\Phi \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$.

Proof of Lemma 2.3. Let $\varrho_{0}$ and $I_{0}$ be as in the statement. Fix any $T \in(0,+\infty)$, and define

$$
\mathcal{X}_{T}:=\left\{\Phi \in \mathscr{C}\left([0, T], \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right) \mid \Phi \geq 0\right\}
$$

the space of nonnegative continuous vector-valued fonctions from $[0, T]$ to $\mathscr{C}_{b}\left(\mathbb{R}^{d}\right)$, where $\mathscr{C}_{b}\left(\mathbb{R}^{d}\right)$ denotes the space of bounded continuous functions on $\mathbb{R}^{d}$. We endow $\mathcal{X}_{T}$ with the norm of the uniform convergence $\|\cdot\|_{\mathcal{X}_{T}}$

$$
\|\Phi\|_{\mathcal{X}_{T}}:=\sup _{t \in[0, T]}\|\Phi(t, \cdot)\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} .
$$

Since $\varrho_{0}$ and $\mathcal{I}_{0}$ are bounded in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, together with Hypotheses (H1), (H2) on $\omega$ and $\mathcal{K}$, we readily get that $\Gamma_{1}\left(\varrho_{0}\right)$ and $\Gamma_{2}\left(I_{0}\right)$ belong to $\mathscr{C}\left([0, T], \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$, by a direct application of the Lebesgue's dominated convergence theorem. Furthermore, since $\varrho_{0}$ and $I_{0}$ are both nonnegative, we also have $\Gamma_{1}\left(\varrho_{0}\right) \geq 0$ and $\Gamma_{2}\left(I_{0}\right) \geq 0$ on $[0, T] \times \mathbb{R}^{d}$. As a consequence, we deduce that for a given $\Phi \in \mathcal{X}_{T}$, we have $\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right) \in$ $\mathscr{C}\left([0, T], \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ and by the monotone increasing property of $\Phi \in \mathcal{X}_{T} \mapsto \mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)$ we also have $0 \leq$ $\mathcal{F}\left(0 ; \varrho_{0}, I_{0}\right) \leq \mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)$, whence $\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right) \in \mathcal{X}_{T}$. Finally, one also has the upper bound $\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right) \leq$ $\mathcal{S}_{0}$ on $[0, T] \times \mathbb{R}^{d}$.

We now construct iteratively a monotone sequence of functions $\Phi^{k} \in \mathcal{X}_{T}$ as follows. For each $k \in \mathbb{N}$, let

$$
\left\{\begin{array}{rlr}
\Phi^{k+1} & =\mathcal{F}\left(\Phi^{k} ; \varrho_{0}, I_{0}\right), & \text { on }[0, T] \times \mathbb{R}^{d} . \\
\Phi^{0} & =0,
\end{array}\right.
$$

Based on the preceding discussion, we note that $\Phi^{0}=0 \leq \mathcal{F}\left(0 ; \varrho_{0}, I_{0}\right)=\Phi^{1}$, such that inductively, we get that $\Phi^{k} \geq 0$ for each $k \in \mathbb{N}$ due to the monotone increasing property of $\Phi \in \mathcal{X}_{T} \mapsto \mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)$. At the same time, we also deduce that

$$
0 \leq \Phi^{1} \leq \cdots \leq \Phi^{k} \leq \Phi^{k+1} \leq \cdots \leq \mathcal{S}_{0}, \quad \text { on }[0, T] \times \mathbb{R}^{d},
$$

for each $k \in \mathbb{N}$. Furthermore, by induction, we also get that $\Phi^{k} \in \mathscr{C}\left([0, T], \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ since both $\Gamma_{1}\left(\varrho_{0}\right)$ and $\Gamma_{2}\left(I_{0}\right)$ belong to $\mathscr{C}\left([0, T], \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$. Next, we compute for each $k \in \mathbb{N}, t \in[0, T]$ and $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\Phi^{k+1}(t, x)-\Phi^{k}(t, x) & =\mathcal{F}\left(\Phi^{k} ; \varrho_{0}, I_{0}\right)(t, x)-\mathcal{F}\left(\Phi^{k-1} ; \varrho_{0}, I_{0}\right)(t, x) \\
& =\mathcal{S}_{0} \mathcal{H}\left(\Phi^{k-1} ; \varrho_{0}, I_{0}\right)(t, x)\left(1-\exp \left(-\int_{0}^{t} \omega(i) \mathcal{K} *\left(\Phi^{k}(i, x)-\Phi^{k-1}(i, x)\right) \mathrm{d} i\right)\right) \\
& \leq \mathcal{S}_{0} \int_{0}^{t} \omega(i) \mathcal{K} *\left(\Phi^{k}(i, x)-\Phi^{k-1}(i, x)\right) \mathrm{d} i, \\
& \leq \mathcal{S}_{0} \tau_{\infty} \int_{0}^{t} \mathcal{K} *\left(\Phi^{k}(i, x)-\Phi^{k-1}(i, x)\right) \mathrm{d} i,
\end{aligned}
$$

since $\mathcal{H}\left(\Phi^{k-1} ; \varrho_{0}, I_{0}\right) \leq 1, \omega \leq \tau \leq \tau_{\infty}$ and $\Phi^{k}-\Phi^{k-1} \geq 0$. We can iterate the above procedure to obtain that

$$
\Phi^{k+1}(t, x)-\Phi^{k}(t, x) \leq\left(\mathcal{S}_{0} \tau_{\infty}\right)^{k} \int_{0}^{t} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{k-1}} \mathcal{K} * \cdots * \mathcal{K} *\left(\Phi^{1}\left(s_{k}, x\right)-\Phi^{0}\left(s_{k}, x\right)\right) \mathrm{d} s_{k} \cdots \mathrm{~d} s_{1}
$$

which leads to

$$
\Phi^{k+1}(t, x)-\Phi^{k}(t, x) \leq \frac{\left(\mathcal{S}_{0} \tau_{\infty} T\right)^{k}}{k!}\left\|\Phi^{1}-\Phi^{0}\right\|_{\mathcal{X}_{T}}, \quad k \in \mathbb{N}, \quad t \in[0, T], \quad x \in \mathbb{R}^{d}
$$

The above estimate implies that $\left(\Phi^{k}\right)_{k \geq 0}$ is a Cauchy sequence in the Banach space $\left(\mathcal{X}_{T},\|\cdot\| \mathcal{X}_{T}\right)$. As a consequence, $\left(\Phi^{k}\right)_{k \geq 0}$ converges in $\mathcal{X}_{T}$ towards some limiting function $\Phi \in \mathcal{X}_{T}$, and passing to the limit in $\Phi^{k+1}=\mathcal{F}\left(\Phi^{k} ; \varrho_{0}, I_{0}\right)$, we have $\Phi=\mathcal{F}\left(\Phi ; \varrho_{0}, I_{0}\right)$ with $0 \leq \Phi \leq \mathcal{S}_{0}$ on $[0, T] \times \mathbb{R}^{d}$. Since $T \in(0,+\infty)$ is arbitrary, we derive that $\Phi \in \mathscr{C}\left(\mathbb{R}_{+}, \mathscr{C}_{b}\left(\mathbb{R}^{d}\right)\right)$ is a solution of (2.7).

Assume that $\Phi_{1} \in \mathcal{X}_{T}$ and $\Phi_{2} \in \mathcal{X}_{T}$ are two solutions of (2.7). Then, repeating the previous computations, we find that for each $t \geq 0$,

$$
\begin{aligned}
\left|\Phi_{1}(t, x)-\Phi_{2}(t, x)\right| & \leq \mathcal{S}_{0} \int_{0}^{t} \omega(i) \mathcal{K} *\left|\Phi_{1}(i, x)-\Phi_{2}(i, x)\right| \mathrm{d} i \\
& \leq \mathcal{S}_{0} \tau_{\infty} \int_{0}^{t}\left\|\Phi_{1}(i, \cdot)-\Phi_{2}(i, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \mathrm{d} i
\end{aligned}
$$

and thus

$$
\left\|\Phi_{1}(t, \cdot)-\Phi_{2}(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \mathcal{S}_{0} \tau_{\infty} \int_{0}^{t}\left\|\Phi_{1}(i, \cdot)-\Phi_{2}(i, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \mathrm{d} i
$$

The Grönwall's lemma then implies that $\left\|\Phi_{1}(t, \cdot)-\Phi_{2}(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \equiv 0$ for each $t \geq 0$, and thus $\Phi_{1}(t, x) \equiv$ $\Phi_{2}(t, x)$ for each $t \geq 0$ and $x \in \mathbb{R}^{d}$. This completes the proof.

From the above proof, we see clearly that when $\varrho_{0} \equiv 0 \equiv I_{0}$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then the iteration procedure yields that the solution $\Phi$ of problem (2.7) is nothing but the trivial solution $\Phi \equiv 0$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$. In contrast, we obtain a nontrivial solution as soon as $\Gamma_{1}\left(\varrho_{0}\right)$ or $\Gamma_{2}\left(I_{0}\right)$ is nontrivial. In the case when $I_{0} \not \equiv 0$, by requiring some further assumptions on the support of $I_{0}$, we can prove a strict positivity property for the solution $\Phi$ for $t$ large enough (which can be quantified).

Lemma 2.4. Under the assumption of Lemma 2.3 with $I_{0} \not \equiv 0$, we assume that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right) \neq$ $\emptyset$, then upon setting

$$
i_{\star}:=\min \left(\overline{\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right)}\right) \in\left[0, i_{\dagger}\right)
$$

we have that the unique nonnegative solution $\Phi$ of (2.7) satisfies $\Phi(t, x)>0$ for all $t>i_{\star}$ and $x \in \mathbb{R}^{d}$.
Proof of Lemma 2.4. The proof simply relies on the fact that for each $t>i_{\star}$ and $x \in \mathbb{R}^{d}$,

$$
\int_{0}^{t} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i>0
$$

by definition of $i_{\star}$. This implies that $\Gamma_{2}\left(I_{0}\right)(, x)>0$ for $t>i_{\star}$ and $x \in \mathbb{R}^{d}$. Based on the proof of Lemma 2.3 , we then deduce that the solution $\Phi$ to problem (2.7) satisfies $\Phi(t, x)>0$ for all $t>i_{\star}$ and $x \in \mathbb{R}^{d}$.

We close this subsection by the following observation. When $\varrho_{0} \equiv 0$ and $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right)=\emptyset$, then we get that $\Gamma_{1}\left(\varrho_{0}\right)=\Gamma_{2}\left(I_{0}\right) \equiv 0$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, and thus the solution $\Phi$ of problem (2.7) is identically 0 on $\mathbb{R}_{+} \times \mathbb{R}^{d}$. We then obtain from (2.2) that the solution $\varrho$ of (2.1) has the form, for each $x \in \mathbb{R}^{d}$,

$$
\frac{\rho(t, i, x)}{\pi(i)}=\varrho(t, i, x)= \begin{cases}\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i \geq t \\ \int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i<t\end{cases}
$$

as claimed initially in (1.10) in the introduction. Similarly, when $I_{0} \equiv 0$ and $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{\varrho_{0}}\right)=\emptyset$ with $\mathcal{D}_{\varrho_{0}} \subset\left[0, i_{\dagger}\right)$ where $\mathcal{D}_{\varrho_{0}}$ is defined as in (1.7) with $I_{0}$ replaced by $\varrho_{0}$ this time, then we get that
$\Gamma_{1}\left(\varrho_{0}\right) \equiv 0 \equiv \Gamma_{2}\left(I_{0}\right)$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$, and thus the solution $\Phi$ of problem (2.7) is the trivial solution $\Phi \equiv 0$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ which then implies that, for each $x \in \mathbb{R}^{d}$,

$$
\varrho(t, i, x)=\left\{\begin{aligned}
\varrho_{0}(i-t, x), & i \geq t \\
0, & i<t
\end{aligned}\right.
$$

### 2.2 Well-posedness - Proof of Proposition 1.1

Proof of Proposition 1.1. Assume Hypotheses (H1)-(H2), and that $I_{0}$ is nonnegative, bounded, continuous and compactly supported on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and that $\rho_{0}$ is nonnegative such that $\rho_{0} / \pi$ is bounded and absolutely continuous on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. First of all, we derive from Lemma 2.3 that problem (2.7) admits a unique nonnegative bounded and continuous solution $\Phi$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ associated with $\varrho_{0}$ and $I_{0}$. Then, it is immediate to conclude from the semi-explicit formula (2.2) that problem (2.1) admits a unique nonnegative bounded solution $\varrho$ given by $(2.2)$ on $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ which is continuous in $(t, i)$ with $t \neq i$ uniformly with respect to $x \in \mathbb{R}^{d}$. Now, since $\tau$ is absolutely continuous (and thus $\omega$ ) and both $\varrho_{0}$ and $\mathcal{I}_{0}$ are bounded in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, we get that $\Gamma_{1}\left(\varrho_{0}\right)$ and $\Gamma_{2}\left(I_{0}\right)$ are continuously differentiable in $t$ uniformly with respect to $x \in \mathbb{R}^{d}$. This then implies that $\partial_{t} \varrho(t, i, x)$ and $\partial_{i} \varrho(t, i, x)$ exist a.e. for $(t, i, x) \in \mathbb{R}_{+} \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t \neq i$.

Now assume that $I_{0} \equiv 0$ and $\rho_{0} \not \equiv 0$. Since $\mathcal{K} \in W^{1,1}\left(\mathbb{R}^{d}\right)$ and thus $\partial_{x_{p}} \mathcal{K} \in L^{1}\left(\mathbb{R}^{d}\right)(p=1, \cdots, d)$, we also get that $\Gamma_{1}\left(\varrho_{0}\right)$ is also continuously differentiable with respect to $x \in \mathbb{R}^{d}$ for each $t>0$ with

$$
\partial_{x_{p}} \Gamma_{1}\left(\varrho_{0}\right)(t, x)=\int_{0}^{\infty} \omega(i+t)\left(\partial_{x_{p}} \mathcal{K}\right) * \varrho(i, x) \mathrm{d} i, \quad p=1, \cdots, d, \quad t>0, \quad x \in \mathbb{R}^{d}
$$

and thus for each $p=1, \cdots, d$

$$
\partial_{x_{p}} \Phi(t, x)=\mathcal{S}_{0}\left(\int_{0}^{t} \omega(i)\left(\partial_{x_{p}} \mathcal{K}\right) * \Phi(t-i, x) \mathrm{d} i+\partial_{x_{p}} \Gamma_{1}\left(\varrho_{0}\right)(t, x)\right) \mathcal{H}\left(\Phi ; \varrho_{0}, 0\right)(t, x), \quad t>0, \quad x \in \mathbb{R}^{d},
$$

showing that $\Phi$ constructed in Lemma 2.3 is continuously differentiable with respect to $x \in \mathbb{R}^{d}$ for each $t>0$. As a consequence, we deduce that each $\partial_{x_{p}} \rho(t, i, x)(p=1, \cdots, d)$ exists a.e. for $(t, i, x) \in$ $\mathbb{R}_{+} \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$. And since we assumed that $\rho_{0}$ is absolutely continuous on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then $\partial_{t} \rho(t, i, x), \partial_{i} \rho(t, i, x)$ and $\partial_{x_{p}} \rho(t, i, x)$ for $p=1, \cdots, d$ exist a.e. and $\rho$ is continuous for $(t, i, x) \in$ $\mathbb{R}_{+} \times\left(0, i_{+}\right) \times \mathbb{R}^{d}$ with $t \neq i$.

### 2.3 Positivity - Proof of Proposition 1.2

Proof of Proposition 1.2. Assume Hypotheses (H1)-(H2), and that $I_{0}$ is nonnegative, bounded, continuous and compactly supported on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and that $\rho_{0}$ is nonnegative such that $\rho_{0} / \pi$ is bounded and absolutely continuous on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Let $\rho$ be the solution to problem (1.6).
Proof of Statement (i). Assume that $I_{0} \not \equiv 0$, and that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{I_{0}}\right) \neq \emptyset$ with $i_{\star} \in\left[0, i_{\dagger}\right)$. To prove the strict positivity of the solution to (1.6) in the case where $I_{0} \not \equiv 0$, we simply observe from (2.2) that

$$
\frac{\rho(t, i, x)}{\pi(i)}=\Phi(t-i, x)+\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, \quad t>i, \quad x \in \mathbb{R}^{d} .
$$

Thus, using Lemma 2.4 with $i_{\star}$ being defined there, we get that $\Phi(t-i, x)>0$ for each $t-i>i_{\star}$ and all $x \in \mathbb{R}^{d}$, and the conclusion follows.

Proof of Statement (ii). Suppose now that $\rho_{0} \not \equiv 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and that there are $0<\varpi \in \operatorname{Int}(\operatorname{supp}(\tau))$ and $x_{0} \in \mathbb{R}^{d}$ satisfying

$$
\begin{equation*}
[0, \varpi] \times\left\{x_{0}\right\} \subset \operatorname{supp}\left(\rho_{0}\right) \tag{2.8}
\end{equation*}
$$

It is sufficient to prove, with our change of function $\varrho(t, i, x)=\frac{\rho(t, i, x)}{\pi(i)}$, the positivity of the solutions $\varrho$ to problem (2.1) for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$ with $I_{0} \equiv 0$ and $\varrho_{0} \not \equiv 0$. Let us denote $\varrho$ the unique nonnegative bounded solution to problem (2.1) provided by Proposition 1.1 with initial datum $\frac{\rho_{0}}{\pi} \not \equiv 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$.

To do so, we first claim that $\varrho(t, 0, x)>0$ for $(t, x) \in(0,+\infty) \times \mathbb{R}^{d}$. Assume towards the contradiction that it were not true, then there would exist a point $\left(t_{0}, x_{0}\right) \in(0, \infty) \times \mathbb{R}^{d}$ such that $\varrho\left(t_{0}, 0, x_{0}\right)=0$. We then infer from the boundary condition in (2.1) that

$$
\begin{equation*}
\int_{0}^{\infty} \omega(i) \int_{\mathbb{R}^{d}} \mathcal{K}\left(x_{0}-y\right) \varrho\left(t_{0}, i, y\right) \mathrm{d} y \mathrm{~d} i=0 . \tag{2.9}
\end{equation*}
$$

This immediately implies, since $\mathcal{K}>0$ in $\mathbb{R}^{d}$, that

$$
\begin{equation*}
\varrho\left(t_{0}, i, x\right)=0 \quad \text { for } i \in \operatorname{supp}(\tau) \subset\left[0, i_{\dagger}\right), x \in \mathbb{R}^{d} \tag{2.10}
\end{equation*}
$$

Furthermore, we derive from (2.2) that

$$
\varrho\left(t_{0}, i, x\right)= \begin{cases}\frac{\rho_{0}\left(i-t_{0}, x\right)}{\pi\left(i-t_{0}\right)}=0, & \text { for } i \in \operatorname{supp}(\tau) \cap\left(t_{0},+\infty\right), \quad x \in \mathbb{R}^{d} \\ \Phi\left(t_{0}-i, x\right)=0, & \text { for } i \in \operatorname{supp}(\tau) \cap\left[0, t_{0}\right], \quad x \in \mathbb{R}^{d}\end{cases}
$$

Assume first that $\operatorname{supp}(\tau) \cap\left(t_{0},+\infty\right) \neq \emptyset$, we then derive that

$$
\rho_{0}\left(i-t_{0}, x\right)=0 \quad \text { for } i \in \operatorname{supp}(\tau) \cap\left(t_{0},+\infty\right), \quad x \in \mathbb{R}^{d},
$$

contradicting (2.8). Assume now that $\operatorname{supp}(\tau) \subset\left[0, t_{0}\right]$, then it is seen that

$$
\Phi\left(t_{0}-i, x\right)=0 \quad \text { for } i \in \operatorname{supp}(\tau) \subset\left[0, t_{0}\right], \quad x \in \mathbb{R}^{d} .
$$

Namely, $\Phi(t, x) \equiv 0$ for $t \in\left(t_{0}-\operatorname{supp}(\tau)\right) \subset\left[0, t_{0}\right]$ and $x \in \mathbb{R}^{d}$. Then we apply the formula (2.3) of $\Phi$ and obtain that

$$
\int_{0}^{\infty} \omega(i) \int_{\mathbb{R}^{d}} \mathcal{K}(x-y) \varrho(t, i, y) \mathrm{d} y \mathrm{~d} i=0 \quad \text { for } t \in\left(t_{0}-\operatorname{supp}(\tau)\right), i \in \operatorname{supp}(\tau), x \in \mathbb{R}^{d}
$$

Hence,

$$
\begin{equation*}
\varrho(t, i, x)=0 \quad \text { for } t \in\left(t_{0}-\operatorname{supp}(\tau)\right), i \in \operatorname{supp}(\tau) x \in \mathbb{R}^{d} \tag{2.11}
\end{equation*}
$$

Define now

$$
t_{1}:=\min \left\{t_{0}-t \mid t \in \operatorname{supp}(\tau)\right\} .
$$

We notice that $t_{1} \in\left[0, t_{0}\right)$. The formula (2.11) implies in particular that

$$
\begin{equation*}
\varrho\left(t_{1}, i, x\right)=0 \quad \text { for } i \in \operatorname{supp}(\tau), x \in \mathbb{R}^{d} . \tag{2.12}
\end{equation*}
$$

If $t_{1}=0$, then we immediately get a contradiction since $\varpi \in \operatorname{Int}(\operatorname{supp}(\tau))$. In what follows, let us assume that $t_{1} \in\left(0, t_{0}\right)$. By repeating the argument as for (2.10), we will reach the contradiction as long as
$\operatorname{supp}(\tau) \cap\left(t_{1},+\infty\right) \neq \emptyset$ due to the assumption on the support of $\rho_{0}$. Otherwise, we have $\operatorname{supp}(\tau) \subset\left[0, t_{1}\right]$ and we then obtain that

$$
\Phi\left(t_{1}-i, x\right)=0 \quad \text { for } x \in \mathbb{R}^{d}, i \in \operatorname{supp}(\tau) \subset\left[0, t_{1}\right] .
$$

Namely, $\Phi(t, x) \equiv 0$ for $x \in \mathbb{R}^{d}$ and $t \in\left(t_{1}-\operatorname{supp}(\tau)\right) \subset\left[0, t_{1}\right]$. Then we apply again the formula (2.3) of $\Phi$ and arrive at

$$
\begin{equation*}
\int_{0}^{\infty} \omega(i) \int_{\mathbb{R}^{d}} \mathcal{K}(x-y) \varrho(t, i, y) \mathrm{d} y \mathrm{~d} i=0 \quad \text { for } t \in\left(t_{1}-\operatorname{supp}(\tau)\right), i \in \operatorname{supp}(\tau), x \in \mathbb{R}^{d} . \tag{2.13}
\end{equation*}
$$

Namely,

$$
\varrho(t, i, x)=0 \quad \text { for } t \in\left(t_{1}-\operatorname{supp}(\tau)\right), i \in \operatorname{supp}(\tau), x \in \mathbb{R}^{d} .
$$

Then we proceed with $t_{2}:=\min \left\{t_{1}-t \mid t \in \operatorname{supp}(\tau)\right\} \in\left[0, t_{1}\right)$ and derive that

$$
\varrho\left(t_{2}, x, i\right)=0 \quad \text { for } i \in \operatorname{supp}(\tau), x \in \mathbb{R}^{d} .
$$

Again, there is a contradiction with (1.9) provided that $t_{2}=0$. When $t_{2} \neq 0$, then we make the discussion as before. If $\operatorname{supp}(\tau) \cap\left(t_{2},+\infty\right) \neq \emptyset$, then we are done. Otherwise, we repeat previous procedure and retrieve (2.10) with a smaller time $t_{3} \in\left[0, t_{2}\right)$. After finite steps, we will find a time $t_{\min } \in\left[0, t_{2}\right)$ such that either $t_{\text {min }}=0$, which is a contradiction; or $\operatorname{supp}(\tau) \cap\left(t_{\text {min }},+\infty\right) \neq \emptyset$, which will give a contradiction as well. As a consequence, we conclude that $\varrho(t, 0, x)>0$ for $(t, x) \in(0,+\infty) \times \mathbb{R}^{d}$, as claimed.

Assume now that there is a point $\left(t_{0}, i_{0}, x_{0}\right) \in(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $i_{0}<t_{0}$ such that $\varrho\left(t_{0}, i_{0}, x_{0}\right)=$ 0 . We deduce from the formula (2.2) of $\varrho$ that

$$
0 \equiv \varrho\left(t_{0}, i_{0}, x_{0}\right)=\Phi\left(t_{0}-i_{0}, x_{0}\right)
$$

whence

$$
\int_{0}^{\infty} \omega(i) \int_{\mathbb{R}^{d}} \mathcal{K}\left(x_{0}-y\right) \varrho\left(t_{0}-i_{0}, i, y\right) \mathrm{d} y \mathrm{~d} i=0
$$

Therefore, we are led to (2.10) with $t_{0}$ replaced by $t_{0}-i_{0}$ this time. Following the lines as before, we eventually derive a contradiction. Consequently, we conclude that $\varrho(t, i, x)>0$ for $t>0, x \in \mathbb{R}^{d}$ and $i \in\left(0, i_{\dagger}\right)$ with $t>i$. The proof of Proposition 1.2 is therefore achieved.

### 2.4 Comparison principle - Proof of Proposition 1.3

In this section, we prove the comparison principle for problem (1.6) with the aid of Lemma 2.2.
Proof of Proposition 1.3. Let $\bar{\rho}$ and $\underline{\rho}$ be respectively a super- and a subsolution of (1.6) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with nonnegative initial data $\bar{\rho}_{0}$ and $\underline{\rho}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ satisfying $\bar{\rho}_{0} / \pi, \underline{\rho}_{0} / \pi \in L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)$ and $\bar{I}_{0}$ and $\underline{I}_{0}$ defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ which are nonnegative, bounded, continuous and compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Assume that $\bar{\rho}_{0} \geq \underline{\rho}_{0} \geq 0$ and $\bar{I}_{0} \geq \underline{I}_{0} \geq 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. By definition, $\bar{\rho}$ satisfies

$$
\left\{\begin{aligned}
\partial_{t} \bar{\rho}(t, i, x)+\partial_{i} \bar{\rho}(t, i, x) & \geq \bar{I}_{0}(i, x)-\gamma(i) \bar{\rho}(t, i, x), \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}, \\
\bar{\rho}(t, 0, x) & \geq \mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \bar{\rho}(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}, \\
\bar{\rho}(0, i, x) & =\bar{\rho}_{0}(i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
\end{aligned}\right.
$$

Applying the method of characteristics, we find that $\bar{\rho}$ satisfies

$$
\frac{\bar{\rho}(t, i, x)}{\pi(i)} \geq \begin{cases}\frac{\bar{\rho}_{0}(i-t, x)}{\pi(i-t)}+\int_{i-t}^{i} \frac{\bar{I}_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i \geq t \\ \bar{\Phi}(t-i, x)+\int_{0}^{i} \frac{\bar{I}_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i<t\end{cases}
$$

with

$$
\bar{\Phi} \geq \mathcal{F}\left(\bar{\Phi} ; \frac{\bar{\rho}_{0}}{\pi}, \bar{I}_{0}\right) \quad \text { on } \mathbb{R}_{+} \times \mathbb{R}^{d}
$$

Analogously, the subsolution $\underline{\rho}$ satisfies

$$
\frac{\underline{\rho}(t, i, x)}{\pi(i)} \leq \begin{cases}\frac{\underline{\rho}_{0}(i-t, x)}{\pi(i-t)}+\int_{i-t}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i \geq t, \\ \underline{\Phi}(t-i, x)+\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi, & i<t\end{cases}
$$

with

$$
\Phi \leq \mathcal{F}\left(\underline{\Phi} ; \frac{\underline{\rho}_{0}}{\pi}, \underline{I}_{0}\right) \quad \text { on } \mathbb{R}_{+} \times \mathbb{R}^{d}
$$

Applying the comparison principle from Lemma 2.2 to the Volterra equation (2.7), we obtain that $\bar{\Phi} \geq \underline{\Phi}$ in $\mathbb{R}_{+} \times \mathbb{R}^{d}$. This, along with the above integral inequalities satisfied by $\bar{\rho}$ and $\underline{\rho}$, immediately implies that $\bar{\rho} \geq \underline{\rho}$ in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Let $\bar{v}$ and $\underline{v}$ be the solutions to (1.6) in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ associated with initial data $\bar{v}(0, \cdot \cdot \cdot)=\bar{\rho}_{0}$ and source term $\bar{I}_{0}$ and associated with $\underline{v}(0, \cdot, \cdot)=\underline{\rho}_{0}$ and source term $\underline{I}_{0}$, respectively.

Assume first that $\bar{I}_{0} \neq \underline{I}_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and that $\operatorname{Int}(\operatorname{supp}(\tau)) \cap \operatorname{Int}\left(\mathcal{D}_{\bar{I}_{0}-I_{0}}\right) \neq \emptyset$. Using the comparison principle, we also get that (2.14) is satisfied. Set $w:=\frac{\bar{v}-\underline{v}}{\pi}$ on $\mathbb{R}_{+} \times\left[0, i_{+}\right) \times \mathbb{R}^{d}$, then the function $w$ is nonnegative and satisfies

$$
\left\{\begin{array}{l}
\partial_{t} w(t, i, x)+\partial_{i} w(t, i, x)=\frac{\bar{I}_{0}(i, x)-\underline{I}_{0}(i, x)}{\pi(i)}, \quad t>0, \quad i \in\left(0, i_{\dagger}\right) \\
w(t, 0, x)=\mathcal{S}_{0} \exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * \underline{v}(t, i, x) \mathrm{d} i\right)\left(1-\exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * w(t, i, x) \mathrm{d} i\right)\right), \quad t>0 \\
w(0, i, x)=\frac{\bar{\rho}_{0}(i, x)-\underline{\rho}_{0}(i, x)}{\pi(i)} \geq 0, \quad i \in\left[0, i_{\dagger}\right)
\end{array}\right.
$$

for all $x \in \mathbb{R}^{d}$. We can then reproduce the argument in Lemma 2.4 to obtain the eventual strict positivity of $w$, that is $w(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i+i_{\star}$, and the result follows.

Assume now that $\bar{\rho}_{0} \neq \underline{\rho}_{0}$, and that (1.9) is satisfied with $\rho_{0}$ replaced by $\bar{\rho}_{0}-\underline{\rho}_{0}$. By the analysis above, we have that

$$
\begin{equation*}
\bar{\rho} \geq \bar{v} \geq \underline{v} \geq \underline{\rho}, \quad \text { on } \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} . \tag{2.14}
\end{equation*}
$$

It is sufficient to show that the nonnegative function $w=\frac{\bar{v}-\underline{\underline{v}}}{\pi}$ solving

$$
\left\{\begin{aligned}
& \partial_{t} w(t, i, x)+\partial_{i} w(t, i, x)=0, \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \\
& w(t, 0, x)=\mathcal{S}_{0} \exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * \underline{v}(t, i, x) \mathrm{d} i\right)\left(1-\exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} * w(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \\
& w(0, i, x)=\frac{\bar{\rho}_{0}(i, x)-\underline{\rho}_{0}(i, x)}{\pi(i)} \supsetneqq 0, \quad i \in\left[0, i_{\dagger}\right),
\end{aligned}\right.
$$

for all $x \in \mathbb{R}^{d}$, satisfies $w(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$ on $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. This problem has the same structure as (2.1) in the case that $I_{0} \equiv 0$. Hence, by repeating the argument in the proof of Proposition 1.2 regarding the positivity of the solutions, we eventually derive that $w(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$ since $w(0, \cdot \cdot \cdot)=\left(\bar{\rho}_{0}-\underline{\rho}_{0}\right) / \pi$ satisfies (1.9). Thus, $\bar{v}(t, i, x)>$ $\underline{v}(t, i, x)$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$. Together with (2.14), we then conclude that $\bar{\rho}(t, i, x)>\underline{\rho}(t, i, x)$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$. The proof of the comparison principle is therefore finished.

## 3 Analysis of the homogeneous model with $I_{0} \equiv 0$

In this section, we focus on the initial boundary value problem (1.6) in the homogenous case where $I_{0} \equiv 0$ :

$$
\left\{\begin{align*}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x) & =-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d},  \tag{3.1}\\
\rho(t, 0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}, \\
\rho(0, i, x) & =\rho_{0}(i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

We expect that the analysis of this problem will shed light on the evolution of the heterogenous problem (1.6) with $I_{0} \not \equiv 0$. Indeed, as will be shown later, the solutions of the heterogenous and homogeneous problems will possess very similar dynamics at large times. Also, as already emphasized in the introduction, the study of problem (3.1) has its own mathematical interest since it shares lots of common features with the recently studied field-road reaction-diffusion models with so called Fisher-KPP type nonlinearities [7, 8].

Throughout this section, we assume that (H1)-(H2) are satisfied, and that the initial condition $\rho_{0} \not \equiv 0$ satisfies (H4) as well as (1.9). Under such assumptions, we get the existence and uniqueness of a global classical solution $\rho$ for problem (3.1) with its spatial partial derivatives $\partial_{x_{p}} \rho(p=1, \cdots, d)$ exist a.e. on $(0,+\infty) \times\left(0, i_{\dagger}\right) \times \mathbb{R}^{d}$, which satisfies $\rho(t, i, x)>0$ for each $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$.

### 3.1 Liouville-type result and long time behavior of (1.3)

To study the long time behavior of (3.1), let us first look at the corresponding stationary problem:

$$
\left\{\begin{align*}
\partial_{i} \rho(i, x) & =-\gamma(i) \rho(i, x), \quad i \in\left(0, i_{\dagger}\right) \quad x \in \mathbb{R}^{d},  \tag{3.2}\\
\rho(0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(i, x) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

Recall that $\mathscr{R}_{0}>0$ denotes the basic reproduction number associated with the problem, given by

$$
\mathscr{R}_{0}:=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathrm{d} i=\mathcal{S}_{0} \int_{0}^{\infty} \tau(i) e^{-\int_{0}^{i} \gamma(s) \mathrm{d} s} \mathrm{~d} i .
$$

We have the following Liouville-type result for stationary problem (3.2).
Theorem 3.1. Under the Hypotheses (H1)-(H2), problem (3.2) admits a trivial stationary solution 0. Moreover, it admits a positive stationary solution if and only if $\mathscr{R}_{0}>1$. Such a positive stationary solution $\rho^{s}$, if any, is unique and given explicitly by $\rho^{s}(i)=\mathcal{S}_{0} \rho^{*} \pi(i)$ for $i \in\left[0, i_{\dagger}\right)$ where $\rho^{*} \in(0,1)$ is the unique positive constant solution of $v=1-e^{-\mathscr{R}_{0} v}$ when $\mathscr{R}_{0}>1$.

Proof of Theorem 3.1. First of all, we readily see that the disease free state $\rho \equiv 0$ is always a solution of (3.2), as expected. Let us now consider the nontrivial case.

From the first equation of (3.2), one infers that

$$
\begin{equation*}
\rho(i, x)=\rho(0, x) \pi(i), \quad(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} \tag{3.3}
\end{equation*}
$$

Plugging it into the boundary condition of (3.2), one then derives that

$$
\rho(0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \omega(i) \mathrm{d} i \mathcal{K} * \rho(0, x)\right)\right), \quad x \in \mathbb{R}^{d}
$$

Set

$$
\begin{equation*}
\varphi(x):=\frac{\rho(0, x)}{\mathcal{S}_{0}}, \quad x \in \mathbb{R}^{d} \tag{3.4}
\end{equation*}
$$

then the function $\varphi$ satisfies

$$
\begin{equation*}
\varphi(x)=1-e^{-\mathscr{R}_{0} \mathcal{K} * \varphi(x)}, \quad x \in \mathbb{R}^{d} \tag{3.5}
\end{equation*}
$$

since $\mathscr{R}_{0}=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathrm{d} i$.
Due to the monotone increasing property and also the concavity of the mapping $\varphi \in \mathcal{X} \mapsto \Psi(\varphi):=$ $1-e^{-\mathscr{R}_{0} \mathcal{K} * \varphi}$ where $\mathcal{X}:=\left\{\varphi \in \mathscr{C}\left(\mathbb{R}^{d}\right) \mid \varphi \geq 0\right\}$, it is not difficult to verify that (3.5) has at most one nontrivial nonnegative solution $\varphi$. Moreover, such $\varphi$, if any, satisfies $0<\varphi<1$. This in turn implies that stationary problem (3.2) admits at most one positive solution $0<\rho<\mathcal{S}_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$.

To reach our conclusion, we proceed with proving the sufficiency and necessity respectively. Suppose first that (3.2) admits a unique positive solution $\rho^{s}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. By (3.4), it is equivalent to assuming that (3.5) has a unique positive solution $\varphi$ in $\mathbb{R}^{d}$. We have to prove that $\mathscr{R}_{0}>1$. Assume by contradiction that $0<\mathscr{R}_{0} \leq 1$. It follows from the Taylor expansion that

$$
\begin{equation*}
\varphi(x)=1-e^{-\mathscr{R}_{0} \mathcal{K} * \varphi(x)}<\mathscr{R}_{0} \mathcal{K} * \varphi(x) \leq \mathcal{K} * \varphi(x), \quad x \in \mathbb{R}^{d} \tag{3.6}
\end{equation*}
$$

whence,

$$
\mathcal{K} * \varphi(x)-\varphi(x)=\int_{\mathbb{R}^{d}} \mathcal{K}(x-y)(\varphi(y)-\varphi(x)) \mathrm{d} y>0, \quad x \in \mathbb{R}^{d}
$$

One then infers from $\mathcal{K}>0$ in $\mathbb{R}^{d}$ that there is $y_{0} \in \mathbb{R}^{d} \backslash\{x\}$ such that

$$
\varphi\left(y_{0}\right)-\varphi(x)>0
$$

Then we multiply the above inequality by $\mathcal{K}\left(y_{0}-x\right)$ and integrate over $x \in \mathbb{R}^{d}$, it follows that

$$
0<\int_{\mathbb{R}^{d}} \mathcal{K}\left(y_{0}-x\right)\left(\varphi\left(y_{0}\right)-\varphi(x)\right) \mathrm{d} x=\varphi\left(y_{0}\right)-\mathcal{K} * \varphi\left(y_{0}\right)
$$

contradicting (3.6). As a consequence, we conclude that $\mathscr{R}_{0}>1$.
Conversely, let us now assume that $\mathscr{R}_{0}>1$ and we need to show that (3.2) admits a unique positive solution. To do so, we first claim that the equation

$$
\begin{equation*}
v=1-e^{-\mathscr{R}_{0} v} \tag{3.7}
\end{equation*}
$$

with $\mathscr{R}_{0}>1$ admits a unique positive constant solution $\rho^{*} \in(0,1)$. In fact, since $v \mapsto Q(v):=1-e^{-\mathscr{R}_{0} v}$ is monotone increasing and concave in $\mathbb{R}_{+}$and $Q(0)=0$, this implies that (3.7) has at most one positive constant solution which, if exists, takes values in $(0,1)$. We then arrive at the conclusion as claimed,
by noticing that $Q^{\prime}(0)=\mathscr{R}_{0}>1$. Moreover, we observe that the positive constant function $\rho^{*}$ satisfies equation (3.7), which, along with our conclusion that (3.7) admits at most one positive solution, leads to that $\rho^{*}$ is exactly the unique positive solution to (3.7) under the assumption that $\mathscr{R}_{0}>1$. Therefore, the stationary problem (3.2) admits a unique positive solution which is spatially homogeneous, given explicitly by $\rho^{s}(i)=\mathcal{S}_{0} \rho^{*} \pi(i)$ for $i \in\left[0, i_{\dagger}\right)$. The proof of Theorem 3.1 is therefore complete.

We are now in position to state the long time behavior of the solutions to (3.2).
Theorem 3.2. Under the Hypotheses (H1)-(H2), let $\rho$ be the solution of problem (3.1) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ associated with initial condition $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied. Then we have:
(i) if $\mathscr{R}_{0} \leq 1$, then

$$
\rho(t, i, x) \rightarrow 0 \quad \text { as } t \rightarrow+\infty, \quad \text { uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} ;
$$

(ii) if $\mathscr{R}_{0}>1$, then

$$
\rho(t, i, x) \rightarrow \rho^{s}(i) \quad \text { as } t \rightarrow+\infty, \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d},
$$

where $\rho^{s}$ is the unique positive stationary solution to (3.1) given in Theorem 3.1.
Proof of Theorem 3.2. The main ingredient of the proof is based on a comparison argument as well as the conclusion in Theorem 3.1. Assume that (H1)-(H2). Let $\rho$ be the solution of problem (3.1) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ associated with initial condition $\rho_{0} \not \equiv 0$ such that $(\mathbf{H} 4)$ and (1.9) are satisfied.
Proof of statement (i). Assume that $\mathscr{R}_{0} \leq 1$. Let $M:=\max \left(\mathcal{S}_{0},\left\|\rho_{0} / \pi\right\|_{L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)}\right)$, it is easy to check that $M \pi(i)$ is a supersolution to (3.1) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Define by $\bar{\rho}$ the solution to problem (3.1) with initial condition $\bar{\rho}_{0}=M \pi$ on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Applying the comparison principle Proposition 1.3, we infer that the function $\bar{\rho}$ is nonincreasing with respect to $t$, and $0 \leq \rho(t, i, x) \leq \bar{\rho}(t, i, x)$ for $(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Passing to the limit as $t \rightarrow+\infty$, it follows from the monotone convergence theorem that $\bar{\rho}(t, i, x)$ converges to a stationary solution $U$ of (3.1) pointwise in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, then the convergence holds locally uniformly for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ due to the Dini's theorem by noticing that $U$ and $\bar{\rho}$ are continuous in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ and in $\left\{(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} \mid t>i\right\}$ respectively. That is,

$$
0 \leq \liminf _{t \rightarrow+\infty} \rho(t, i, x) \leq \limsup _{t \rightarrow+\infty} \rho(t, i, x) \leq U(i, x) \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}
$$

By virtue of Theorem 3.1, it is deduced that $U \equiv 0$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, whence

$$
\lim _{t \rightarrow+\infty} \rho(t, i, x)=0 \quad \text { uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}
$$

Proof of statement (ii). We now assume that $\mathscr{R}_{0}=\mathcal{S}_{0} \int_{0}^{+\infty} \omega(i) \mathrm{d} i>1$. Our aim is to devise a compactly supported stationary subsolution, for which the spirit is the same as Aronson and Weinberger [2]. For $L \in\left(0, i_{\dagger}\right)$, let us define $\beta^{L}:[0, L) \rightarrow \mathbb{R}_{+}$as

$$
\beta^{L}(i)= \begin{cases}\gamma(i), & \text { for } i \in[0, L-2 \varepsilon]  \tag{3.8}\\ \zeta(i), & \text { for } i \in[L-2 \varepsilon, L-\varepsilon] \\ \max \left(\frac{i}{L-i}, 2 \gamma(i)\right), & \text { for } i \in[L-\varepsilon, L)\end{cases}
$$

where $\varepsilon \in\left(0, \min \left(1, L, i_{\dagger}-L\right) / 3\right)$ is sufficiently small, and the function $i \in[L-2 \varepsilon, L-\varepsilon] \mapsto \zeta(i)$ is continuous such that $\zeta \geq \gamma$ on $[L-2 \varepsilon, L-\varepsilon]$, and such that $\zeta(L-2 \varepsilon)=\gamma(L-2 \varepsilon)$ and $\zeta(L-\varepsilon)=$ $\max ((L-\varepsilon) / \varepsilon, 2 \gamma(L-\varepsilon))$. We observe from the construction of $\beta^{L}$ that

$$
\beta^{L} \geq \gamma \text { in }[0, L), \quad \beta^{L} \rightarrow \gamma \text { as } L \rightarrow i_{\dagger}, \quad \int_{0}^{i} \beta^{L}(s) \mathrm{d} s \rightarrow+\infty \text { as } i \rightarrow L^{-} .
$$

Since $\int_{\mathbb{R}^{d}} \mathcal{K}(x) \mathrm{d} x=1$, there exist $R_{0}>0$ and $L_{0}>0$ large enough such that

$$
\widehat{\mathscr{R}}_{0}^{L, R}:=\mathcal{S}_{0} \int_{0}^{L} \tau(i) e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \mathrm{~d} i \int_{B_{R}(0)} \mathcal{K}(x) \mathrm{d} x>1,
$$

for each $R \geq R_{0}$ and $L \geq L_{0}$. We thus fix $R$ and $L$ such that $\widehat{\mathscr{R}}_{0}{ }^{L, R}>1$ is satisfied. Then, for any $\eta>0$ sufficiently small, one can find $\eta^{\prime}>0$ such that $(1-\eta) \widehat{R}_{0}, R \geq 1+\eta^{\prime}$. Furthermore, we notice that there is $\delta_{0}>0$ small such that

$$
\begin{equation*}
\mathcal{S}_{0}\left(1-\exp \left(-\left(\widehat{\mathscr{R}}_{0}^{L, R} / \mathcal{S}_{0}\right) u\right)\right)>(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} u \geq\left(1+\eta^{\prime}\right) u \quad \text { for } u \in\left[0, \delta_{0}\right) . \tag{3.9}
\end{equation*}
$$

Next, we denote by $\mathcal{K}^{R}(x):=\mathcal{K}(x) \mathbb{1}_{B_{R}(0)}(x)$ for $x \in \mathbb{R}^{d}$ and $\mathcal{K}_{0}^{R}(z):=\int_{\mathbb{R}^{d-1}} \mathcal{K}^{R}\left(z, x_{2}, \cdots, x_{d}\right) \mathrm{d} x_{2} \cdots \mathrm{~d} x_{d}$ for $z \in \mathbb{R}$ and observe that $\int_{B_{R}(0)} \mathcal{K}(x) \mathrm{d} x=\int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) \mathrm{d} x=\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z) \mathrm{d} z$ together with the fact that $\operatorname{supp}\left(\mathcal{K}_{0}^{R}\right) \subset[-R, R]$. We now define

$$
\psi_{\nu}(z):= \begin{cases}\cos (\nu z), & |z|<\frac{\pi}{22} \\ 0, & \text { elsewhere }\end{cases}
$$

We claim that there exist $\nu_{0}>0$ and $\iota_{0}>0$ such that for all $\nu \in\left(0, \nu_{0}\right)$ and $\iota \in\left[0, \iota_{0}\right)$ one has

$$
\begin{equation*}
\mathcal{K}_{0}^{R} * \psi_{\nu}(z) \geq \frac{\int_{\mathbb{R}} \mathcal{K}_{0}^{R}\left(z^{\prime}\right) \mathrm{d} z^{\prime}}{1+\eta^{\prime}} \psi_{\nu}(z-\iota), \quad z \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

For $|z|<\frac{\pi}{2 \nu}$, we compute

$$
\mathcal{K}_{0}^{R} * \psi_{\nu}(z)=\int_{-\frac{\pi}{2 \nu}}^{\frac{\pi}{2 \nu}} \mathcal{K}_{0}^{R}(z-y) \cos (\nu y) \mathrm{d} y \geq \int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z-y) \cos (\nu y) \mathrm{d} y
$$

provided that we select $\nu \leq \frac{\pi}{R}$ since $\mathcal{K}_{0}^{R}$ is compactly supported on $[-R, R]$. Then, using the fact that $\mathcal{K}_{0}^{R}$ is even, we simply notice that

$$
\begin{aligned}
\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z-y) \cos (\nu y) \mathrm{d} y & =\cos (\nu z) \int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \cos (\nu y) \mathrm{d} y+\sin (\nu z) \underbrace{\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \sin (\nu y) \mathrm{d} y}_{=0} \\
& \geq \cos (\nu z)\left(\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \mathrm{d} y-\frac{\nu^{2}}{2} \int_{\mathbb{R}} y^{2} \mathcal{K}_{0}^{R}(y) \mathrm{d} y\right) .
\end{aligned}
$$

Since $\int_{\mathbb{R}} y^{2} \mathcal{K}_{0}^{R}(y) \mathrm{d} y>0$, there exists $\nu_{0}>0$ such that for all $\nu \in\left(0, \nu_{0}\right)$ one has

$$
\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \mathrm{d} y-\frac{\nu^{2}}{2} \int_{\mathbb{R}} y^{2} \mathcal{K}_{0}^{R}(y) \mathrm{d} y \geq \frac{\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \mathrm{d} y}{1+\eta_{0}},
$$

for $\eta_{0} \in\left(0, \eta^{\prime}\right)$, that is

$$
\mathcal{K}_{0}^{R} * \psi_{\nu}(z) \geq \frac{\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \mathrm{d} y}{1+\eta_{0}} \psi_{\nu}(z)
$$

which holds true for all $z$. By continuity, we can then find $\iota_{0}>0$ such that

$$
\mathcal{K}_{0}^{R} * \psi_{\nu}(z) \geq \frac{\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(y) \mathrm{d} y}{1+\eta^{\prime}} \psi_{\nu}(z-\iota),
$$

for all $\iota \in\left[0, \iota_{0}\right)$ and $z \in \mathbb{R}$. This proves the claim.
Let us fix $\nu \in\left(0, \nu_{0}\right)$ and $\iota \in\left[0, \iota_{0}\right)$ such that inequality (3.10) is satisfied, and define

$$
\underline{\psi}(x):=\left\{\begin{array}{cc}
1, & \|x\| \leq D \\
\cos (\nu(\|x\|-D)), & D \leq\|x\| \leq D+\frac{\pi}{2 \nu} \\
0, & \text { elsewhere }
\end{array}\right.
$$

with $D>R \geq R_{0}$ which will be fixed below, and finally set

$$
\psi(i, x):=\left\{\begin{array}{cc}
e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \underline{\psi}(x), & (i, x) \in[0, L) \times \mathbb{R}^{d}  \tag{3.11}\\
0, & \text { elsewhere }
\end{array}\right.
$$

We now verify that $\delta \psi$ with $\delta \in\left(0, \delta_{0}\right)$ is a subsolution to (3.1) and remark that only the boundary condition needs to be checked. We first compute

$$
\begin{aligned}
& \mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \psi(i, x) \mathrm{d} i\right)\right)=\mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{L} \tau(i) e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \mathrm{~d} i \mathcal{K} * \underline{\psi}(x)\right)\right) \\
& \quad \geq \mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{L} \tau(i) e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \mathrm{~d} i \int_{B_{R}(0)} \mathcal{K}(y) \underline{\psi}(x-y) \mathrm{d} y\right)\right)
\end{aligned}
$$

Let $\|x\| \leq D-R$. Then for any $\|y\| \leq R$, we have that $\|x-y\| \leq D$ and thus $\psi(x-y)=1$. As a consequence, we get that

$$
\begin{gathered}
\mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \psi(i, x) \mathrm{d} i\right)\right) \geq \mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{L} \tau(i) e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \mathrm{~d} i \int_{B_{R}(0)} \mathcal{K}(y) \mathrm{d} y\right)\right) \\
=\mathcal{S}_{0}\left(1-\exp \left(-\left(\widehat{\mathscr{R}}_{0}^{L, R} / \mathcal{S}_{0}\right) \delta\right)\right) \stackrel{(3.9)}{>}(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} \delta \geq\left(1+\eta^{\prime}\right) \delta \geq \delta=\delta \psi(0, x) .
\end{gathered}
$$

Let $D-R \leq\|x\| \leq D+\frac{\pi}{2 \nu}$. Then for any $\|y\| \leq R$, we use the estimate

$$
\|x-y\| \leq\|x\|-\frac{x \cdot y}{\|x\|}+\frac{\|y\|^{2}}{2\|x\|} \leq\|x\|-\frac{x \cdot y}{\|x\|}+\frac{R^{2}}{2(D-R)},
$$

and we select $D>R$ large enough such that $\frac{R^{2}}{2(D-R)} \leq \iota$. As a consequence, we have

$$
\begin{aligned}
\int_{B_{R}(0)} \mathcal{K}(y) \underline{\psi}(x-y) \mathrm{d} y & \geq \int_{B_{R}(0)} \mathcal{K}(y) \max _{\mu \geq-D} \psi_{\nu}\left(\|x\|-\frac{x \cdot y}{\|x\|}+\iota+\mu\right) \mathrm{d} y \\
& =\max _{\mu \geq-D} \int_{B_{R}(0)} \mathcal{K}(y) \psi_{\nu}\left(\|x\|-\frac{x \cdot y}{\|x\|}+\iota+\mu\right) \mathrm{d} y \\
& =\max _{\mu \geq-D} \int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z) \psi_{\nu}(\|x\|+\iota+\mu-z) \mathrm{d} z \\
& \stackrel{(3.10)}{\geq} \frac{\int_{B_{R}(0)} \mathcal{K}(x) \mathrm{d} x}{1+\eta^{\prime}} \max _{\mu \geq-D} \psi_{\nu}(\|x\|+\mu)
\end{aligned}
$$

since $\int_{B_{R}(0)} \mathcal{K}(x) \mathrm{d} x=\int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) \mathrm{d} x=\int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z) \mathrm{d} z$. And thus, in that range, one has

$$
\begin{aligned}
\mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \psi(i, x) \mathrm{d} i\right)\right) & \geq \mathcal{S}_{0}\left(1-\exp \left(-\left(\widehat{\mathscr{R}}_{0}^{L, R} / \mathcal{S}_{0}\right) \frac{\delta}{1+\eta^{\prime}} \max _{\mu \geq-D} \psi_{\nu}(\|x\|+\mu)\right)\right) \\
& \geq(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} \bar{\delta} \overline{1+\eta^{\prime}} \max _{\mu \geq-D} \psi_{\nu}(\|x\|+\mu) \\
& \geq \delta \max _{\mu \geq-D} \psi_{\nu}(\|x\|+\mu)=\delta \psi(0, x) .
\end{aligned}
$$

Here, we have used the fact that $\underline{\psi}(x)=\max _{\mu \geq-D} \psi_{\nu}(\|x\|+\mu)$ for all $x \in \mathbb{R}^{d}$.
This implies that $\delta \psi$, with $\delta \bar{\in}\left(0, \delta_{0}\right)$, is a subsolution to (3.1) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Moreover, we infer from Proposition 1.2 that $\rho(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$, due to the assumption (1.9) on $\rho_{0} \not \equiv 0$. Up to decreasing $\delta$ if needed, there further holds $\delta \psi(i, x) \leq \rho(T, i, x)$ for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with some $T>L>0$.

Let now $\bar{\rho}$ be defined as in the proof of Statement (i) and let $\underline{\rho}$ denote the solution of (3.1) with initial datum $\underline{\rho}_{0}=\delta \psi$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. We infer from the comparison principle Proposition 1.3 that $\bar{\rho}$ is nonincreasing with respect to $t$, whereas $\underline{\rho}$ is nondecreasing with respect to $t$. The monotone convergence theorem implies that $\bar{\rho}$ (resp. $\underline{\rho}$ ) converges in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ as $t \rightarrow+\infty$ to a solution $\bar{U}$ (resp. $\underline{U}$ ) of stationary problem (3.2) pointwise, and then locally uniformly in $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ thanks to the Dini's theorem. Specifically, we have

$$
\delta \psi(i, x) \leq \underline{U}(i, x) \leq \liminf _{t \rightarrow+\infty} \rho(t, i, x) \leq \limsup _{t \rightarrow+\infty} \rho(t, i, x) \leq \bar{U}(i, x),
$$

locally uniformly in $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Together with Theorem 3.1, we derive that $\bar{U}$ and $\underline{U}$ are nothing but the positive stationary solution $\rho^{s}$ of (3.1). Consequently,

$$
\lim _{t \rightarrow+\infty} \rho(t, i, x)=\rho^{s}(i), \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}
$$

This completes the proof of Theorem 3.2.

### 3.2 Spreading property of (1.3)

In this section, we shall prove under the assumption of $\mathscr{R}_{0}>1$ as well as $(\mathbf{H} 1)-(\mathbf{H} 2 \mu)$ that problem (3.1), starting from initial condition $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied, exhibits exactly the same spreading property as the Cauchy problem of reaction-diffusion equations with KPP nonlinearities [2].

Theorem 3.3. Assume that ( $\mathbf{H} \mathbf{1})-(\mathbf{H} 2 \mu)$ and $\mathscr{R}_{0}>1$. Then, there exists some $c_{*}>0$, which is called the asymptotic spreading speed, such that the solution $\rho$ of problem (3.1), associated with $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied, has the following properties:
(i) For any $c>c_{*}$ and all $j \in\left(0, i_{\dagger}\right)$

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0
$$

(ii) For any $0<c<c_{*}$ and all $j \in\left(0, i_{\dagger}\right)$

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \leq c t, 0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|=0 .
$$

### 3.2.1 Exponential supersolution

In this subsection, we aim to establish the upper bound of the asymptotic spreading speed for (3.1). Fix any direction $\mathbf{e} \in \mathbb{S}^{d-1}$. We look for a supersolution of problem (3.1) of the form

$$
\bar{\rho}(t, i, x)=\min \left(M, e^{-\alpha(x \cdot \mathbf{e}-c t)-\alpha c i}\right) \pi(i), \quad t \geq 0, \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}
$$

with $M:=\max \left(\mathcal{S}_{0},\left\|\rho_{0} / \pi\right\|_{L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)}\right)>0$ such that, up to shifts,

$$
\rho_{0}(i, x)<\bar{\rho}(0, i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}
$$

Here, the exponential term

$$
\begin{equation*}
\vartheta(t, i, x):=e^{-\alpha(x \cdot \mathbf{e}-c t)-\alpha c i} \pi(i), \quad t \geq 0, \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}, \tag{3.12}
\end{equation*}
$$

defined along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$ with speed $c>0$ and with parameter $\alpha>0$ (to be fixed in the following investigation), is expected to solve the corresponding linearized problem of (3.1) around the steady state $\rho \equiv 0$ :

$$
\left\{\begin{align*}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x) & =-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d},  \tag{3.13}\\
\rho(t, 0, x) & =\mathcal{S}_{0} \int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i, \quad t>0, \quad x \in \mathbb{R}^{d} .
\end{align*}\right.
$$

Substituting (3.12) into (3.13), we obtain the following dispersion relation:

$$
\begin{equation*}
\underbrace{\mathcal{S}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \int_{0}^{\infty} \omega(i) e^{-\alpha c i} \mathrm{~d} i}_{\varphi_{c}(\alpha)}=1 \tag{3.14}
\end{equation*}
$$

We denote the left-hand side of (3.14) by $\varphi_{c}(\alpha)$. For each $c \geq 0$, the function $\varphi_{c}(\alpha)$ is well-defined (at least) on the set

$$
\begin{equation*}
\Sigma:=\left\{\alpha \geq 0 \mid \int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x<+\infty\right\} . \tag{3.15}
\end{equation*}
$$

We readily see from $(\mathbf{H} 2 \mu)$ that indeed $\Sigma=[0, \Lambda)$ with $\Lambda \in\left[\mu_{0},+\infty\right]$. Let us also remark that the dispersion relation (3.14) was also derived in [12] where some basic properties were already given. Here, we will need a refined analysis of the dispersion relation in order to construct compactly supported subsolutions in the forthcoming section.

Lemma 3.1. For each $\alpha \in(0, \Lambda)$, there is a unique $c(\alpha) \in(0,+\infty)$ such that $\varphi_{c(\alpha)}(\alpha)=1$.
Proof of Lemma 3.1. We first notice that when $c=0$,

$$
\varphi_{0}(\alpha)=\mathscr{R}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \geq 0, \quad \alpha \in[0, \Lambda) .
$$

By the Lebesgue's dorminated convergence theorem, we derive from ( $\mathbf{H} \mathbf{2} \mu$ ) that

$$
\frac{\mathrm{d}}{\mathrm{~d} \alpha} \varphi_{0}(\alpha)=\mathscr{R}_{0} \int_{\mathbb{R}^{d}}(x \cdot \mathbf{e}) \mathcal{K}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \geq 0, \quad \alpha \in[0, \Lambda)
$$

That is, $\varphi_{0}(\alpha)$ is monotone nondecreasing in $\alpha \in[0, \Lambda)$, whence

$$
\begin{equation*}
\min _{\alpha \in[0, \Lambda)} \varphi_{0}(\alpha)=\varphi_{0}(0)=\mathscr{R}_{0}>1 . \tag{3.16}
\end{equation*}
$$

Furthermore, due to the continuity of $c \mapsto \varphi_{c}(\alpha)$ for each $\alpha \in[0, \Lambda)$, it follows that there exists $\delta>0$ small such that

$$
\begin{equation*}
\inf _{\alpha \in[0, \Lambda)} \varphi_{c}(\alpha)>1 \quad \text { for all } c \in[0, \delta] . \tag{3.17}
\end{equation*}
$$

On the other hand, we observe from the expression of $\varphi_{c}(\alpha)$ that for each $\alpha \in(0, \Lambda), \varphi_{c}(\alpha)$ is monotone decreasing and convex in $c \geq 0$, and

$$
\begin{equation*}
\varphi_{c}(\alpha) \rightarrow 0 \quad \text { as } \quad c \rightarrow+\infty . \tag{3.18}
\end{equation*}
$$

Together with (3.16) and (3.18), we then derive that for each $\alpha \in(0, \Lambda)$, there is a unique $c(\alpha) \in(0,+\infty)$ such that $\varphi_{c(\alpha)}(\alpha)=1$. The proof of Lemma 3.1 is thereby complete.

Based upon Lemma 3.1, we can define

$$
\begin{equation*}
c_{*}:=\inf _{\alpha \in(0, \Lambda)} c(\alpha) . \tag{3.19}
\end{equation*}
$$

We immediately see from (3.17) that $c_{*} \in(0,+\infty)$. In the following, we show that there actually exists a unique $\alpha_{*} \in(0, \Lambda)$ such that above infimum can be attained.

Lemma 3.2. Let $c^{*}$ be given in (3.19). For each $\alpha \in(0, \Lambda)$, let $(\alpha, c(\alpha))$ be the unique pair given in Lemma 3.1 such that $\varphi_{c(\alpha)}(\alpha)=1$. Then there is a unique $\alpha_{*} \in(0, \Lambda)$ such that

$$
\begin{equation*}
c_{*}=c\left(\alpha_{*}\right)=\min _{\alpha \in(0, \Lambda)} c(\alpha) \tag{3.20}
\end{equation*}
$$

Moreover, $1=\varphi_{c_{*}}\left(\alpha_{*}\right)=\min _{\alpha \in(0, \Lambda)} \varphi_{c_{*}}(\alpha)$ and $\partial_{\alpha} \varphi_{c_{*}}\left(\alpha_{*}\right)=0$.
Proof of Lemma 3.2. First of all, we proceed with a contradiction argument to prove that the infimum in the definition (3.19) of $c^{*}$ is indeed the minimum, which gives the existence of $\alpha_{*} \in(0, \Lambda)$. Suppose first that $\alpha_{*}=0$. Since $c_{*} \in(0,+\infty)$, it follows from (3.14) that $\mathscr{R}_{0}=1$. This is impossible. Thus, the case that $\alpha_{*}=0$ is excluded. Now let us consider the case that $\alpha_{*}=\Lambda$. We observe that $\int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\Lambda x \cdot \mathrm{e}} \mathrm{d} x=\infty$. We distinguish two cases: either $\Lambda \in(0,+\infty)$ or $\Lambda=+\infty$. For the former case, it is easy to see that $1=\varphi_{c_{*}}\left(\alpha_{*}\right)=\varphi_{c_{*}}(\Lambda)=+\infty$. This case is ruled out. Finally, let us exclude the case of $\Lambda=+\infty$. Since $\mathcal{K}(x)>0$ for $x \in \mathbb{R}^{d}$, together with the assumption (1.11) in (H2 $\mu$ ), we deduce that

$$
\begin{aligned}
1=\lim _{\alpha \rightarrow+\infty} \varphi_{c_{*}}(\alpha) & =\lim _{\alpha \rightarrow+\infty} \mathcal{S}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \int_{0}^{\infty} \omega(i) e^{-\alpha c_{*} i} \mathrm{~d} i \\
& \geq \lim _{\alpha \rightarrow+\infty} C \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{\alpha\left(\alpha^{\delta}-c_{*}\right)} \mathrm{d} i=+\infty,
\end{aligned}
$$

for some constant $C>0$. This is a contradiction. Consequently, we obtain that the infimum in (3.19) cannot be reached neither when $\alpha=0$ nor when $\alpha \rightarrow \Lambda$. Then, the infimum is necessarily the minimum, which implies the existence of $\alpha_{*} \in(0, \Lambda)$ such that $c_{*}=c\left(\alpha_{*}\right) \in(0,+\infty)$.

Finally, let us turn to the proof of the uniqueness of $\alpha_{*}$. As a matter of fact, since $\varphi_{c_{*}}(\alpha) \rightarrow+\infty$ as $\alpha \rightarrow \Lambda$ and $\varphi_{c_{*}}(0)=\mathscr{R}_{0}>1$, together with the convexity of the function $\alpha \in[0, \Lambda) \mapsto \varphi_{c_{*}}(\alpha)$, the uniqueness of $\alpha_{*}$ immediately follows. We also have $1=\varphi_{c_{*}}\left(\alpha_{*}\right)=\min _{\alpha \in(0, \Lambda)} \varphi_{c_{*}}(\alpha)$ and $\partial_{\alpha} \varphi_{c_{*}}\left(\alpha_{*}\right)=0$, by noticing that $\alpha \in[0, \Lambda) \mapsto \varphi_{c_{*}}(\alpha)$ is also analytic. The proof of Lemma 3.2 is complete.

With the precise information of $\left(\alpha_{*}, c_{*}\right)$, we can further determine the range of $\alpha$ corresponding to $c>c_{*}$ such that $\varphi_{c}(\alpha)=1$. Here is our result.

Lemma 3.3. For each $c \geq c^{*}$, there is a unique $\alpha \in\left(0, \alpha_{*}\right]$ such that $\varphi_{c}(\alpha)=1$. Moreover, let $(\alpha, c(\alpha))$ be the pair in $\left[c_{*},+\infty\right) \times\left(0, \alpha_{*}\right]$ given by Lemma 3.1 such that $\varphi_{c(\alpha)}(\alpha)=1$, then $\alpha \in\left(0, \alpha_{*}\right] \mapsto c(\alpha)$ is decreasing.

Proof of Lemma 3.3. When $c=c_{*}$, it is done by Lemma 3.2. Let us now fix any $c_{0}>c_{*}$. We first claim that $\varphi_{c_{0}}\left(\alpha_{*}\right)<1$. Indeed, since $c \mapsto \varphi_{c}\left(\alpha_{*}\right)$ is decreasing in $c \geq 0$ and since $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$, along with the fact that $c_{0}>c_{*}$, it immediately follows that $\varphi_{c_{0}}\left(\alpha_{*}\right)<1$, as claimed. Therefore, by combining the convexity of the function $\alpha \mapsto \varphi_{c_{0}}(\alpha)$ in $\left[0, \alpha_{*}\right], \varphi_{c_{0}}(0)=\mathscr{R}_{0}>1$ and $\varphi_{c_{0}}\left(\alpha_{*}\right)<1$, it is deduced that $\alpha \mapsto \varphi_{c_{0}}(\alpha)$ is necessarily decreasing in $\left[0, \alpha_{*}\right]$. As a consequence, there is a unique $\alpha_{0} \in\left(0, \alpha_{*}\right)$ such that $\varphi_{c_{0}}\left(\alpha_{0}\right)=1$. This finishes the first part of the proof.

Assume now that $0<\alpha_{1}<\alpha_{2} \leq \alpha_{*}$, it follows from Lemma 3.1 that there exist $c_{1}$ and $c_{2}$ (both larger than $c_{*}$ ) such that ( $c_{1}, \alpha_{1}$ ) and ( $c_{2}, \alpha_{2}$ ) are respectively the unique pairs such that $\varphi_{c_{1}}\left(\alpha_{1}\right)=1=\varphi_{c_{2}}\left(\alpha_{2}\right)$. We first show that $c_{1}>c_{2}$, which gives the monotonicity. Moreover, we derive from the above analysis that $\alpha \mapsto \varphi_{c_{1}}(\alpha)$ is decreasing in $\left[0, \alpha_{*}\right]$, whence $\alpha_{1}<\alpha_{2}$ will imply that $1=\varphi_{c_{1}}\left(\alpha_{1}\right)>\varphi_{c_{1}}\left(\alpha_{2}\right)$. Hence, $\varphi_{c_{2}}\left(\alpha_{2}\right)=1>\varphi_{c_{1}}\left(\alpha_{2}\right)$. Since $c \mapsto \varphi_{c}\left(\alpha_{2}\right)$ is decreasing in $c \geq 0$, we immediately have $c_{1}>c_{2}$. This completes the proof of this lemma.

So far, we have shown that the exponential supersolution that we are looking for at the beginning of this section indeed exists as long as $c \geq c_{*}$, and it is associated with a unique parameter $\alpha \in\left(0, \alpha_{*}\right]$. Let us close this section by showing that $c_{*}$ defined in (3.19) is an upper bound of the asymptotic spreading speed for problem (1.3) associated with $\rho_{0} \not \equiv 0$ satisfying certain assumptions.

Proof of statement (i) of Theorem 3.3. Assume that (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$, and that $\rho$ is the solution of problem (3.1) associated with $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied. Let $c_{*}$ be defined in (3.19), we now show that the solution $\rho$ to the initial boundary value problem (3.1) spreads at most with speed $c_{*}$ along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$. Let $\alpha_{*} \in(0, \Lambda)$ be the unique value given in Lemma 3.2 such that $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$. Then, up to shifts,

$$
\bar{\rho}(t, i, x)=\min \left(M, e^{-\alpha_{*}\left(x \cdot \mathbf{e}-c_{*} t\right)-\alpha_{*} c_{*} i}\right) \pi(i), \quad t \geq 0, \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}
$$

is a supersolution to problem (3.1) satisfying

$$
\rho_{0}(i, x)<\bar{\rho}(0, i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
$$

The comparison principle Proposition 1.3 implies that

$$
\rho(t, i, x) \leq \bar{\rho}(t, i, x) \quad \text { for }(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

Therefore, for any $c>c_{*}$ and for any $j \in\left(0, i_{\dagger}\right)$, we have

$$
\lim _{t \rightarrow+\infty} \sup _{|x \cdot \mathbf{e}| \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0 .
$$

Since $\mathbf{e} \in \mathbb{S}^{d-1}$ is arbitrary, we then have

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0 .
$$

This proves statement (i) of Theorem 3.3.

### 3.2.2 Compactly supported subsolution

For the lower bound of the asymptotic spreading speed, we consider problem (3.1) in the moving frame along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$ with speed $c<c_{*}$ and $c \sim c_{*}$ :

$$
\left\{\begin{array}{l}
\partial_{t} \rho(t, i, x)-c \mathbf{e} \cdot \nabla_{x} \rho(t, i, x)+\partial_{i} \rho(t, i, x)=-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}  \tag{3.21}\\
\rho(t, 0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}
\end{array}\right.
$$

Lemma 3.4. For $c<c_{*}$ such that $c \sim c_{*}$, problem (3.21) admits a compactly supported stationary subsolution.

Proof of Lemma 3.4. We first treat the case when $i_{\dagger}<+\infty$ is finite. First of all, since by assumption $\mathscr{R}_{0}=\mathcal{S}_{0} \int_{0}^{i_{\dagger}} \omega(i) \mathrm{d} i>1$, there exists $R_{0}>\max \left(1, c_{*} i_{\dagger}\right)$ large enough, such that for any $R \geq R_{0}$ one has

$$
\widehat{\mathscr{R}}_{0}^{R}:=\mathcal{S}_{0} \int_{0}^{i_{\dagger}} \omega(i) \mathrm{d} i \int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) \mathrm{d} x>1
$$

We then introduce the map

$$
\varphi_{c}^{R}(\alpha):=\mathcal{S}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \int_{0}^{i_{\dagger}} \omega(i) e^{-\alpha c i} \mathrm{~d} i, \quad c>0, \quad \alpha>0
$$

whose definition is independent of the choice of $\mathbf{e} \in \mathbb{S}^{d-1}$. Following the analysis of (3.14) conducted in the previous section, we derive that for each $R \geq R_{0}$ there is a unique $c_{*}^{R} \in\left(0, c_{*}\right)$ and correspondingly a unique $\alpha_{*}^{R} \in(0,+\infty)$ such that $\varphi_{c_{*}^{R}}^{R}\left(\alpha_{*}^{R}\right)=1$ together with $\partial_{\alpha} \varphi_{c_{*}^{R}}^{R}\left(\alpha_{*}^{R}\right)=0$.

With $R_{0}$ fixed as above, let us now consider any $c \in\left(c_{*}-\frac{\pi^{2}}{R_{0}^{4}}, c_{*}\right)$ and fix $R \geq R_{0}$, depending on $c$, such that $c_{*}^{R}=c+\frac{\pi^{2}}{R^{3}}$. This is always possible since $R \mapsto f(R):=c+\frac{\pi^{2}}{R^{3}}$ is a strictly decreasing function in $\left[R_{0}, \infty\right)$ with $f\left(R_{0}\right)=c+\frac{\pi^{2}}{R_{0}^{3}}>c_{*}$ and $f(+\infty)=c<c_{*}$ and that $R \mapsto g(R):=c_{*}^{R}$ is a strictly increasing function in $\left[R_{0}, \infty\right)$ with $g\left(R_{0}\right)=c_{*}^{R_{0}}<c_{*}$ and $g(+\infty)=c_{*}$. As a consequence, with such a choice for $R$, we have $c<c_{*}^{R}<c_{*}$. With $R \geq R_{0}$ fixed as above, from $\widehat{\mathscr{R}}_{0}^{R}>1$, we get the existence of $L_{0} \in\left(0, i_{\dagger}\right)$ close to $i_{\dagger}$ such that

$$
\widehat{\mathscr{R}}_{0}^{L, R}:=\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \mathrm{d} i \int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) \mathrm{d} x>1
$$

where we have set $\omega^{L}(i):=\tau(i) e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s}$ for each $i \in[0, L)$ and $\beta^{L}:[0, L) \rightarrow \mathbb{R}_{+}$is given in (3.8). Repeating the previous step, we now obtain the existence of a unique $c_{*}^{L, R} \in\left(0, c_{*}\right)$ and correspondingly a unique $\alpha_{*}^{L, R} \in(0,+\infty)$ such that $\varphi_{c_{*}^{L, R}}^{L, R}\left(\alpha_{*}^{L, R}\right)=1$ and $\partial_{\alpha} \varphi_{c_{*}^{L, R}}^{L, R}\left(\alpha_{*}^{L, R}\right)=0$ where $\varphi_{c}^{L, R}(\alpha)$ is defined as

$$
\varphi_{c}^{L, R}(\alpha):=\mathcal{S}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \int_{0}^{L} \omega^{L}(i) e^{-\alpha c i} \mathrm{~d} i
$$

Moreover, $c_{*}^{L, R} \rightarrow c_{*}^{R}$ and $\alpha_{*}^{L, R} \rightarrow \alpha_{*}^{R}$ when $L \rightarrow i_{\dagger}$. From now on, we choose $L \in\left(L_{0}, i_{\dagger}\right)$ such that $c<c_{*}^{L, R}<c_{*}^{R}<c_{*}$.

For future reference, we remark that for any $\eta>0$ sufficiently small, one can find $\eta^{\prime}>0$ such that $(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} \geq 1+\eta^{\prime}$. Then, we notice that there is $\delta_{0}>0$ small such that

$$
\begin{equation*}
\mathcal{S}_{0}\left(1-\exp \left(-\left(\widehat{\mathscr{R}}_{0}^{L, R} / \mathcal{S}_{0}\right) u\right)\right)>(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} u \geq\left(1+\eta^{\prime}\right) u \quad \text { for } u \in\left[0, \delta_{0}\right) . \tag{3.22}
\end{equation*}
$$

With $c<c_{*}^{L, R}<c_{*}^{R}<c_{*}$, we then look at the following truncated problem:

$$
\left\{\begin{array}{cl}
-c \mathbf{e} \cdot \nabla_{x} \rho(i, x)+\partial_{i} \rho(i, x)=-\beta^{L}(i) \rho(i, x), & i \in[0, L), \quad x \in \mathbb{R}^{d},  \tag{3.23}\\
\rho(0, x)=\mathcal{S}_{0} \int_{0}^{L} \tau(i) \mathcal{K}^{R} * \rho(i, x) \mathrm{d} i, & x \in \mathbb{R}^{d} .
\end{array}\right.
$$

For any direction $\mathbf{e} \in \mathbb{S}^{d-1}$ fixed, we look for an exponential solution of (3.23) of the following form

$$
e^{-\alpha x \cdot \mathbf{e}-\alpha c i-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} .
$$

This amounts to finding $\alpha \in \mathbb{C} \backslash \mathbb{R}$ such that $\varphi_{c}^{L, R}(\alpha)=1$. To do so, set

$$
\Phi^{L, R}(c, \alpha):=1-\varphi_{c}^{L, R}(\alpha) .
$$

We notice that at the point $\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)$, there holds $\Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)=0$. Since the function $\varphi_{c}^{L, R}(\alpha)$ is analytic in $c$ and in $\alpha$, so is $\Phi^{L, R}$. Therefore, we have

$$
\begin{aligned}
\partial_{\alpha} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)=0, \quad-2 \sigma & :=\partial_{\alpha \alpha} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)<0, \quad r:=\partial_{c} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)>0, \\
b & :=\partial_{c \alpha} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)
\end{aligned}
$$

Set

$$
\xi:=c_{*}^{L, R}-c>0, \quad \tau:=\alpha-\alpha_{*}^{L, R} .
$$

We restrict ourselves to a vicinity of $\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)$ and rewrite $\Phi^{L, R}(c, \alpha)=0$ by expanding $\Phi^{L, R}$ at $\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)$ for ( $c, \alpha$ ) in this vicinity:

$$
\begin{aligned}
0=\Phi^{L, R}(c, \alpha)= & \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)+\left[\left(c-c_{*}^{L, R}\right) \partial_{c}+\left(\alpha-\alpha_{*}^{L, R}\right) \partial_{\alpha}\right] \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right) \\
& +\frac{1}{2}\left[\left(c-c_{*}^{L, R}\right) \partial_{c}+\left(\alpha-\alpha_{*}^{L, R}\right) \partial_{\alpha}\right]^{2} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right) \\
& +\frac{1}{3!}\left[\left(c-c_{*}^{L, R}\right) \partial_{c}+\left(\alpha-\alpha_{*}^{L, R}\right) \partial_{\alpha}\right]^{3} \Phi^{L, R}\left(c_{*}^{L, R}, \alpha_{*}^{L, R}\right)+\ldots
\end{aligned}
$$

that is,

$$
\sigma \tau^{2}+b \xi \tau+\xi r=\varphi(\tau, \xi)
$$

where $\varphi(\tau, \xi)$ is analytic in $\tau$ and in $\xi$ for $(\tau, \xi)$ in a small neighborhood of $(0,0), \varphi(\tau, \xi)$ is of the order $\xi^{2}+|\tau|^{3}$ and vanishes at $(0,0)$.

We observe that, for $\xi>0$ small enough, the trinomial $\sigma \tau^{2}+b \xi \tau+\xi r$ has a pair of complex roots $\tau_{ \pm}= \pm \mathbf{i} \sqrt{(r / \sigma) \xi}+\mathcal{O}(\xi)$. By the Rouché Theorem, we obtain that for $\xi>0$ small enough, $\Phi^{L, R}(c, \alpha)=0$ admits a pair of complex roots close (of the order $\xi$ ) to $\tau_{+}$and $\tau_{-}$respectively, therefore still denoted by $\tau_{ \pm}$having the form

$$
\tau_{ \pm}= \pm \mathbf{i}(\sqrt{(r / \sigma) \xi}+\mathcal{O}(\xi))+\mathcal{O}(\xi)
$$

Consequently, the dispersion relation $\Phi^{L, R}(c, \alpha)=1-\varphi_{c}^{L, R}(\alpha)$ has complex roots

$$
\alpha=\alpha_{*}^{L, R}+\tau_{ \pm}=\alpha_{*}^{L, R}+\mathcal{O}(\xi) \pm \mathbf{i}(\sqrt{(r / \sigma) \xi}+\mathcal{O}(\xi))=: \alpha_{1} \pm \mathbf{i} \alpha_{2},
$$

with $\alpha_{1}>0$ such that $\alpha_{1}-\alpha_{*}^{L, R}$ being of the order $\xi$, and $\alpha_{2} \neq 0$ of the order $\sqrt{\xi}$. And we further note that

$$
\alpha_{2} \sim \sqrt{c_{*}^{L, R}-c}<\sqrt{c_{*}^{R}-c}=\frac{\pi}{R^{3 / 2}},
$$

and thus up to increasing initially $R_{0}$, we can always ensure that $\alpha_{2}<\frac{\pi}{2 R}$.
A direct consequence is that $\operatorname{Re}\left(e^{-\alpha x \cdot \mathbf{e}-\alpha c i-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s}\right)$ is also solution of (3.23) and in particular we have the identity

$$
\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \mathcal{K}_{0}^{R} *\left[e^{\left.-\alpha_{1}(x \cdot \mathbf{e}+c i)\right)} \cos \left(\alpha_{2}(x \cdot \mathbf{e}+c i)\right)\right] \mathrm{d} i=e^{-\alpha_{1} x \cdot \mathbf{e}} \cos \left(\alpha_{2}(x \cdot \mathbf{e})\right), \quad x \in \mathbb{R}^{d} .
$$

We now define

$$
\psi_{\alpha_{1}, \alpha_{2}}(z)= \begin{cases}e^{-\alpha_{1} z} \cos \left(\alpha_{2} z\right), & |z|<\frac{\pi}{2 \alpha_{2}} \\ 0, & \text { elsewhere }\end{cases}
$$

We claim that

$$
\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \mathcal{K}_{0}^{R} * \psi_{\alpha_{1}, \alpha_{2}}(z+c i) \mathrm{d} i \geq \psi_{\alpha_{1}, \alpha_{2}}(z), \quad z \in \mathbb{R}
$$

Indeed, using the definition of $\psi_{\alpha_{1}, \alpha_{2}}$, for any $|z|<\frac{\pi}{2 \alpha_{2}}$ we have

$$
\begin{aligned}
\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \mathcal{K}_{0}^{R} * \psi_{\alpha_{1}, \alpha_{2}}(z+c i) \mathrm{d} i & =\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \int_{-\frac{\pi}{2 \alpha_{2}}}^{\frac{\pi}{2 \alpha_{2}}} \mathcal{K}_{0}^{R}(z+c i-y) e^{-\alpha_{1} y} \cos \left(\alpha_{2} y\right) \mathrm{d} y \mathrm{~d} i \\
& \geq \mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \int_{\mathbb{R}} \mathcal{K}_{0}^{R}(z+c i-y) e^{-\alpha_{1} y} \cos \left(\alpha_{2} y\right) \mathrm{d} y \mathrm{~d} i \\
& =e^{-\alpha_{1} z} \cos \left(\alpha_{2} z\right)=\psi_{\alpha_{1}, \alpha_{2}}(z) .
\end{aligned}
$$

The first inequality holds thanks to our choice of $\alpha_{2}<\frac{\pi}{2 R}$. More precisely, since $\operatorname{supp}\left(\mathcal{K}_{0}^{R}\right) \subset[-R, R]$, for each $i \in[0, L]$, the condition $|z+c i-y| \leq R$ is equivalent to requiring that $-R-c i-\frac{\pi}{2 \alpha_{2}} \leq y \leq R+c i+\frac{\pi}{2 \alpha_{2}}$ for all $i \in[0, L]$. But since $\alpha_{2}<\frac{\pi}{4 R}$ and $R+c i \leq R+c_{*} i_{\dagger}<2 R$, it necessarily holds $-\frac{3 \pi}{2 \alpha_{2}} \leq y \leq \frac{3 \pi}{2 \alpha_{2}}$, and thus the inequality follows. Thus for any $\eta^{\prime}>0$, we can find $\iota>0$ small enough such that

$$
\begin{equation*}
\mathcal{S}_{0} \int_{0}^{L} \omega^{L}(i) \mathcal{K}_{0}^{R} * \psi_{\alpha_{1}, \alpha_{2}}(z+c i) \mathrm{d} i \geq \frac{1}{1+\eta^{\prime}} \psi_{\alpha_{1}, \alpha_{2}}(z-\iota), \quad z \in \mathbb{R} \tag{3.24}
\end{equation*}
$$

We denote by $\hat{z} \in\left(-\frac{\pi}{2 \alpha_{2}}, 0\right)$ the value at which $\psi_{\alpha_{1}, \alpha_{2}}$ achieves its maximum on $\mathbb{R}$ and set

$$
m:=e^{-\alpha_{1} \hat{z}} \cos \left(\alpha_{2} \hat{z}\right) .
$$

Next, we define a modified version of $\psi_{\alpha_{1}, \alpha_{2}}$ as

$$
\underline{\psi}_{\alpha_{1}, \alpha_{2}}(z)=\left\{\begin{array}{cc}
m, & z \leq \hat{z} \\
e^{-\alpha_{1} z} \cos \left(\alpha_{2} z\right), & \hat{z} \leq z \leq \frac{\pi}{\alpha_{2}} \\
0, & \text { elsewhere }
\end{array}\right.
$$

which equivalently reads $\underline{\psi}_{\alpha_{1}, \alpha_{2}}(z)=\max _{y \geq 0} \psi_{\alpha_{1}, \alpha_{2}}(z+y)$. Finally, we set

$$
\Psi(i, x)=\left\{\begin{array}{cc}
e^{-\int_{0}^{i} \beta^{L}(s) \mathrm{d} s} \underline{\psi}_{\alpha_{1}, \alpha_{2}}(\|x\|+c i-D), & (i, x) \in[0, L) \times \mathbb{R}^{d},  \tag{3.25}\\
0, & \text { elsewhere },
\end{array}\right.
$$

for some $D>R+c L+|\hat{z}| \geq R_{0}$ that will be fixed below. We now verify that $\delta \Psi$ for any $\delta \in\left(0, \delta_{0} / m\right)$ is a subsolution to (3.21). Once again, only the boundary condition needs to be checked. We first compute

$$
\begin{aligned}
& \mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \Psi(i, x) \mathrm{d} i\right)\right) \\
& \quad \geq \mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{L} \omega^{L}(i) \int_{B_{R}(0)} \mathcal{K}(y) \underline{\psi}_{\alpha_{1}, \alpha_{2}}(\|x-y\|+c i-D) \mathrm{d} y \mathrm{~d} i\right)\right)
\end{aligned}
$$

For $\|x\| \leq D-R-c L+\hat{z}$, we have that $\|x-y\|+c i-D \leq \hat{z}$ for all $\|y\| \leq R$. As a consequence, we get

$$
\begin{aligned}
\mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \Psi(i, x) \mathrm{d} i\right)\right) & \geq \mathcal{S}_{0}\left(1-\exp \left(-\left(\widehat{\mathscr{R}}_{0}^{L, R} / \mathcal{S}_{0}\right) \delta m\right)\right) \\
& \stackrel{(3.22)}{\geq}(1-\eta) \widehat{\mathscr{R}}_{0}^{L, R} \delta m \geq\left(1+\eta^{\prime}\right) \delta m \geq \delta \Psi(0, x) .
\end{aligned}
$$

Next, for $D-R-c L+\hat{z} \leq\|x\| \leq D+\frac{\pi}{\alpha_{2}}$, we have that, for any $\|y\| \leq R$,

$$
\|x-y\|-D \leq\|x\|-\frac{x \cdot y}{\|x\|}+\frac{R^{2}}{2(D-R-c L+\hat{z})}
$$

and so we select $D$ large enough such that $\frac{R^{2}}{2(D-R-c L+\hat{z})}<\iota$ with $\iota$ defined in (3.24). We then obtain

$$
\begin{aligned}
\int_{0}^{L} \omega^{L}(i) & \int_{B_{R}(0)} \mathcal{K}(y) \underline{\psi}_{\alpha_{1}, \alpha_{2}}(\|x-y\|+c i-D) \mathrm{d} y \mathrm{~d} i \\
& \geq \int_{0}^{L} \omega^{L}(i) \int_{B_{R}(0)} \mathcal{K}(y) \max _{\mu \geq-D} \psi_{\alpha_{1}, \alpha_{2}}\left(\|x\|+c i-\frac{x \cdot y}{\|x\|}+\iota+\mu\right) \mathrm{d} y \mathrm{~d} i \\
& =\max _{\mu \geq-D} \int_{0}^{L} \omega^{L}(i) \mathcal{K}_{0}^{R} * \psi_{\alpha_{1}, \alpha_{2}}(\|x\|+c i+\iota+\mu) \mathrm{d} i \\
& \stackrel{(3.24)}{\geq} \frac{1}{\mathcal{S}_{0}\left(1+\eta^{\prime}\right)} \max _{\mu \geq-D} \psi_{\alpha_{1}, \alpha_{2}}(\|x\|+\mu)=\frac{1}{\mathcal{S}_{0}\left(1+\eta^{\prime}\right)} \Psi(0, x) .
\end{aligned}
$$

Thus, in that range we get

$$
\mathcal{S}_{0}\left(1-\exp \left(-\delta \int_{0}^{\infty} \tau(i) \mathcal{K} * \Psi(i, x) \mathrm{d} i\right)\right) \geq \mathcal{S}_{0}\left(1-\exp \left(-\frac{\delta}{\mathcal{S}_{0}\left(1+\eta^{\prime}\right)} \Psi(0, x)\right)\right) \geq \delta \Psi(0, x)
$$

This completes the proof of Lemma 3.4 in the case where $i_{\dagger}<+\infty$. When $i_{\dagger}=+\infty$, we simply remark that from $\mathscr{R}_{0}>1$, we get the existence of $R_{0}>1$ such that $\widetilde{\mathscr{R}}_{0}^{R}:=\mathcal{S}_{0}\left(\int_{0}^{R} \omega^{R}(i) \mathrm{d} i\right)\left(\int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) \mathrm{d} x\right)>1$ for any $R \geq R_{0}$. We can obtain the existence of $\widetilde{c}_{*}^{R} \in\left(0, c_{*}\right)$ and $\widetilde{\alpha}_{*}^{R}$ such that $\widetilde{\varphi}_{\widetilde{c}_{*}^{R}}^{R}\left(\widetilde{\alpha}_{*}^{R}\right)=1$ and $\partial_{\alpha} \widetilde{\varphi}_{\widetilde{c}_{*}^{R}}^{R}\left(\widetilde{\alpha}_{*}^{R}\right)=0$ where $\widetilde{\varphi}_{c}^{R}$ is defined as

$$
\widetilde{\varphi}_{c}^{R}(\alpha):=\mathcal{S}_{0} \int_{\mathbb{R}^{d}} \mathcal{K}^{R}(x) e^{\alpha x \cdot \mathbf{e}} \mathrm{~d} x \int_{0}^{R} \omega^{R}(i) e^{-\alpha c i} \mathrm{~d} i, \quad c>0, \quad \alpha>0
$$

With $R_{0}$ fixed as above, we consider any $c \in\left(c_{*}-\frac{\pi^{2}}{R_{0}^{4}}, c_{*}\right)$ and fix $R \geq R_{0}$, depending on $c$, such that $\widetilde{c}_{*}^{R}=c+\frac{\pi^{2}}{R^{3}}$. From there, we can repeat the analysis with $L=R$ and still construct a compactly supported subsolution of the form (3.25).

Consider now the following initial boundary value problem corresponding to (3.1) in the moving frame, namely,

$$
\left\{\begin{array}{l}
\partial_{t} \rho(t, i, x)-c \mathbf{e} \cdot \nabla_{x} \rho(t, i, x)+\partial_{i} \rho(t, i, x)=-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d},  \tag{3.26}\\
\rho(t, 0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}, \\
\rho(0, i, x)=\rho_{0}(i, x), \quad i \in\left[0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d} .
\end{array}\right.
$$

with initial condition $\rho_{0} \not \equiv 0$ such that $(\mathbf{H} 4)$ and (1.9) are satisfied. That is, the initial condition $\rho_{0}$, defined on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, is nonnegative, compactly supported, absolutely continuous on $\left[0, i_{\dagger}\right.$ ) uniformly with respect to its second variable and such that $\rho_{0} / \pi \in L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)$. Moreover, condition (1.9) is satisfied for $\rho_{0}$.
Lemma 3.5. Assume that (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$, for $c<c_{*}$ satisfying $c \sim c_{*}$, let $\hat{\rho}$ be the solution of problem (3.26) associated with $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied. Then,

$$
\begin{equation*}
\hat{\rho}(t, i, x) \rightarrow \rho^{s}(i) \text { as } t \rightarrow+\infty, \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}, \tag{3.27}
\end{equation*}
$$

where $\rho^{s}$ is given in Theorem 3.1.
Proof of Lemma 3.5. We simply note that $\hat{\rho}(t, i, x)=\rho(t, i, x+c t \mathbf{e})$ where $\rho$ is the solution to the problem (3.1) and that $\partial_{x_{p}} \hat{\rho}$ is well-defined thanks to our running assumptions on $\rho_{0}$ and the result of Proposition 1.1. Now, adapting the proof of Theorem 3.2(ii) with $\psi$ replaced by $\Psi$ given in (3.25) to (3.26), we obtain the conclusion.

We are now in a position to justify that $c_{*}$, defined in Lemma 3.2, is also a lower bound of the asymptotic spreading speed for the initial boundary value problem (3.1).

Proof of statement (ii) in Theorem 3.3. Assume that (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$, and that $\rho$ is the solution of problem (3.1) associated with $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied, and let $\hat{\rho}$ be the solution to problem (3.26) with the same initial function $\rho_{0}$.

First of all, we obtain from Lemma 3.5 that, for any $\varepsilon>0$ sufficiently small, there is $c \in\left(c_{*}-\varepsilon, c_{*}\right)$ such that the solution $\hat{\rho}$ of (3.26) satisfies

$$
\hat{\rho}(t, i, x) \rightarrow \rho^{s}(i) \quad \text { as } t \rightarrow+\infty, \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

This is equivalent to the following

$$
\begin{equation*}
\rho(t, i, x+c t \mathbf{e}) \rightarrow \rho^{s}(i) \quad \text { as } t \rightarrow+\infty, \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} . \tag{3.28}
\end{equation*}
$$

To complete the proof of Theorem 3.3, we need to the following auxiliary lemma.
 bounded solution $\rho$ to problem (3.1), associated with $\rho_{0} \not \equiv 0$ such that $(\mathbf{H} 4)$ and (1.9) are satisfied, has the property that, along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$,

$$
\begin{equation*}
\rho\left(t, i, x+c^{ \pm} t \mathbf{e}\right) \rightarrow \rho^{s}(i) \quad \text { as } t \rightarrow+\infty, \quad \text { locally uniformly in }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} . \tag{3.29}
\end{equation*}
$$

Then, there holds

$$
\begin{equation*}
\forall j \in\left(0, i_{\dagger}\right), \quad \lim _{t \rightarrow+\infty} \sup _{c^{-} t \leq x \cdot \mathbf{e} \leq c^{+} t, 0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|=0 . \tag{3.30}
\end{equation*}
$$

Let us postpone the proof of Lemma 3.6 for the moment and continue the proof of Theorem 3.3. By taking $c^{-}=0$ and $c^{+}=c$ in Lemma 3.6, along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, the function $\rho$ satisfies

$$
\forall j \in\left(0, i_{\dagger}\right), \quad \lim _{t \rightarrow+\infty} \sup _{0 \leq x \cdot \mathbf{e} \leq c t, 0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|=0 .
$$

Since $\mathbf{e} \in \mathbb{S}^{d-1}$ is arbitrarily chosen, it follows that

$$
\forall j \in\left(0, i_{\dagger}\right), \quad \lim _{t \rightarrow+\infty} \sup _{\|x\| \leq c t, 0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|=0 .
$$

This completes the proof of Theorem 3.3.
Let us now complete this section with the proof of Lemma 3.6.
Proof of Lemma 3.6. Assume that (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$. Let $\rho$ be the solution of problem (3.1) with $\rho_{0} \not \equiv 0$ such that (H4) and (1.9) are satisfied. Let $\bar{\rho}$ denote the solution to (3.1) with initial condition $\bar{\rho}_{0}=\max \left(\mathcal{S}_{0},\left\|\rho_{0} / \pi\right\|_{L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)}\right) \pi$ and let $\underline{\rho}$ be the solution to (3.1) with initial datum $\underline{\rho}_{0}=\delta \psi$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $\psi$ given by (3.11) for some small $\delta>0$ such that $\delta \psi$ is a subsolution to problem (3.1), as analyzed in the proof of Statement (ii) of Theorem 3.2. Since $\rho(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i$ due to Proposition 1.2 , we can decrease $\delta$ (if necessary) such that $0 \leq \delta \psi \leq \rho(T, \cdot, \cdot)$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ for some $T>L$, where $L \in\left(0, i_{\dagger}\right)$ is associated with $\psi$. By the comparison principle Proposition 1.3, we then deduce that

$$
\underline{\rho}(t, i, x) \leq \rho(t+T, i, x) \leq \bar{\rho}(t+T, i, x) \quad \text { for }(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

Thanks to the assumption (3.29), we have, for any $\epsilon>0$ small and for each $j \in\left(0, i_{\dagger}\right)$, there is $T_{1}>T>0$ large enough such that

$$
\begin{equation*}
\forall t \geq T_{1}, 0 \leq i \leq j, \quad\left|\underline{\rho}\left(t, i, c^{-} t \mathbf{e}\right)-\rho^{s}(i)\right|<\epsilon, \text { and }\left|\bar{\rho}\left(t, i, c^{-} t \mathbf{e}\right)-\rho^{s}(i)\right|<\epsilon . \tag{3.31}
\end{equation*}
$$

Moreover, letting $\omega \geq\left|c^{-}\right| T_{1}$, we also deduce from (3.29) that there is $T^{\prime}>T_{1}>0$ such that

$$
\begin{equation*}
\forall t \geq T^{\prime},|x \cdot \mathbf{e}| \leq \omega, \quad 0 \leq i \leq j, \quad\left|\rho\left(t, i, x+c^{+} t \mathbf{e}\right)-\rho^{s}(i)\right|<\epsilon . \tag{3.32}
\end{equation*}
$$

Set $c:=(1-\lambda) c^{-}+\lambda c^{+}$for any $\lambda \in[1 / 2,1]$, and fix $\tau \geq 2 T^{\prime}$, we now claim that

$$
\begin{equation*}
\left|\rho(\tau, i, c \tau \mathbf{e})-\rho^{s}(i)\right|<\epsilon \quad \text { for } 0 \leq i \leq j . \tag{3.33}
\end{equation*}
$$

We divide into two subcases.

Case I. $(1-\lambda) \tau \leq T_{1}$. In this case, we observe that $c \tau \mathbf{e}=\left((1-\lambda) c^{-}+\lambda c^{+}\right) s \mathbf{e}=(1-\lambda) c^{-} \tau e+\lambda c^{+} \tau \mathbf{e}=$ : $x+c^{+} t \mathbf{e}$ with $|x \cdot \mathbf{e}|=\left|(1-\lambda) c^{-} \tau\right| \leq\left|c^{-}\right| T_{1} \leq \omega$ and $t=\lambda \tau \geq T^{\prime}$. Then (3.33) immediately follows from (3.32).

Case II. $(1-\lambda) \tau>T_{1}$. Up to increasing $T_{1}$, we have the following comparison

$$
\underline{\rho}_{0}=\delta \psi<\rho\left(\lambda \tau, i, x+c^{+} \lambda \tau \mathbf{e}\right) \leq \bar{\rho}_{0} \quad \text { for }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

By applying the comparison principle Proposition 1.3, we have

$$
\underline{\rho}\left((1-\lambda) \tau, i, x+c^{-}(1-\lambda) \tau \mathbf{e}\right) \leq \rho(\tau, i, x+c \tau \mathbf{e}) \leq \bar{\rho}\left((1-\lambda) \tau, i, x+c^{-}(1-\lambda) \tau\right)
$$

Since $(1-\lambda) \tau>T_{1}$, we observe that (3.33) can be reached by (3.31).
Consequently, we conclude from (3.33) that

$$
\forall t \geq \tau, \quad \sup _{\left(c^{-}+c^{+}\right) t / 2 \leq x \cdot \mathbf{e} \leq c^{+} t, 0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|<\epsilon .
$$

On the other hand, set $c:=(1-\lambda) c^{+}+\lambda c^{-}$for any $\lambda \in[1 / 2,1]$. By repeating the analysis as above, we will get

$$
\forall t \geq \tau, \quad \sup _{c^{-} t \leq x \cdot \mathbf{e} \leq\left(c^{-}+c^{+}\right) t / 2,0 \leq i \leq j}\left|\rho(t, i, x)-\rho^{s}(i)\right|<\epsilon .
$$

Consequently, the proof of Lemma 3.6 is complete.

## 4 Proofs of the main results

Throughout this section, we turn to problem (1.6) with nontrivial compact perturbation $I_{0} \not \equiv 0$ and general nonnegative compactly supported initial condition $\rho_{0}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and investigate the long time behavior and further spreading property of the solution to (1.6).

### 4.1 Liouville-type result - Proof of Theorem 1.1

Let us prove the Liouville-type result for the stationary problem (1.14).
Proof of Theorem 1.1. Assume (H1)-(H2) and that $I_{0} \not \equiv 0$ satisfies (H3). We divide the proof into three steps. We first prove the existence of a nonnegative nontrivial stationary solution, then establish its uniqueness and finally study its asymptotic behavior as $\|x\| \rightarrow+\infty$.
Existence. First of all, due to the assumption (H3) on $I_{0} \not \equiv 0$, we get the existence of a constant $A>0$ such that

$$
I_{0}(i, x) \leq A \gamma(i), \quad(i, x) \in \operatorname{supp}\left(I_{0}\right)
$$

Now, set $M:=\max \left(\mathcal{S}_{0}, A\right)$, and define $\bar{\rho}_{0}(i, x)=M \pi(i)$ for each $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Then, it is easy to check that $\bar{\rho}_{0}$ is a supersolution to (1.14) in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. On the other hand, let $\psi$ be given by (3.11) for some small $\delta>0$ such that $\delta \psi$ is a subsolution to problem (1.14) satisfying $\delta \psi<M \pi$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Let $\underline{\rho}$ (resp. $\bar{\rho}$ ) be the solution of problem (1.6) associated with initial condition $\underline{\rho}_{0}=\delta \psi\left(\right.$ resp. $\left.\bar{\rho}_{0}=M \pi\right)$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. By the comparison principle Proposition 1.3 , it follows that $\underline{\rho} \leq \bar{\rho}$ in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Moreover, $\underline{\rho}$ is nondecreasing in time for $(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, whereas $\bar{\rho}$ is nonincreasing in time for $(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. By the monotone convergence theorem and then by the Dini's theorem,
we eventually obtain that $\underline{\rho}$ (resp. $\bar{\rho}$ ) converges, locally uniformly for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, as $t \rightarrow+\infty$ to a solution $\underline{U}$ (resp. $\bar{U}$ ) of the stationary problem (1.14) such that for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$,

$$
\begin{equation*}
0 \leq \delta \psi(i, x) \leq \underline{U}(i, x) \leq \bar{U}(i, x) \leq M \pi(i) . \tag{4.1}
\end{equation*}
$$

This gives the existence of nontrivial nonnegative solutions to the stationary problem (1.14) in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Uniqueness. Let now $U$ be a nontrivial nonnegative solution of (1.14) in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. From the first equation of (1.14), it follows that

$$
\begin{equation*}
\frac{U(i, x)}{\pi(i)}=U(0, x)+\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi \quad \text { for }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} \tag{4.2}
\end{equation*}
$$

Plugging it into the boundary condition of (1.14), one then derives that

$$
U(0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\left(\int_{0}^{\infty} \omega(i) \mathrm{d} i\right) \mathcal{K} * U(0, x)-\int_{0}^{\infty} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d} .
$$

Following the idea in the proof of Theorem 3.1, we set

$$
\widehat{\varphi}(x)=\frac{U(0, x)}{\mathcal{S}_{0}}, \quad x \in \mathbb{R}^{d} .
$$

By recalling that $\mathscr{R}_{0}=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathrm{d} i$, it follows that the function $\widehat{\varphi}$ satisfies

$$
\begin{equation*}
\widehat{\varphi}(x)=1-\mathcal{A}(x) e^{-\mathscr{R}_{0} \mathcal{K} * \widehat{\varphi}(x)}:=\mathcal{N}(\widehat{\varphi}(x), x), \quad x \in \mathbb{R}^{d}, \tag{4.3}
\end{equation*}
$$

where $\mathcal{A}(x):=\exp \left(-\int_{0}^{\infty} \omega(i) \mathcal{K} *\left(\int_{0}^{i} \frac{I_{0}(\xi, x)}{\pi(\xi)} \mathrm{d} \xi\right) \mathrm{d} i\right)$ takes values in $(0,1)$. Using the concavity of the mapping $\widehat{\varphi} \in \mathcal{X} \mapsto \mathcal{N}(\widehat{\varphi}, x)$ for each $x \in \mathbb{R}^{d}$ with $\mathcal{X}=\left\{\varphi \in \mathscr{C}\left(\mathbb{R}^{d}\right) \mid \varphi \geq 0\right\}$, together with the fact that $0<\mathcal{N}(0, x)<1$ and $\mathcal{N}(+\infty ; x)=1$ for $x \in \mathbb{R}^{d}$, it follows that (4.3) admits a unique positive solution $0<\widehat{\varphi}<1$. This then implies that $U(0, x)>0$, whence $U(i, x)>0$ thanks to (4.2).

It is worth to notice from the above equation (4.3) that $\widehat{\varphi}(x) \geq \varphi(x)$ for $x \in \mathbb{R}^{d}$, where we recall that $\varphi$ solves

$$
\varphi(x)=1-e^{-\mathscr{R}_{0} \mathcal{K} * \varphi(x)}, \quad x \in \mathbb{R}^{d} .
$$

This implies in particular that, when $\mathscr{R}_{0}>1$, there holds $U>\rho^{s}$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, where $\rho^{s}$ is the unique positive stationary solution of (3.1) given in Theorem 3.1.
Asymptotic behavior. Let $U$ be the unique positive solution to (1.14) which is uniformly bounded on $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. For any sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{R}^{d}$ such that $\left\|x_{n}\right\| \rightarrow+\infty$ as $n \rightarrow+\infty$, let us consider the function

$$
U_{n}(i, x):=U\left(i, x+x_{n}\right), \quad \text { for }(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

We observe that $U_{n}$ satisfies

$$
\left\{\begin{aligned}
\partial_{i} U_{n}(i, x) & =I_{0}\left(i, x+x_{n}\right)-\gamma(i) U_{n}(i, x), \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}, \\
U_{n}(0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * U_{n}(i, x) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d} .
\end{aligned}\right.
$$

Passing to the limit as $n \rightarrow+\infty$, we have $U_{n} \rightarrow U_{\infty}$ as $n \rightarrow+\infty$ locally uniformly, where $U_{\infty}$ is the solution of

$$
\left\{\begin{aligned}
\partial_{i} U_{\infty}(i, x) & =-\gamma(i) U_{\infty}(i, x), \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}, \\
U_{\infty}(0, x) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * U_{\infty}(i, x) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d},
\end{aligned}\right.
$$

which is exactly the stationary problem of the homogeneous model (3.1). By virtue of Theorem 3.1, one infers that

$$
\lim _{\|x\| \rightarrow+\infty} U(i, x)=\left\{\begin{array}{ll}
0, & \text { if } \mathscr{R}_{0} \leq 1, \\
\rho^{s}(i), & \text { if } \mathscr{R}_{0}>1,
\end{array} \text { locally uniformly in } i \in\left[0, i_{\dagger}\right) .\right.
$$

This finishes the proof of Theorem 1.1.
Next, we provide a further property of the positive stationary solution $U$ to (1.6) by further assuming that the kernel is exponentially localized, i.e., satisfies ( $\mathbf{H} 2 \mu$ ), which illustrates that the function $U$ will exponentially approach the stationary solution of the homogeneous model (1.3) when $\|x\|$ is sufficiently large. Our result is the following.

Proposition 4.1. Assume (H1)-(H2 $\mu$ ) and that $I_{0} \neq 0$ satisfies $\mathbf{( H 3 ) . ~ L e t ~} U$ be the unique positive stationary solution of (1.6), given in Theorem 1.1. Then there is some $\lambda=\lambda(\|x\|)>0$ such that $U$ satisfies, for $i \in\left[0, i_{\dagger}\right)$ and for $x \in \mathbb{R}^{d}$ with $\|x\|$ sufficiently large,

$$
U(i, x)= \begin{cases}\rho^{s}(i)+\mathcal{S}_{0} e^{-\lambda\|x\|} \pi(i), & \mathscr{R}_{0}>1, \\ \mathcal{S}_{0} e^{-\lambda\|x\|} \pi(i) & \mathscr{R}_{0} \leq 1\end{cases}
$$

Proof of Proposition 4.1. Let $U$ be the unique positive stationary solution of (1.6), given in Theorem 1.1. Let $\rho^{s}$ be the unique positive stationary solution of problem (3.1) when $\mathscr{R}_{0}>1$. With a slight abuse of notation, here we set $\rho^{s} \equiv 0$ when $\mathscr{R}_{0} \leq 1$. We now prove the conclusion simultaneously.

For any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, we consider $x \in \mathbb{R}^{d}$ with $x \cdot \mathbf{e}$ sufficiently large (the case that $x \cdot \mathbf{e}$ sufficiently negative can be dealt with similarly through taking direction $-\mathbf{e}$ ) and $i \in\left[0, i_{\dagger}\right)$. To reach our conclusion, it suffices to prove that there is $\lambda>0$ (depending on $\|x\|$ ) such that for $i \in\left[0, i_{\dagger}\right)$ and for $x \in \mathbb{R}^{d}$ with $\|x\|$ sufficiently large, the following ansatz makes sense:

$$
U(i, x)=\rho^{s}(i)+\mathcal{S}_{0} e^{-\lambda x \cdot \mathbf{e}} \pi(i), \quad(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d} .
$$

First of all, we notice that for $i \in\left[0, i_{\dagger}\right)$ and for $x \in \mathbb{R}^{d}$ with $\|x\|$ sufficiently large, the term $I_{0}$ is identically zero since it is compactly supported, therefore it is easy to check that the ansatz satisfies the transport equation in (1.6). Moreover, at the boundary $i=0$, it is seen that the ansatz needs to satisfy

$$
\begin{aligned}
U(0, x)-\rho^{s}(0) & =\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * U(i, x) \mathrm{d} i\right)\right)-\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho^{s}(i) \mathrm{d} i\right)\right) \\
& =\mathcal{S}_{0} e^{-\mathscr{R}_{0} \rho^{*}}\left(1-\exp \left(-\mathscr{R}_{0} \widetilde{\mathcal{K}}(\lambda) e^{-\lambda x \cdot \mathbf{e}}\right)\right) \\
& =\mathcal{S}_{0} e^{-\lambda x \cdot \mathbf{e}}
\end{aligned}
$$

where $\widetilde{\mathcal{K}}(\lambda)$ is given by (1.12) which is well-defined (at least) for $\lambda \in \Sigma=[0, \Lambda)$ with the set $\Sigma$ defined by (3.15) (remember that $\Lambda \in\left[\mu_{0},+\infty\right]$ ), thanks to hypothesis (H2 $\mu$ ). This amounts to finding out $\lambda>0$ such that

$$
\begin{equation*}
e^{\mathscr{R}_{0} \rho^{*}} e^{-\lambda x \cdot \mathbf{e}}=1-\exp \left(-\mathscr{R}_{0} \widetilde{\mathcal{K}}(\lambda) e^{-\lambda x \cdot \mathbf{e}}\right) . \tag{4.4}
\end{equation*}
$$

We claim that there is $\lambda \in(0, \Lambda)$, independent of $\mathbf{e}$ but dependent of $\|x\|$, such that (4.4) is satisfied. Indeed, we notice that the function $\lambda \in[0, \Lambda) \mapsto h_{1}(\lambda):=e^{\mathscr{R}_{0} \rho^{*}} e^{-\lambda x \cdot \mathrm{e}}$ is analytic, decreasing and convex satisfying $h_{1}(0)=e^{\mathscr{R}_{0} \rho^{*}}>1$, and $h_{1}(\Lambda)<1$ for each $x \in \mathbb{R}^{d}$ such that $x \cdot$ e sufficiently large; whereas
the function $\lambda \in[0, \Lambda) \mapsto h_{2}(\lambda):=1-\exp \left(-\mathscr{R}_{0} \widetilde{\mathcal{K}}(\lambda) e^{-\lambda x \cdot \mathbf{e}}\right)$ is analytic and convex such that $h_{2}(0)=$ $1-e^{-\mathscr{R}_{0}}<1$ and $h_{2}(\lambda) \rightarrow 1$ as $\lambda \rightarrow \Lambda$ for each $x \in \mathbb{R}^{d}$ with $x \cdot \mathbf{e}$ sufficiently large. This gives the existence and uniqueness of parameter $\lambda \in(0, \Lambda)$ such that (4.4) is satisfied for each $x \in \mathbb{R}^{d}$ with $x \cdot \mathbf{e}$ sufficiently large. Due to the direction $\mathbf{e} \in \mathbb{S}^{d-1}$ is arbitrary, we conclude that the parameter $\lambda$ indeed depends on $\|x\|$. We then reach the conclusion, and this completes the proof of Proposition 4.1.

### 4.2 Long time behavior - Proof of Theorem 1.2

In this section, we prove that, under the Hypotheses (H1)-(H2) and that $I_{0} \not \equiv 0$ satisfies (H3), the solution of problem (1.6), associated with an initial condition $\rho_{0}$ satisfying (H4), converges locally uniformly towards the unique positive stationary solution $U$ to (1.6) given in from Theorem 1.1 for large times.

Proof of Theorem 1.2. The main ingredient of the proof is basically a slight modification of the existence part in the proof of Theorem 1.1. We sketch the outline below for the sake of completeness.

Assume (H1)-(H2) and suppose that $I_{0} \not \equiv 0$ satisfies (H3). Let $\rho$ be the solution of (1.6) associated with an initial condition $\rho_{0}$ satisfying (H4). Let $\rho$ and $\bar{\rho}$ be the solutions of the initial boundary value problem (1.6) with initial condition $\underline{\rho}_{0}=\delta \psi$ and $\bar{\rho}_{0}=\max \left(M,\left\|\rho_{0} / \pi\right\|_{L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)}\right) \pi$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, with $\delta>0$ and $M$ given as in the beginning of the proof of Theorem 1.1. Since $\rho(t, i, x)>0$ for $(t, i, x) \in(0,+\infty) \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ with $t>i+i_{\star}$ due to (H3) and Proposition 1.2, we can decrease $\delta$ (if necessary) such that $0 \leq \delta \psi \leq \rho(T, \cdot \cdot \cdot)$ in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ for some $T>L+i_{\star}$, where $L \geq L_{0}>0$ is given in the formula (3.11) of $\psi$.

By the comparison principle Proposition 1.3, it follows that and $\underline{\rho}(t, i, x) \leq \rho(t+T, i, x) \leq \bar{\rho}(t+T, i, x)$ for $(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and that $\underline{\rho}$ is nondecreasing in time for $(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, whereas $\bar{\rho}$ is nonincreasing in time for $(t, i, x) \in \mathbb{R}_{+}^{-} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. By the monotone convergence theorem and then by the Dini's theorem, eventually we obtain that $\underline{\rho}$ (resp. $\bar{\rho}$ ) converges locally uniformly for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$ as $t \rightarrow+\infty$ to a stationary solution $\underline{U}$ (resp. $\overline{\bar{U}}$ ) to (1.6) such that

$$
\delta \psi(i, x) \leq \underline{U}(i, x) \leq \liminf _{t \rightarrow+\infty} \rho(t, i, x) \leq \limsup _{t \rightarrow+\infty} \rho(t, i, x) \leq \bar{U}(i, x) \leq \max \left(M,\left\|\rho_{0} / \pi\right\|_{L^{\infty}\left(\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}\right)}\right) \pi(i)
$$

locally uniformly for $(i, x) \in\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. Thanks to the Liouville type result Theorem 1.1, the conclusion of the large time behavior of the solution $\rho$ to problem (1.6) then immediately follows.

### 4.3 Spreading properties - Proof of Theorem 1.3

Next, under the Hypotheses (H1)-(H2 $\mu$ ) and that $I_{0} \not \equiv 0$ satisfies (H3), we will prove in the regime $\mathscr{R}_{0}>1$ the spreading property with speed $c_{*}>0$, given in (3.20), for the solutions of the initial boundary value problem (1.6), associated with an initial condition $\rho_{0}$ satisfying (H4).

Proof of Theorem 1.3. Assume that (H1)-(H2 $\mu$ ) and $\mathscr{R}_{0}>1$, and that $I_{0} \not \equiv 0$ satisfies (H3). Let $\rho$ be the solution of the problem (1.6) starting from an initial condition $\rho_{0}$ satisfying ( $\mathbf{H} 4$ ). Let $c_{*}$ be given in (3.20). We divide the proof in two parts.

Proof of statement (i). For any $c \in\left(0, c_{*}\right)$ and $j \in\left(0, i_{\dagger}\right)$ fixed, we consider an arbitrary sequence $\left(t_{n}, x_{n}\right)_{n \in \mathbb{N}}$ in $\mathbb{R}_{+} \times \mathbb{R}^{d}$ such that $t_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$ and $\left\|x_{n}\right\| \leq c t_{n}$ for each $n \in \mathbb{N}$. If $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded, then we easily derive from Theorem 1.2 that $\rho\left(t_{n}, i, x_{n}\right)-U\left(i, x_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$ uniformly
in $i \in[0, j]$. Suppose now that $\left(x_{n}\right)_{n \in \mathbb{N}}$ diverges to infinity. Since $\rho$ is a supersolution to the KPP model (3.1) for which spreading occurs with the asymptotic speed $c_{*}$, we have

$$
\liminf _{n \rightarrow+\infty} \sup _{0 \leq i \leq j}\left(\rho\left(t_{n}, i, x_{n}\right)-\rho^{s}(i)\right) \geq 0
$$

Together with the asymptotics of $U$ as $\|x\| \rightarrow+\infty$ given in Theorem 1.1, it follows that

$$
\begin{equation*}
\liminf _{n \rightarrow+\infty} \sup _{0 \leq i \leq j}\left(\rho\left(t_{n}, i, x_{n}\right)-U\left(i, x_{n}\right)\right) \geq 0 \tag{4.5}
\end{equation*}
$$

To complete the proof of statement (i), it now remains to show that

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \sup _{0 \leq i \leq j}\left(\rho\left(t_{n}, i, x_{n}\right)-U\left(i, x_{n}\right)\right) \leq 0 \tag{4.6}
\end{equation*}
$$

To do so, we first claim that there is $A>0$ large enough such that for $(t, i, x) \in \mathbb{R}_{+} \times[0, j] \times \mathbb{R}^{d}$

$$
\begin{equation*}
\rho^{s}(i)+z(i, x):=\rho^{s}(i)+A\left(U(0, x)-\rho^{s}(0)\right) \pi(i) \geq \rho(t, i, x) . \tag{4.7}
\end{equation*}
$$

Indeed, for $(i, x) \in \mathcal{Q}:=\operatorname{supp}\left(I_{0}\right) \cup \operatorname{supp}\left(\rho_{0}\right)$, we can choose $A>0$ sufficiently large (independent of $\mathbf{e}$ ) such that

$$
\begin{equation*}
\rho^{s}(i)+z(i, x)>\rho(t, i, x), \quad t \in \mathbb{R}_{+}, \quad(i, x) \in \mathcal{Q}, \tag{4.8}
\end{equation*}
$$

by noticing that $z>0$ in this region and that $\rho$ is uniformly bounded from above. Let us look at the region of $(i, x) \in \mathcal{Q}^{c}\left(\right.$ outside $\left.\operatorname{supp}\left(I_{0}\right) \cup \operatorname{supp}\left(\rho_{0}\right)\right)$. We notice that

$$
\begin{equation*}
\partial_{i}\left(\rho^{s}(i)+z(i, x)\right)=-\gamma(i)\left(\rho^{s}(i)+z(i, x)\right), \quad(i, x) \in \mathcal{Q}^{c} . \tag{4.9}
\end{equation*}
$$

Set

$$
W(x)=\frac{\rho^{s}(0)+z(0, x)}{\mathcal{S}_{0}}=\rho^{*}+\frac{z(0, x)}{\mathcal{S}_{0}}>\rho^{*}, \quad x \in \mathbb{R}^{d} .
$$

We recall that $\rho^{*}$ solves $\rho^{*}=1-e^{-\mathscr{R}_{0} \mathcal{K} * \rho^{*}}$, where the mapping $v \in \mathcal{X} \mapsto 1-e^{-\mathscr{R}_{0} \mathcal{K} * v}$ with $\mathcal{X}=\{v \in$ $\left.\mathscr{C}\left(\mathbb{R}^{d}\right) \mid v \geq 0\right\}$ is concave, it then follows from $W(x)>\rho^{*}$ that $W(x)>1-e^{-\mathscr{R}_{0} \mathcal{K} * W(x)}$, namely,

$$
\rho^{s}(0)+z(0, x)>\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} *\left(\rho^{s}(i)+z(i, x)\right) \mathrm{d} i\right)\right), \quad x \in \mathbb{R}^{d} .
$$

Combining (4.8)-(4.9) with the above inequality, we derive from a comparison argument that $\rho^{s}(i)+$ $z(i, x) \geq \rho(t, i, x)$ for $t \in \mathbb{R}_{+}$and $(i, x) \in \mathcal{Q}^{c}$. This together with (4.8) proves our claim (4.7). This further implies that

$$
\limsup _{n \rightarrow+\infty} \rho\left(t_{n}, i, x_{n}\right) \leq \limsup _{n \rightarrow+\infty}\left(\rho^{s}(i)+z\left(i, x_{n}\right)\right)=\rho^{s}(i)<\liminf _{n \rightarrow+\infty} U\left(i, x_{n}\right) \quad \forall i \in[0, j],
$$

where we have used the fact that $z(i, x) \rightarrow 0$ as $\|x\| \rightarrow+\infty$ due to Theorem 1.1. Therefore, (4.6) is achieved. Since the sequence $\left(t_{n}, x_{n}\right)_{n \in \mathbb{N}}$ was chosen arbitrarily such that $\left\|x_{n}\right\| \leq c t_{n}$ for all $n \in \mathbb{N}$, we combine (4.5)-(4.6) and conclude that

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \leq c t, 0 \leq i \leq j}|\rho(t, i, x)-U(i, x)|=0 .
$$

This implies that $c_{*}$ is a lower bound of the asymptotic spreading speed.

Proof of statement (ii). Let us now prove that $c_{*}$ is also an upper bound of the asymptotic spreading speed. Since $I_{0}$ is compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$, and satisfies (H3), we get the existence of a constant $A>0$ such that

$$
I_{0}(i, x) \leq A \gamma(i), \quad(i, x) \in \operatorname{supp}\left(I_{0}\right)
$$

For any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, we construct a function $\bar{\rho}$ of the form

$$
\begin{equation*}
\bar{\rho}(t, i, x)=C \min \left(\max \left(\mathcal{S}_{0}, A\right), e^{-\alpha_{*}\left(x \cdot \mathbf{e}-c_{*} t\right)-\alpha_{*} c_{*} i}\right) \pi(i), \quad(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}, \tag{4.10}
\end{equation*}
$$

with some constant $C>0$ which is fixed large enough such that $\rho_{0}(i, x) \leq \bar{\rho}(0, i, x)$ for each $(i, x) \in$ $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. This is always possible since $\rho_{0}$ is compactly supported in $\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. With our careful choice of $A$ and the explicit form of the exponential part in (4.10), we readily conclude that $\bar{\rho}$ is a supersolution to (1.6) in $\mathbb{R}_{+} \times\left[0, i_{\dagger}\right) \times \mathbb{R}^{d}$. The comparison principle Proposition 1.3 then leads to

$$
\rho(t, i, x) \leq \bar{\rho}(t, i, x) \quad \text { for }(t, i, x) \in \mathbb{R}_{+} \times\left[0, i_{+}\right) \times \mathbb{R}^{d} .
$$

As a consequence, for any $c>c_{*}$ and for any $j \in\left(0, i_{\dagger}\right)$, we have

$$
\lim _{t \rightarrow+\infty} \sup _{x \cdot \mathbf{e} \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0 .
$$

Since $\mathbf{e} \in \mathbb{S}^{d-1}$ is arbitrarily chosen, we then derive that

$$
\lim _{t \rightarrow+\infty} \sup _{\|x\| \geq c t, 0 \leq i \leq j} \rho(t, i, x)=0,
$$

which implies that $c_{*}$ is also an upper bound of the asymptotic spreading speed. This completes the proof of Theorem 1.3.

## 5 Traveling waves

In this last section, we assume throughout that (H1)-(H2 $\mu$ ) are satisfied, and we will focus on the case that $\mathscr{R}_{0}>1$. Our aim to show the existence and uniqueness of traveling waves for the KPP model

$$
\left\{\begin{array}{l}
\partial_{t} \rho(t, i, x)+\partial_{i} \rho(t, i, x)=-\gamma(i) \rho(t, i, x), \quad t>0, \quad i \in\left(0, i_{\dagger}\right), \quad x \in \mathbb{R}^{d}  \tag{5.1}\\
\rho(t, 0, x)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K} * \rho(t, i, x) \mathrm{d} i\right)\right), \quad t>0, \quad x \in \mathbb{R}^{d}
\end{array}\right.
$$

That is, we look for solutions of the form $\rho(t, i, x)=w(i, x \cdot \mathbf{e}-c t)$ for any direction $\mathbf{e} \in \mathbb{S}^{d-1}$, where the profile $w$ satisfies

$$
\left\{\begin{align*}
-c \partial_{z} w(i, z)+\partial_{i} w(i, z)=-\gamma(i) w(i, z), \quad i \in\left(0, i_{\dagger}\right), \quad z \in \mathbb{R}  \tag{5.2}\\
w(0, z)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K}_{0} * w(i, z) \mathrm{d} i\right)\right), \quad z \in \mathbb{R}
\end{align*}\right.
$$

together with the conditions

$$
\left\{\begin{align*}
w(i,-\infty) & =\rho^{s}(i) \text { and } w(i,+\infty)=0 \text { for each } i \in\left[0, i_{\dagger}\right)  \tag{5.3}\\
0 & \leq w(i, z) \leq \rho^{s}(i) \quad \text { for }(i, z) \in\left[0, i_{+}\right) \times \mathbb{R}
\end{align*}\right.
$$

Before proceeding with the proof, let us give some comments. Since $\mathscr{R}_{0}>1$, we notice that the only bounded nonnegative solutions of (5.2) with $c=0$ are 0 and $\rho^{s}(i)$. What we are interested is whether or not there are some values of $c \in \mathbb{R} \backslash\{0\}$ for which (5.2) has a solution satisfying $0 \leq w(i, z) \leq \rho^{s}(i)$ for $(i, z) \in\left[0, i_{\dagger}\right) \times \mathbb{R}$. We point out that if there exists a traveling wave solution $w(i, z)$ with speed $c$, then $w(i,-z)$ will also satisfy (5.2) along the direction $-\mathbf{e}$ with wave speed $-c$. Therefore, we shall restrict ourselves to the case that $c>0$ in the sequel.

Let us also remind that $c_{*} \in(0,+\infty)$ is the asymptotic spreading speed for KPP model (1.3) proven in Theorem 3.3. The necessary condition for the existence of traveling fronts of (5.1) can be easily proved as follows using the spreading property of Theorem 3.3.

Lemma 5.1. Traveling fronts of (5.1) with wave speed $c \in \mathbb{R}_{+}$, if any, satisfy $c \geq c_{*}$.
Proof of Lemma 5.1. Assume that $w(i, x \cdot \mathbf{e}-c t)$ is a traveling front to the KPP model (5.1) with speed $c \in \mathbb{R}_{+}$along any direction $\mathbf{e} \in \mathbb{S}^{d-1}$. We then infer from the spreading property (ii) of Theorem 3.3 that

$$
\forall c^{\prime} \in\left(0, c_{*}\right), \forall j \in\left(0, i_{\dagger}\right), \quad \lim _{t \rightarrow+\infty} \sup _{0 \leq x \cdot \mathbf{e} \leq c^{\prime} t, 0 \leq i \leq j}\left|w(i, x \cdot \mathbf{e}-c t)-\rho^{s}(i)\right|=0
$$

In particular,

$$
\lim _{t \rightarrow+\infty}\left|w\left(i,\left(c^{\prime}-c\right) t\right)-\rho^{s}(i)\right|=0, \quad \text { locally uniformly in } i \in\left[0, i_{\dagger}\right)
$$

By virtue of the limit condition (5.3), we infer that $c^{\prime}<c$. Since $c^{\prime} \in\left(0, c_{*}\right)$ was arbitrarily chosen, we then derive that $c \geq c_{*}$.

Next, we see from the method of characteristics that (5.2) is equivalent to the following integral equation:

$$
w(i, z)=\mathcal{S}_{0}\left(1-\exp \left(-\int_{0}^{\infty} \tau(i) \mathcal{K}_{0} * w(i, z+c i) \mathrm{d} i\right)\right) \pi(i), \quad i \in\left[0, i_{\dagger}\right), \quad z \in \mathbb{R}
$$

It is then natural to introduce the change of unknown

$$
\begin{equation*}
\chi(i, z):=\frac{w(i, z)}{\mathcal{S}_{0} \pi(i)}, \quad i \in\left[0, i_{\dagger}\right), \quad z \in \mathbb{R} \tag{5.4}
\end{equation*}
$$

such that the above equation is reduced to

$$
\chi(i, z)=1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi(i, z+c i) \mathrm{d} i\right), \quad i \in\left[0, i_{\dagger}\right), \quad z \in \mathbb{R}
$$

We readily note that the right-hand side of the above equation is independent of the variable $i \in\left[0, i_{\dagger}\right)$, and so from now on, we suppress this dependence and simply look for solutions $\chi(z)$ to

$$
\begin{equation*}
\chi(z)=1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi(z+c i) \mathrm{d} i\right):=\mathcal{T}(\chi)(z), \quad z \in \mathbb{R} \tag{5.5}
\end{equation*}
$$

together with the conditions

$$
\begin{equation*}
\chi(-\infty)=\rho^{*}, \quad \chi(+\infty)=0, \quad 0 \leq \chi \leq \rho^{*} \text { in } \mathbb{R} \tag{5.6}
\end{equation*}
$$

The operator $\mathcal{T}$ is monotone in the sense that if $\chi_{1} \leq \chi_{2}$, then $\mathcal{T}\left(\chi_{1}\right) \leq \mathcal{T}\left(\chi_{2}\right)$, which can be directly observed through

$$
\mathcal{T}\left(\chi_{1}\right)(z)-\mathcal{T}\left(\chi_{2}\right)(z)=e^{-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi_{2}(z+c i) \mathrm{d} i}\left(1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} *\left(\chi_{1}-\chi_{2}\right)(z+c i) \mathrm{d} i\right)\right) \leq 0
$$

This integral equation (5.5) is essentially similar to (2.4). All the ingredients analyzed for (2.4) can be smoothly adapted here.

It is very interesting and important to remark that the above traveling wave integral equation (5.5) can be recast to the one originally derived by Diekmann in [12]. Indeed, set

$$
\zeta(z):=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi(z+c i) \mathrm{d} i
$$

then $\chi(z)=1-\exp (-\zeta(z))$ for each $z$, and multiplying both sides by $\mathcal{S}_{0} \omega(i) \mathcal{K}_{0}\left(z^{\prime}+c i-z\right)$ and integrating in $i$ and $z$, one gets

$$
\zeta\left(z^{\prime}\right)=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} *\left(1-\exp \left(-\zeta\left(z^{\prime}+c i\right)\right)\right) \mathrm{d} i, \quad z^{\prime} \in \mathbb{R}
$$

As a consequence, one can directly use [12, Corollary 6.2] to get the existence of traveling front solutions of (5.5) for each $c>c_{*}$, and then invoke [3] to obtain the existence for $c=c_{*}$. Let us remark that the argument of [3] is not constructive in the sense that the existence of traveling fronts at $c=c_{*}$ are obtained by a limiting procedure from the case $c>c_{*}$ by taking $c \rightarrow c_{*}$. Below, we provide a direct constructive proof in the case of $c=c_{*}$ which allows us to retrieve the precise asymptotic behavior of the critical fronts at $c=c_{*}$ at $+\infty$. Furthermore, one can then combine the results of [15] and [10] to get the uniqueness of such monotone traveling waves modulo translation. We summarize all these results in the following lemma.

Lemma 5.2. For each $c \geq c_{*}$, problem (5.5)-(5.6) admits a unique (modulo translation) solution $\chi_{c}$ which satisfies $\chi_{c}^{\prime}<0$ and $0<\chi_{c}<\rho^{*}$ in $\mathbb{R}$. Furthermore, we have (up to normalization)

$$
\frac{\chi_{c}(z)}{e^{-\alpha_{c} z}} \longrightarrow 1 \quad\left(\text { for } c>c_{*}\right), \quad \frac{\chi_{c_{*}}(z)}{z e^{-\alpha_{*} z}} \longrightarrow 1 \quad \text { as } z \rightarrow+\infty
$$

Here, $\alpha_{*} \in(0, \Lambda)$, given in Lemma 3.2, is the unique value such that $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$ and $\alpha_{c} \in\left(0, \alpha_{*}\right)$ is the unique value such that $\varphi_{c}\left(\alpha_{c}\right)=1$.

Proof of Lemma 5.2. The proof of existence relies on the super- and subsolution argument. To do so, we focus on the integral equation (5.5). Recall that $\alpha_{*} \in(0, \Lambda)$, given in Lemma 3.2, is associated with $c_{*}$ such that $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$.

Existence in the case of $c>c_{*}$. Let us briefly proceed with the proof of existence of traveling fronts with speed $c>c_{*}$ which can originally be found in [12]. Here, we sketch it for completeness. Fix any $c>c_{*}$. Let $\alpha_{c} \in\left(0, \alpha_{*}\right)$ be the unique value given in Lemma 3.3 such that the dispersion relation $\varphi_{c}\left(\alpha_{c}\right)=1$ holds true. Then, we fix $0<\delta \leq \min \left(\alpha_{c}, \alpha_{*}-\alpha_{c}\right)$ (therefore $\left.\alpha_{c}+\delta \leq \alpha_{*}\right)$. It should be noted that $\varphi_{c}\left(\alpha_{c}+\delta\right)<1$. Indeed, Lemma 3.1 implies that there is a unique $\hat{c} \in\left[c_{*}, c\right)$ such that $\varphi_{\hat{c}}\left(\alpha_{c}+\delta\right)=1$. Together with the fact that $c \mapsto \varphi_{c}\left(\alpha_{c}+\delta\right)$ is decreasing in $[0,+\infty)$, we then deduce that $1=\varphi_{\hat{c}}\left(\alpha_{c}+\delta\right)>\varphi_{c}\left(\alpha_{c}+\delta\right)$. On the other hand, there exists a constant $C>0$ such that

$$
\begin{equation*}
1-e^{-s} \geq s-C s^{2} \quad \text { for } s \geq 0 \tag{5.7}
\end{equation*}
$$

We then pick

$$
\begin{equation*}
M \geq \max \left(1, \frac{C \mathscr{R}_{0} \rho^{*} \varphi_{c}\left(\alpha_{c}+\delta\right)}{1-\varphi_{c}\left(\alpha_{c}+\delta\right)}\right)>0 \tag{5.8}
\end{equation*}
$$

For $z \in \mathbb{R}$, we define

$$
\bar{\chi}(z)=\rho^{*} \min \left(1, e^{-\alpha_{c} z}\right), \quad \underline{\chi}(z)=\rho^{*} \max \left(0, e^{-\alpha_{c} z}-M e^{-\left(\alpha_{c}+\delta\right) z}\right) .
$$

Following [12], it is straightforward to check that $\bar{\chi}$ and $\underline{\chi}$ are respectively a super- and a subsolution of (5.5) in $\mathbb{R}$.

By using the monotonicity of $\mathcal{T}$, we get that for each $k \in \mathbb{N}$

$$
\underline{\chi} \leq \mathcal{T}(\underline{\chi}) \leq \mathcal{T}^{2}(\underline{\chi}) \leq \cdots \leq \mathcal{T}^{k}(\underline{\chi}) \leq \mathcal{T}^{k}(\bar{\chi}) \leq \cdots \leq \mathcal{T}^{2}(\bar{\chi}) \leq \mathcal{T}(\bar{\chi}) \leq \bar{\chi}, \text { on } \mathbb{R}
$$

By the Arzela-Ascoli theorem, we derive that, up to extraction of a subsequence, $\mathcal{T}^{k}(\bar{\chi})(z) \rightarrow \chi(z)$ as $k \rightarrow+\infty$ locally uniformly in $z \in \mathbb{R}$, and $\underline{\chi} \leq \chi \leq \bar{\chi}$ for $z \in \mathbb{R}$, which implies that $\chi$ is bounded in $\mathbb{R}$ and $\chi(+\infty)=0$. Moreover, since $\bar{\chi}$ is nonincreasing in $z$, as is $\mathcal{T}^{k}(\bar{\chi})$. Hence, the limit function $\chi$ is nonincreasing in $z$. In particular, we have $0<\chi(-\infty) \leq 1$. We claim that $\chi(-\infty)=\rho^{*} \in(0,1)$, where $\rho^{*}$ is the unique positive solution to $v=1-e^{-\mathscr{R}_{0} v}$. Indeed, consider any sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ diverging to $-\infty$ as $n \rightarrow+\infty$ and define $\chi_{n}(z)=\chi\left(z+z_{n}\right)$ for $z \in \mathbb{R}$ and each $n \in \mathbb{N}$. We observe that, up to some subsequence, $\chi_{n}(z) \rightarrow \chi_{\infty}$ as $n \rightarrow+\infty$. Then, by the Lebesgue's dorminated convergence theorem, we observe that $\chi_{\infty}$ solves

$$
\chi_{\infty}=1-\exp \left(-\mathscr{R}_{0} \chi_{\infty}\right),
$$

which has a unique positive solution $\rho^{*} \in(0,1)$ since $\mathscr{R}_{0}>1$. Since the limit does not depend on the particular sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$, we arrive at $\chi(-\infty)=\rho^{*}$. Consequently, we have proved the existence of a nontrivial solution $\chi$ for problem (5.5), which is translation invariant, and satisfies $0 \leq \chi \leq \rho^{*}$ and $\chi^{\prime} \leq 0$ in $\mathbb{R}$ as well as $\chi(-\infty)=\rho^{*}$ and $\chi(+\infty)=0$. Since $\underline{\chi} \leq \chi \leq \bar{\chi}$ in $\mathbb{R}$, we have (up to translation)

$$
\chi(z) \sim e^{-\alpha_{c} z} \quad \text { as } z \rightarrow+\infty,
$$

where $\alpha_{c} \in\left(0, \alpha_{*}\right)$ is the unique value such that $\varphi_{c}\left(\alpha_{c}\right)=1$.
Existence in the critical case of $c=c_{*}$. Let $C>0$ satisfy (5.7). We fix a large constant $A>0$ such that there exists $z_{0}>0$ such that $A z_{0} e^{-\alpha_{*} z_{0}} \geq 1$. One can then define $\bar{z}=\max \left\{z>0 \mid A z e^{-\alpha_{*} z}=1\right\}$. Choose $0<\delta<\min \left(\alpha_{*}, \Lambda-\alpha_{*}\right) / 4$. Since $\alpha \in[0, \Lambda) \mapsto \varphi_{c_{*}}(\alpha)$ is convex and since $\varphi_{c_{*}}\left(\alpha_{*}\right)=1=$ $\min _{\alpha \in(0, \Lambda)} \varphi_{c_{*}}(\alpha)$, we infer that $\alpha \in\left[\alpha_{*}, \Lambda\right) \mapsto \varphi_{c_{*}}(\alpha)$ is increasing, whence $\varphi_{c_{*}}\left(\alpha_{*}+2 \delta\right)>\varphi_{c_{*}}\left(\alpha_{*}+\delta\right)>1$. Then, we can pick $B>1$ sufficiently large such that

$$
\begin{equation*}
z^{2} e^{-2 \alpha_{*} z} \leq e^{-\left(\alpha_{*}+2 \delta\right) z}, \quad C \mathscr{R}_{0} \rho^{*} A^{2} \varphi_{c_{*}}\left(\alpha_{*}+2 \delta\right) e^{-\delta z} \leq \varphi_{c_{*}}\left(\alpha_{*}+\delta\right)-1 \quad \text { for all } z>(B-1) / A . \tag{5.9}
\end{equation*}
$$

For $z \in \mathbb{R}$, let us now define

$$
\bar{\chi}(z)=\rho^{*}\left\{\begin{array}{ll}
1, & z \leq \bar{z}, \\
A z e^{-\alpha_{*} z} & z>\bar{z},
\end{array} \quad \underline{\chi}(z)=\rho^{*} \max \left(0, A z e^{-\alpha_{*} z}-B e^{-\alpha_{*} z}+e^{-\left(\alpha_{*}+\delta\right) z}\right)\right.
$$

Let us now verify that $\bar{\chi}$ is a supersolution to (5.5) in $\mathbb{R}$. Again, it is suffices to consider the region where $\bar{\chi}(z)=\rho^{*} A z e^{-\alpha_{*} z}$. Indeed, by a straightforward computation, we derive that

$$
\begin{aligned}
\mathcal{T}(\bar{\chi})(z) & =1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \bar{\chi}\left(z+c_{*} i\right) \mathrm{d} i\right) \\
& \leq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \bar{\chi}\left(z+c_{*} i\right) \mathrm{d} i \\
& =\rho^{*} A \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} *\left(\left(z+c_{*} i\right) e^{-\alpha_{*}\left(z+c_{*} i\right)}\right) \mathrm{d} i \\
& =\rho^{*} A \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \mathcal{K}_{0} *\left(z e^{-\alpha_{*} z}+c_{*} i e^{-\alpha_{* z} z}\right) \mathrm{d} i \\
& =\rho^{*} A z e^{-\alpha_{*} z}=\bar{\chi}(z),
\end{aligned}
$$

by recalling that $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$, and $\partial_{\alpha} \varphi_{c_{*}}\left(\alpha_{*}\right)=0$, namely,

$$
\left(\int_{\mathbb{R}} \mathcal{K}_{0}(z) z e^{\alpha_{*} z} \mathrm{~d} z\right)\left(\int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \mathrm{~d} i\right)-\left(\int_{\mathbb{R}} \mathcal{K}_{0}(z) e^{\alpha_{*} z} \mathrm{~d} z\right)\left(\int_{0}^{\infty} \omega(i) c_{*} i e^{-\alpha_{*} c_{*} i} \mathrm{~d} i\right)=0
$$

as well as

$$
\mathcal{K}_{0} *\left(z e^{-\alpha_{*} z}\right)=e^{-\alpha_{*} z}\left(z \int_{\mathbb{R}} \mathcal{K}_{0}(x) e^{\alpha_{*} x} \mathrm{~d} x-\int_{\mathbb{R}} \mathcal{K}_{0}(x) x e^{\alpha_{*} x} \mathrm{~d} x\right) .
$$

Therefore, we conclude that $\bar{\chi}$ is a supersolution of (5.5) in $\mathbb{R}$.
Let us now prove that $\underline{\chi}$ is a subsolution to (5.5) in $\mathbb{R}$. It is sufficient to take into account the case that $\underline{\chi} \neq 0$, which implies that $z>(B-1) / A$. Thanks to (5.9), we derive that

$$
\underline{\chi}^{2}(z) \leq \bar{\chi}^{2}(z)=\left(\rho^{*}\right)^{2} A^{2} z^{2} e^{-2 \alpha_{*} z} \leq\left(\rho^{*}\right)^{2} A^{2} e^{-\left(\alpha_{*}+2 \delta\right) z} \text { for } z>(B-1) / A .
$$

By applying (5.7), we derive that

$$
\begin{align*}
\mathcal{T}(\underline{\chi})(z) & =1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}\left(z+c_{*} i\right) \mathrm{d} i\right) \\
& \geq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}\left(z+c_{*} i\right) \mathrm{d} i-C\left(\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}\left(z+c_{*} i\right) \mathrm{d} i\right)^{2} . \tag{5.10}
\end{align*}
$$

On the other hand, we also have

$$
\begin{align*}
& \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}\left(z+c_{*} i\right) \mathrm{d} i=\int_{0}^{\infty} \int_{\mathbb{R}} \omega(i) \mathcal{K}_{0}\left(z+c_{*} i-y\right) \underline{\chi}(y) \mathrm{d} y \mathrm{~d} i \\
& \quad \leq\left(\int_{0}^{\infty} \int_{\mathbb{R}} \omega(i) \mathcal{K}_{0}\left(z+c_{*} i-y\right) \mathrm{d} y \mathrm{~d} i\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}^{2}\left(z+c_{*} i\right) \mathrm{d} i\right)^{\frac{1}{2}}  \tag{5.11}\\
& \quad=\left(\frac{\mathscr{R}_{0}}{\mathcal{S}_{0}}\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}^{2}\left(z+c_{*} i\right) \mathrm{d} i\right)^{\frac{1}{2}}
\end{align*}
$$

Combining (5.10) and (5.11) as well as (5.9), we then arrive at

$$
\begin{aligned}
\mathcal{T}(\underline{\chi})(z) & \geq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}\left(z+c_{*} i\right) \mathrm{d} i-C \mathcal{S}_{0} \mathscr{R}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \underline{\chi}^{2}\left(z+c_{*} i\right) \mathrm{d} i \\
& \geq \rho^{*}\left(A z e^{-\alpha_{*} z}-B e^{-\alpha_{*} z}+\varphi_{c_{*}}\left(\alpha_{*}+\delta\right) e^{-\left(\alpha_{*}+\delta\right) z}-C \mathscr{R}_{0} \rho^{*} A^{2} \varphi_{c_{*}}\left(\alpha_{*}+2 \delta\right) e^{-\left(\alpha_{*}+2 \delta\right) z}\right) \\
& \geq \rho^{*}\left(A z e^{-\alpha_{*} z}-B e^{-\alpha_{*} z}+e^{-\left(\alpha_{*}+\delta\right) z}\right)=\underline{\chi}(z),
\end{aligned}
$$

which implies that $\underline{\chi}$ is a subsolution of (5.5) in $\mathbb{R}$.
By repeating the argument from the case $c>c_{*}$, we eventually get the existence of a nonincreasing solution $\chi_{c_{*}}$ of (5.5) satisfying $0 \leq \chi_{c_{*}} \leq \rho^{*}$ in $\mathbb{R}, \chi_{c_{*}}(-\infty)=\rho^{*}$ and $\chi_{c_{*}}(+\infty)=0$. Again, we observe from the construction of $\chi_{c_{*}}$ that (up to translation)

$$
\chi_{c_{*}}(z) \sim z e^{-\alpha_{*} z} \quad \text { as } z \rightarrow+\infty .
$$

This completes the existence part of this lemma.
Strict monotonicity. Now, let us prove that $0<\chi_{c}<\rho^{*}$ and $\chi_{c}^{\prime}<0$ in $\mathbb{R}$ for each $c \geq c_{*}$. From the existence proof, we have that $0 \leq \chi_{c} \leq \rho^{*}<1$ in $\mathbb{R}$. Assume now that there is $z_{0} \in \mathbb{R}$ such that $\chi_{c}\left(z_{0}\right)=0$. It then follows from (5.5) that

$$
\int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi\left(z_{0}+c i\right) \mathrm{d} i=0
$$

Since $\mathcal{K}_{0}>0$ in $\mathbb{R}$ and $\chi_{c} \geq 0$ in $\mathbb{R}$, one infers that $\chi_{c} \equiv 0$ in $\mathbb{R}$, which contradicts $\chi_{c}(-\infty)=\rho^{*}$. Therefore, we arrive at $0<\chi_{c} \leq \rho^{*}<1$ in $\mathbb{R}$. Next, assume that there is $z_{0} \in \mathbb{R}$ such that $\chi_{c}\left(z_{0}\right)=\rho^{*}$. Using the fact that $\rho^{*}=1-\exp \left(-\mathscr{R}_{0} \rho^{*}\right)$, it follows from (5.5) that

$$
\mathscr{R}_{0} \chi_{c}\left(z_{0}\right)=\mathscr{R}_{0} \rho^{*}=\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi_{c}\left(z_{0}+c i\right) \mathrm{d} i
$$

and using the definition of $\mathscr{R}_{0}$ we equivalently get

$$
\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} *\left(\chi_{c}\left(z_{0}\right)-\chi_{c}\left(z_{0}+c i\right)\right) \mathrm{d} i=0
$$

But since $\chi_{c}(z) \leq \chi_{c}\left(z_{0}\right)=\rho^{*}$ for all $z \in \mathbb{R}$, we deduce that $\chi_{c}\left(z_{0}\right)=\chi_{c}\left(z_{0}+c i-z\right)$ for all $i \in \operatorname{supp}(\tau)$ and $z \in \mathbb{R}$, which is a contradiction as $\chi_{c}(+\infty)=0$. As a consequence, we have $0<\chi_{c}<\rho^{*}$ in $\mathbb{R}$. Next, to prove $\chi_{c}^{\prime}<0$ in $\mathbb{R}$, we observe from (5.5) that

$$
\chi_{c}^{\prime}(z)=\mathcal{S}_{0}\left(1-\chi_{c}(z)\right) \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi_{c}^{\prime}(z+c i) \mathrm{d} i, \quad z \in \mathbb{R} .
$$

Assume by contradiction that there is $z_{1} \in \mathbb{R}$ such that $\chi_{c}^{\prime}\left(z_{1}\right)=0$. Since $0<\chi_{c}<\rho^{*}$ in $\mathbb{R}$, the above equation implies that $\int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi_{c}^{\prime}\left(z_{1}+c i\right) \mathrm{d} i=0$. Hence, one further deduces from $\mathcal{K}_{0}>0$ in $\mathbb{R}$ and $\chi_{c}^{\prime} \leq 0$ in $\mathbb{R}$ that $\chi_{c}^{\prime} \equiv 0$ in $\mathbb{R}$, which contradicts the limit condition. Consequently, $\chi_{c}^{\prime}<0$ in $\mathbb{R}$.

Uniqueness. Let us finally discuss the uniqueness. We first note that the uniqueness in the supercritical case, that is for $c>c_{*}$, can be obtained by applying [15]. We thus only focus on the critical case $c=c_{*}$ and explain how one can derive such a result by using the method in [10]. The idea is to first prove that any solution $\chi$ of (5.5)-(5.6) with $c=c_{*}$ satisfies, up to translation,

$$
\begin{equation*}
\frac{\chi(z)}{z e^{-\alpha_{*} z}} \rightarrow 1, \text { as } z \rightarrow+\infty . \tag{5.12}
\end{equation*}
$$

We first obtain from [15, Lemma 4.5] that any nontrivial solution $\chi$ of (5.5) satisfying $\chi(+\infty)=0$ is such that $\chi(z)=\mathcal{O}\left(e^{-\delta z}\right)$ as $z \rightarrow+\infty$ for some $\delta>0$. As a consequence, the two sided Laplace transform of $\chi$ :

$$
\widetilde{\chi}(\alpha):=\int_{\mathbb{R}} \chi(z) e^{-\alpha z} \mathrm{~d} z,
$$

is well-defined for each $-\delta<\operatorname{Re}(\alpha)<0$. Now, from (5.5), we get that

$$
\left(1-\varphi_{c_{*}}(-\alpha)\right) \widetilde{\chi}(\alpha)=\int_{\mathbb{R}} e^{-\alpha z}\left[1-\exp \left(-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi(z+c i) \mathrm{d} i\right)-\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} * \chi(z+c i) \mathrm{d} i\right] \mathrm{d} z
$$

where the right-hand side is well-defined for each $\alpha \in \mathbb{C}$ such that $-2 \delta<\operatorname{Re}(\alpha)<0$ since $1-e^{-s}-$ $s=\mathcal{O}\left(s^{2}\right)$ as $s \rightarrow 0$. Using [10] and the positivity of $\chi$, we get that $\widetilde{\chi}(\alpha)$ is actually defined for $-\alpha_{*}<\operatorname{Re}(\alpha)<0$. Now, since $1-\varphi_{c_{*}}(-\alpha)=0$ has a simple double root at $\alpha=\alpha_{*}$, we get that $1-\varphi_{c_{*}}(-\alpha)=\left(\alpha+\alpha_{*}\right)^{2} \mathcal{H}(\alpha)$ where $\mathcal{H}(\alpha)$ is a holomorphic function in the strip $-\alpha_{*} \leq \operatorname{Re}(\alpha)<0$ with $\mathcal{H}\left(\alpha_{*}\right) \neq 0$. As a consequence, a direct application of Ikehara's Theorem, as recalled in [10, Proposition 2.3], gives the desired asymptotic result (5.12). We now conclude the argument by following the strategy presented in [10]. For $\epsilon>0$, let us define

$$
\varsigma_{\epsilon}(z)=\frac{\chi_{1}(z)-\chi_{2}(z)}{(\epsilon|z|+1) e^{-\alpha_{*} z}}, \quad \varsigma_{0}(z)=\frac{\chi_{1}(z)-\chi_{2}(z)}{e^{-\alpha_{*} z}}, \quad z \in \mathbb{R}
$$

where $\chi_{1}$ and $\chi_{2}$ are two given solutions of (5.5) bounded between 0 and $\rho^{*}$ satisfying

$$
\frac{\chi_{k}(z)}{z e^{-\alpha_{*} z}} \rightarrow 1, \text { as } z \rightarrow+\infty, \text { for } k=1,2
$$

We note that $\varsigma_{\epsilon}( \pm \infty)=0$ and assume that $\varsigma_{\epsilon} \not \equiv 0$ on $\mathbb{R}$. Without loss of generality, we let $z_{\epsilon} \in \mathbb{R}$ be such that $\varsigma_{\epsilon}\left(z_{\epsilon}\right)=\max _{z \in \mathbb{R}}\left|\varsigma_{\epsilon}(z)\right|>0$. We divide into three cases. Assume first that $\left(z_{\epsilon}\right)_{\epsilon>0}$ remains bounded as $\epsilon \rightarrow 0$, then, up to a subsequence, we have that $z_{\epsilon} \rightarrow z_{0}$ as $\epsilon \rightarrow 0$ for some finite $z_{0} \in \mathbb{R}$, and $\left|\varsigma_{\epsilon}\left(z_{\epsilon}\right)\right| \rightarrow\left|\varsigma_{0}\left(z_{0}\right)\right|$ as $\epsilon \rightarrow 0$ and thus $\left|\varsigma_{0}(z)\right| \leq\left|\varsigma_{0}\left(z_{0}\right)\right|$ for all $z \in \mathbb{R}$. Now, one derives from (5.5) that

$$
\begin{equation*}
\left|\chi_{1}(z)-\chi_{2}(z)\right| \leq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) \mathcal{K}_{0} *\left|\chi_{1}\left(z+c_{*} i\right)-\chi_{2}\left(z+c_{*} i\right)\right| \mathrm{d} i \tag{5.13}
\end{equation*}
$$

which implies that

$$
\left|\varsigma_{0}(z)\right| \leq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left|\varsigma_{0}\left(z+c_{*} i-z^{\prime}\right)\right| e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \leq\left|\varsigma_{0}\left(z_{0}\right)\right|
$$

Thus, the above inequality at $z=z_{0}$ must be an equality, but this is only possible if $\varsigma_{0}\left(z_{0}\right)=\varsigma_{0}\left(z_{0}+c_{*} i-z\right)$ for all $z \in \mathbb{R}$ and $i \in \operatorname{supp}(\tau)$. Recalling that $\varsigma_{0}(-\infty)=0$, we obtain that $\varsigma_{0} \equiv 0$ and thus $\chi_{1} \equiv \chi_{2}$. Assume next that $z_{\epsilon} \rightarrow-\infty$ as $\epsilon \rightarrow 0$, then $\left|\varsigma_{\epsilon}\left(z_{\epsilon}\right)\right| \rightarrow 0$ as $\epsilon \rightarrow 0$. Since $\varsigma_{\epsilon} \rightarrow \varsigma_{0}$ as $\epsilon \rightarrow 0$, we get $\left|\varsigma_{0}(z)\right| \leq 0$ for $z \in \mathbb{R}$ which gives a contradiction since $\left|\varsigma_{\epsilon}(z)\right| \leq\left|\varsigma_{0}(z)\right| \leq 0$ for each $z \in \mathbb{R}$ however $\varsigma_{\epsilon}\left(z_{\epsilon}\right)>0$. It is left to consider the case that $z_{\epsilon} \rightarrow+\infty$ as $\epsilon \rightarrow 0$. We derive from (5.13) that

$$
\left|\varsigma_{\epsilon}(z)\right|(\epsilon|z|+1) \leq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left|\varsigma_{\epsilon}\left(z+c_{*} i-z^{\prime}\right)\right|\left(\epsilon\left|z+c_{*} i-z^{\prime}\right|+1\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i
$$

Evaluating the above inequality at $z=z_{\epsilon}>0$ for $\epsilon$ small enough, and using the fact that $\varphi_{c_{*}}\left(\alpha_{*}\right)=1$ together with $\partial_{\alpha} \varphi_{c_{*}}\left(\alpha_{*}\right)=0$, we eventually obtain that

$$
\begin{aligned}
& \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left[\varsigma_{\epsilon}\left(z_{\epsilon}\right)-\left|\varsigma_{\epsilon}\left(z_{\epsilon}+c_{*} i-z^{\prime}\right)\right|\right] e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& +\mathcal{S}_{0} \epsilon \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left[\varsigma_{\epsilon}\left(z_{\epsilon}\right)\left(z_{\epsilon}-z^{\prime}+c_{*} i\right)-\left|\varsigma_{\epsilon}\left(z_{\epsilon}+c_{*} i-z^{\prime}\right)\right|\left|z_{\epsilon}-z+c_{*} i\right|\right] e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \leq 0
\end{aligned}
$$

Rearranging the above integrals, we equivalently derive that

$$
\begin{aligned}
& -\underbrace{\mathcal{S}_{0} \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left(\left|z_{\epsilon}-z^{\prime}+c_{*} i\right|-\left(z_{\epsilon}-z^{\prime}+c_{*} i\right)\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i}_{:=\mathscr{I}_{\epsilon}^{1}} \\
& +\underbrace{\mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\mathbb{R}} \mathcal{K}_{0}\left(z^{\prime}\right)\left(1+\epsilon\left|z_{\epsilon}-z^{\prime}+c_{*} i\right|\right)\left[\varsigma_{\epsilon}\left(z_{\epsilon}\right)-\left|\varsigma_{\epsilon}\left(z_{\epsilon}+c_{*} i-z^{\prime}\right)\right|\right] e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i}_{:=\mathscr{\mathscr { C }}_{\epsilon}^{2}} \leq 0
\end{aligned}
$$

since $\varsigma_{\epsilon}\left(z_{\epsilon}\right)>0$. We note that $\mathscr{I}_{\epsilon}^{1}>0$ and $\mathscr{I}_{\epsilon}^{2} \geq 0$ by definition of $z_{\epsilon}$ and since $\mathcal{K}_{0}>0$ in $\mathbb{R}$. The above inequality simply reads $-\mathscr{I}_{\epsilon}^{1}+\mathscr{I}_{\epsilon}^{2} \leq 0$. Our aim is to prove that $\mathscr{I}_{\epsilon}^{2}=0$ for $\epsilon$ small enough. Assume by contradiction that $\mathscr{I}_{\epsilon}^{2}>0$. We claim that for $\epsilon$ small enough, we can always ensure that $\mathscr{I}_{\epsilon}^{1} \leq \mathscr{I}_{\epsilon}^{2} / 2$.

First, using the fact that $z_{\epsilon}>0$ for $\epsilon$ small enough, we have

$$
\begin{aligned}
\mathscr{I}_{\epsilon}^{1} & =2 \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{z_{\epsilon}+c_{*} i}^{\infty} \mathcal{K}_{0}\left(z^{\prime}\right)\left(z^{\prime}-z_{\epsilon}-c_{*} i\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& \leq 2 \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{z_{\epsilon}+c_{*} i}^{\infty}\left(z^{\prime}-z_{\epsilon}\right) \mathcal{K}_{0}\left(z^{\prime}\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& \leq 2 \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) \mathcal{S}_{0}\left(\int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \mathrm{~d} i\right)\left(\int_{z_{\epsilon}}^{\infty}\left(z^{\prime}-z_{\epsilon}\right) \mathcal{K}_{0}\left(z^{\prime}\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime}\right) .
\end{aligned}
$$

Then, for any $\mu \in\left(\alpha_{*}, \Lambda\right)$ and $\epsilon$ small enough, we get that

$$
\int_{z_{\epsilon}}^{\infty}\left(z^{\prime}-z_{\epsilon}\right) \mathcal{K}_{0}\left(z^{\prime}\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z=e^{\left(\alpha_{*}-\mu\right) z_{\epsilon}} \int_{0}^{\infty} u \mathcal{K}_{0}\left(u+z_{\epsilon}\right) e^{\mu\left(u+z_{\epsilon}\right)} e^{\left(\alpha_{*}-\mu\right) u} \mathrm{~d} u \leq e^{\left(\alpha_{*}-\mu\right) z_{\epsilon}} \int_{0}^{\infty} u e^{\left(\alpha_{*}-\mu\right) u} \mathrm{~d} u
$$

which then implies

$$
\mathscr{I}_{\epsilon}^{1} \leq 2 \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) e^{\left(\alpha_{*}-\mu\right) z_{\epsilon}} \mathcal{S}_{0}\left(\int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \mathrm{~d} i\right)\left(\int_{0}^{\infty} u e^{\left(\alpha_{*}-\mu\right) u} \mathrm{~d} u\right) .
$$

We remark that when $\Lambda=+\infty$, since $\mathscr{I}_{\epsilon}^{2}>0$ for each $\epsilon$ fixed small enough and since $\mathscr{I}_{\epsilon}^{1} \rightarrow 0$ as $\mu \rightarrow+\infty$ independently of $\epsilon$, we can always take $\mu>0$ large enough such that $\mathscr{I}_{\epsilon}^{1} \leq \mathscr{I}_{\epsilon}^{2} / 2$, as claimed. We focus on $\Lambda<+\infty$ in the sequel.

By letting $\mu \rightarrow \Lambda$, we get the following estimate

$$
\mathscr{I}_{\epsilon}^{1} \leq 2 \epsilon \varsigma_{\epsilon}\left(z_{\epsilon}\right) e^{\left(\alpha_{*}-\Lambda\right) z_{\epsilon}} \mathcal{S}_{0}\left(\int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \mathrm{~d} i\right)\left(\int_{0}^{\infty} u e^{\left(\alpha_{*}-\Lambda\right) u} \mathrm{~d} u\right) .
$$

Now, let us estimate the second integral. Since $\varsigma_{\epsilon}(-\infty)=0$, one gets the existence of $M>0$ such that $\left|\varsigma_{\epsilon}(z)\right| \leq \varsigma_{\epsilon}\left(z_{\epsilon}\right) / 2$ for all $z<-M$. Next, we introduce $\delta_{\epsilon}>0$, to be fixed later, satisfying $\delta_{\epsilon} z_{\epsilon} \rightarrow+\infty$ as $\epsilon \rightarrow 0$. As a consequence, for $\epsilon>0$ small enough, one can ensure that $\delta_{\epsilon} z_{\epsilon}>M$. We now compute

$$
\begin{aligned}
\mathscr{I}_{\epsilon}^{2} & \geq \mathcal{S}_{0} \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\left(1+\delta_{\epsilon}\right) z_{\epsilon}+c_{*} i}^{\infty} \mathcal{K}_{0}\left(z^{\prime}\right)\left[\varsigma_{\epsilon}\left(z_{\epsilon}\right)-\left|\varsigma_{\epsilon}\left(z_{\epsilon}+c_{*} i-z^{\prime}\right)\right|\right] e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& \geq \frac{\mathcal{S}_{0}}{2} \varsigma_{\epsilon}\left(z_{\epsilon}\right) \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\left(1+\delta_{\epsilon}\right) z_{\epsilon}+c_{*} i}^{\infty} \mathcal{K}_{0}\left(z^{\prime}\right) e^{\alpha_{*} z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& \geq \frac{\mathcal{S}_{0}}{2} \varsigma_{\epsilon}\left(z_{\epsilon}\right) \int_{0}^{\infty} \omega(i) e^{-\alpha_{*} c_{*} i} \int_{\left(1+\delta_{\epsilon}\right) z_{\epsilon}+c_{*} i}^{\infty} e^{\left(\alpha_{*}-\Lambda\right) z^{\prime}} \mathrm{d} z^{\prime} \mathrm{d} i \\
& \geq \frac{\mathcal{S}_{0}}{2\left(\Lambda-\alpha_{*}\right)} \varsigma_{\epsilon}\left(z_{\epsilon}\right) e^{\left(\alpha_{*}-\Lambda\right)\left(1+\delta_{\epsilon}\right) z_{\epsilon}} \int_{0}^{\infty} \omega(i) e^{-\Lambda c_{*} i} \mathrm{~d} i .
\end{aligned}
$$

We can now set $\delta_{\epsilon}:=\frac{-\ln (\epsilon)}{2\left(\Lambda-\alpha_{*}\right) z_{\epsilon}}>0$, such that we have indeed $\delta_{\epsilon} z_{\epsilon}=\frac{-\ln (\epsilon)}{2\left(\Lambda-\alpha_{*}\right)} \rightarrow+\infty$ as $\epsilon \rightarrow 0$. With such a choice, we get that

$$
\mathscr{I}_{\epsilon}^{2} \geq \frac{\mathcal{S}_{0}}{2\left(\Lambda-\alpha_{*}\right)} \epsilon^{1 / 2} \varsigma_{\epsilon}\left(z_{\epsilon}\right) e^{\left(\alpha_{*}-\Lambda\right) z_{\epsilon}} \int_{0}^{\infty} \omega(i) e^{-\Lambda c_{*} i} \mathrm{~d} i .
$$

As a consequence, for $\epsilon$ small enough, we can ensure that $\mathscr{I}_{\epsilon}^{1} \leq \mathscr{I}_{\epsilon}^{2} / 2$. This proves the initial claim.
Recalling that $-\mathscr{I}_{\epsilon}^{1}+\mathscr{I}_{\epsilon}^{2} \leq 0$ and $\mathscr{I}_{\epsilon}^{1} \leq \mathscr{I}_{\epsilon}^{2} / 2$ for $\epsilon$ small enough, we deduce that $0<\mathscr{I}_{\epsilon}^{2} / 2 \leq 0$ which is a contradiction. Thus $\mathscr{I}_{\epsilon}^{2}=0$ for $\epsilon$ small enough, which then implies that $\varsigma_{\epsilon}\left(z_{\epsilon}\right)=\left|\varsigma_{\epsilon}\left(z_{\epsilon}+c_{*} i-z\right)\right|$ for each $i \in \operatorname{supp}(\tau)$ and $z \in \mathbb{R}$, which leads to a contradiction since $\varsigma_{\epsilon}(-\infty)=0$ and we assumed that $\varsigma_{\epsilon}\left(z_{\epsilon}\right)>0$. This concludes the uniqueness of the critical waves with $c=c_{*}$.

Due to (5.4), Theorem 1.4 is then an immediate consequence of Lemmas 5.1-5.2.
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