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ABSTRACT

Context. Gaia Data Release 3 (Gaia DR3) time series data may contain spurious signals related to the time-dependent scan angle.
Aims. We aim to explain the origin of scan-angle-dependent signals and how they can lead to spurious periods, provide statistics to identify them
in the data, and suggest how to deal with them in Gaia DR3 data and in future releases.
Methods. Using real Gaia (DR3) data alongside numerical and analytical models, we visualise and explain the features observed in the data.
Results. We demonstrated with Gaia (DR3) data that source structure (multiplicity or extendedness) or pollution from close-by bright objects can
cause biases in the image parameter determination from which photometric, astrometric, and (indirectly) radial velocity time series are derived.
These biases are a function of the time-dependent scan direction of the instrument and thus can introduce scan-angle-dependent signals, which
due to the scanning-law-induced sampling of Gaia can result in specific spurious periodic signals. Numerical simulations in which a period
search is performed on Gaia time series with a scan-angle-dependent signal qualitatively reproduce the general structure observed in the spurious
period distribution of photometry and astrometry, and the associated spatial distributions on the sky. A variety of statistics allows for the deeper
understanding and identification of affected sources.
Conclusions. The origin of the scan-angle-dependent signals and subsequent spurious periods is well understood and is mostly caused by fixed-
orientation optical pairs with a separation <0.5′′ (including binaries with P � 5 y) and (cores of) distant galaxies. Although most of the sources
with affected derived parameters have been filtered out from the Gaia archive nss_two_body_orbit and several vari-tables, Gaia DR3 data
remain that should be treated with care (no sources were filtered from gaia_source). Finally, the various statistics discussed in the paper can
be used to identify and filter affected sources and also reveal new information about them that is not available through other means, especially in
terms of binarity on sub-arcsecond scale.

Key words. methods: data analysis – techniques: photometric – methods: numerical – techniques: radial velocities – astrometry

1. Introduction
The ongoing processing and analyses of Gaia data by the data
processing analysis consortium (DPAC) and scientific commu-
nity is leading to an increasingly more detailed and refined
understanding of the instrument responses and of the data
properties. This paper is mainly dedicated to so-called scan-
angle-dependent signals in the Gaia data, which is a product
of the on-sky source structure (mainly multiplicity or extended-
ness), Gaia scanning law, the on-board sampling and window-
ing observation strategy, and on-ground observation modelling.
These signals can lead to the emergence of biases in the derived
parameters such as the periodicity, giving rise to specific spuri-
ous periods.

A quick overview of the paper is given in the discussion in
Sect. 7, where the whole paper is condensed around several rele-
vant topics and questions that point out the relevant sections for
further reading.
? Table A.1 is also available at the CDS via anonymous ftp

to cdsarc.cds.unistra.fr (130.79.128.5) or via https://
cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/674/A25 and at
the Gaia archive via https://gea.esac.esa.int/archive/
?? Corresponding author: B. Holl, e-mail: berry.holl@unige.ch
† Deceased.

To properly understand and explain the mentioned effects,
we structured the paper in the following way. First, the basic
Gaia observation mode and its properties are explained in
Sect. 2. Then Sect. 3 discusses and demonstrates the relevant
scan-angle-related modelling errors for each Gaia instrument
that can be introduced in the derived data. Examples and inter-
pretation of observed spurious period distributions are then dis-
cussed in Sect. 4. In Sect. 5 we introduce a photometric and
astrometric scan-angle-dependent bias signal model and demon-
strate through simulations how it qualitatively reproduces the
observed spurious periods. Section 6 then focuses on statis-
tics that can detect scan-angle-dependent signals and several
other relevant features. Section 7 contains condensed discussions
around the subjects related to this paper, which is followed by
our concluding remarks in Sect. 8.

In Appendix A we describe the Gaia archive table data that
are published with this paper for all sources with published time
series in Gaia Data Release 3 (Gaia DR3), containing the sta-
tistical parameters of Sect. 6. Appendix B contains additional
examples of sources that are affected by the scan-angle signal.
In Appendix C we show the sky distribution of specific spurious
peaks as identified in Sect. 5.4. Finally, Appendix D describes the
conversion between equatorial and ecliptic scan position angles.
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Fig. 1. Overview of the Gaia scanning law. Left: during the nominal
scanning law, the spin axis z makes overlapping loops around the Sun
at a separation of 45◦ and rate of 5.8 cycles yr−1. Right: one source at
point a may be scanned whenever z is 90◦ from a, that is, on the great
circle A at z1, z2, z3, etc. Reproduction with permission of Fig. 7 in
Gaia Collaboration (2016).

2. How Gaia observes the sky

We start with a brief overview of the Gaia scanning-
law properties that are relevant for this study (for more
details, see Gaia Collaboration 2016; Lindegren & Bastian
2010; de Bruijne et al. 2010). We only consider operations under
the nominal scanning law (NSL) and ignored other non-nominal
modes because they do not affect the majority of the data sig-
nificantly and are not essential for the understanding of the dis-
cussed features. The NSL dictates the way in which the Gaia
spacecraft scans the sky; its two fields of view are separated by
106.5◦, and it rotates in a plane orthogonal to the spacecraft spin
axis with a period of 6 h. Each field of view has an instanta-
neous coverage of about 0.5 deg2 (0.72◦ × 0.69◦), and a source
is typically observed sequentially by at least one pair of the pre-
ceding and following field of view, with decreasing frequency of
longer sequences of recurring observations due to the slow and
non-constant precession rate of the spin axis (see for example
Eyer et al. 2017, for these all-sky sequence statistics). For obser-
vations around a certain time at a specific sky location, a low or
high AC-scan velocity (see Sect. 2.3) will produce more or fewer
sequences of recurring observations, respectively. If the spin axis
had a fixed orientation in space, a single great circle alone would
be scanned on the sky. In reality, the spacecraft orbits the sec-
ond Lagrangian point (L2) of the Earth-Sun system, and thus,
the spacecraft has to rotate its spin axis with a yearly cycle to
keep the instrumentation behind the solar shield. To be able to
acquire useful astrometric measurements throughout the sky (in
terms of temporal sampling and required instrument orientation),
the spin axis is made to precess at a 45◦ angle around the direc-
tion towards the Sun with a frequency of 5.8 cycles yr−1, which
is about 63.0 d per cycle (see the left panel of Fig. 1). To be pre-
cise, this precession is around a fictitious nominal Sun direction
as seen from L2 (that is, along the Earth-Sun vector), and not
from Gaia orbiting L2, although the offset is always less than
0.15◦ (see Gaia Collaboration 2016). This gives rise to the spe-
cific observation distribution, as illustrated in the top panel of
Fig. 2, along with the published Gaia DR3 source sky density in
the bottom panel for comparison.

Because of the approximately 3:1 aspect ratio of the Gaia
primary mirrors (Gaia Collaboration 2016) and matching 1:3
pixel aspect ratio (to achieve diffraction-limited sampling), the
highest image sampling resolution of 58.9 mas/pixel is achieved
in the so-called along-scan (AL) direction. This is the direction
in which a field of view passes over a particular source due to

2 0

4 0

6 0

8 0

100

120

140

n
u

m
b

e
r 

o
f 

F
o

V
 o

b
se

rv
a

ti
o

n
s

1000

2000

5000

1e4

2e4

5e4

1e5

2e5

5e5

1e6

so
u

rc
e

s 
p

e
r 

sq
u

a
re

 d
e

g
re

e

Fig. 2. Ecliptic coordinate plots with longitude zero at the centre and
increasing to the left. Top panel: simulated number of field-of-view
observations during the nominal scanning law phase of the Gaia DR3
time range. Bottom panel: sky density of the published Gaia DR3
sources.

the spinning motion of the spacecraft. Its direction is indicated
by the time-dependent scan angle ψ that is illustrated in Fig. 6.
The direction orthogonal to AL is called across-scan (AC), and
it is sampled with a resolution of 176.8 mas/pixel. Depending
on the magnitude of a detected source and the instrument, the
details of the data acquisition vary, as described in Sect. 3.

The most important information in this section is that the
vast majority of Gaia information is encoded and contained in
the AL-scan measurement, which is taken in the direction of the
scan angle over a source at a particular time.

2.1. Scan-angle distribution of source observations

The nominal scanning law not only dictates the cadence and thus
total number of observations for each position on the sky (as
shown in the top panel of Fig. 2), but also the associated obser-
vation scan angles. The scan angle ψ in Fig. 6 at a certain sky
position and time is zero when pointing toward the local equato-
rial north and 90◦ when pointing towards the local equatorial east
direction. To illustrate the all-sky scan-angle distribution in the
bottom panel of Fig. 3, we collapsed all sky positions along the
ecliptic longitude because the nominal scanning law induces the
most distinctive scan-angle variations as a function of ecliptic
latitude, as also seen in the observation counts of Fig. 3. We use
the hierarchical equal area isolatitude pixelation (HEALPix) of
the celestial sphere (Górski et al. 2002). The normal (equatorial-
based) scan-angle would cause a sky-position-dependent offset
of the scan-angles of a source due to the offset between the
equatorial and ecliptic reference frame, however, thus blurring
the image. To circumvent this issue, we thus introduce the eclip-
tic scan angle, ψecl, which is defined with respect to the ecliptic
local north and east directions. It effectively is the (equatorial)
scan angle plus an offset that depends on sky position, as given
by Eq. (D.7).

The top panel of Fig. 3 shows the ecliptic scan-angle distri-
bution for sources along a half-circle slice with ecliptic longitude
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Fig. 3. Ecliptic scan-angle distribution for the nominal scanning law
during the Gaia DR3 time range. For a certain ecliptic latitude (hor-
izontal slice), the colour represents the occupancy percentage per 1◦
scan-angle bin (summing up to 100% over all scan angles) to highlight
non-uniformities in the scan-angle distribution at different ecliptic lat-
itudes. Top panel: distribution for sources along a half-circle slice at
ecliptic longitude λ = 90◦. Bottom panel: same as top panel, but for an
all-sky uniform HEALPix grid of sources (that is, all ecliptic longitudes
for a given latitude). The strong imbalance of scan angles for sources
|β| ≤ 45◦ has a strong impact on the propagation strength of certain
scan-angle-dependent signals; see text for details.

λ= 90◦, starting at the north ecliptic pole (NEP; at ecliptic lat-
itude β= 90◦) and extending to the south ecliptic pole (SEP, at
β=−90◦). The specific choice of λ= 90◦ was made because it
intersects the equatorial north pole, causing the equatorial and
ecliptic scan angles to be identical for β < 66.6◦ and 180◦ off-
set above. We normalised the distribution of observation scan-
angles over each ecliptic latitude bin with per-source normalised
observation weights to compensate for the different numbers of
observations of each source position. Then we colour-coded this
to highlight non-uniformities in the distribution of scan angles of
sources at different ecliptic latitudes: yellow means a high con-
centration of scan angles at the particular scan-angle bin (bin
width 1◦), and dark red means that it was only sampled once or
twice.

Although the distribution is approximately spread out evenly
towards the ecliptic poles, it becomes much tighter and imbal-
anced for |β| ≤ 45◦. These asymmetries become even more
apparent when we combine the scan-angle distribution of
sources that are uniformly distributed over the sky on a
HEALPix grid level 5, as shown in the bottom panel of Fig. 3.
The sources close to the ecliptic poles have indeed very sim-
ilarly regularly spread scan angles (red). The feature resulting
from the geometric constraints of the NSL is now very clear: a
circle of avoidance for |β| < 45◦ centred on (ψecl, β) = (−90◦, 0◦)
and (90◦, 0◦), with an overabundance of observations at the very
specific scan angles close to the border of these circles (yellow).
Additionally, for sources located at |β| ∼ 45◦, the scan angles
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Fig. 4. Time series of the ecliptic scan-angle distribution during the
Gaia DR3 NSL time range for five ecliptic latitudes along the half-
circle slice with ecliptic longitude λ = 90◦ (same as the top panel of
Fig. 3). Each point is semi-transparent, so that a darker colour means
more observations. Blue cyclic lines illustrate the slopes due to the
yearly rotation around the Sun. The histogram on the right side has a
bin size of 32.7◦ (360/11) and shows the relative distribution of scan
angles, corresponding to the top panel of Fig. 3 for the specified ecliptic
latitudes.

are very clustered at ecliptic scan angles ψecl = ±90◦ (upper
and lower parts of the yellow circles) with hardly any observa-
tions at other scan angles, that is, the dark horizontal zones. The
very specific clusters in scan angle for sources with |β| ≤ 45◦

have important implications for the selection function of signals
that have a strong dependence on scan angle, such as astromet-
ric orbits and the scan-angle-dependent signals we discuss here:
depending on the phasing of this signal, it might or might not
be detectable. For example, a signal that peaks in the circle of
avoidance might be completely undetected.

Continuing with the properties of the nominal scanning law,
we noted earlier that the spacecraft rotation around the Sun will
induce a yearly rotation of its spin axis. In Fig. 4 we show the
temporal distribution of the scan angles of five positions along
the ecliptic half-circle used in the top panel of Fig. 3. The figure
shows that this yearly rotation clearly dominates the temporal
distribution of the scan angles of the sources. To guide the eye,
we added the slope of this yearly cyclic rotation with a blue line.
Depending on the ecliptic hemisphere, this gives a negative or
positive slope.

In addition to the yearly rotation, we have additional modula-
tions due to the spin axis rotation around the nominal Sun direc-
tion, as is illustrated in the right panel of Fig. 1 for a source at
an arbitrary position a. For simplicity, we study a source located
at the north ecliptic pole (β = 90◦) in more detail, that is, the
top panel of Fig. 4. In this case, all observations are generated
when the spin axis crosses the ecliptic equator, which occurs
at a rate of about twice the spin-axis precession rate, that is,
11.6 cycles yr−1, or approximately 31.5 d intervals. Alternating

A25, page 3 of 52



Holl, B., et al.: A&A 674, A25 (2023)

Fig. 5. Sky distribution in ecliptic coordinates of extragalactic sources
analysed in terms of surface brightness profile in Gaia DR3, colour-
coded with the angular coverage of the sources. The non-linear shader
table reveals the NSL pattern.

with these crossings are upwards/ahead or downwards/trailing
the Sun nominal direction, which are therefore offset vertically,
as is clearly visible in the distribution of data points in Fig. 4.
However, to be precise, the precession rate is not constant dur-
ing its 63 d period, nor during a one-year cycle (see Eq. (1)
of Gaia Collaboration 2016), thus the interval between up- and
downward cycles is not as symmetric as we suggested just now.
This already indicates one of the reasons for the complexity and
broadness of the spurious period peak distributions discussed
later in Sects. 4 and 5.

The NSL scanning law observations in this section were
generated by a reduced version of the astrometric global iter-
ative solution, AGISLab (Holl et al. 2012), but the same data
can be generated with the public Gaia observation forecast tool
(GOST)1.

2.2. Angular coverage of extended sources

Extended objects are directly concerned by the dependence of
the NSL on the ecliptic latitude. For these objects with a spatial
extension, the variety of scan angles is crucial for reconstructing
their structures. We define the angular coverage as the fraction
of the sky area that is covered by the union of the observation
windows for a particular source, relative to the ideal case of a
uniform distribution in scan angles (see Fig. 3 in Ducourant et al.
2023, for an illustration, and Garcez de Oliveira Krone Martins
2011). This quantity is mainly dependent on how the scan angles
are spread over the source. Preferential scan directions will result
in lower angular coverage. Figure 5 presents the distribution of
∼1.3 million extragalactic sources on the sky in ecliptic coor-
dinates, colour-coded with their angular coverage. The surface
coverage of sources with |β| < 30◦ is frequently lower than
85%, as is well understood from the circle of avoidance in scan
angles shown in Fig. 3. Only for sources with a coverage larger
than 85% is the morphology of extended sources provided in
Gaia DR3 data.

2.3. Across-scan velocity and scan phase

As mentioned in Sect. 2, there are variations in the AC velocity
of sources transiting the focal plane. The AC-scan velocity varies
sinusoidally with time, with the nominal satellite rotation period
of 6 h and an amplitude of 173 mas s−1 (Gaia Collaboration
2016). This means that the AC-scan velocity varies along the
great circle that is scanned on the sky by each field of view (FoV)
over this 6 h rotation. The phase of this oscillation is determined

1 https://gaia.esac.esa.int/gost/

by the scan phase (not to be confused with the previously dis-
cussed scan angle), which is defined as the angle between the
plane containing the Sun and the spin axis and the plane spanned
by the spin axis and the vector pointing exactly in between the
two fields of view; see Sect. 5.2 of Gaia Collaboration (2016)
and Fig. 2 of Lindegren et al. (2012) for details about the scan
phase and its definition, and Sect. 3.1 for a calibration related
effect. The reference point of this scan phase slowly drifts over
time due to the 63 d precession of the spin axis. For several-
day stretches of time, this means that for particularly narrow
localised regions on the sky, the AC-scan velocity will vary
slowly. When it is close to zero, it means that the succeeding
great-circle passes will be able to scan this position more times,
while a high AC-scan velocity will cause the source to drift out
of the FoV before many passes can be made. At the time of
the sinusoidal crossing of zero AC-scan velocity, some sky posi-
tions along the great circle experience a reverse of the AC-scan
velocity in a period of a few days, causing them to stay within
the across-scan bounds of the transiting FoVs. At some specific
moments, this can cause the accumulation of very many (near-)
continuous transits along a small band on the sky called a cusp,
for example, 28 FoVs during ∼3.5 d. These cusps usually occur
in regions on the sky with |β| ≤ 45◦.

3. Scan-angle-dependent instrument calibration
features

The several instruments on board Gaia each have their own spe-
cific way of collecting data, which are processed differently to
extract the most relevant science data (see Gaia Collaboration
2016 for a general overview and the references below for full
details). In this section, we concentrate on the aspects of the data
collection for each instrument and on the processing that is rel-
evant to the introduction of spurious signals that are dependent
on the scan angle.

Examining each instrument separately, we start with the
astrometric field in Sect. 3.1, followed by the blue and red pho-
tometer instrument in Sect. 3.2, followed in turn by the radial
velocity spectrometer instrument in Sect. 3.3.

3.1. Astrometric field instrument

The astrometric field (AF) instrument consists of a grid of 62
charge-coupled devices (CCDs) that are used to extract astromet-
ric transit time information and photometric G-band flux mea-
surements. It does so by reading out windows of a particular size
around each star depending on the on-board determined mag-
nitude on the sky mapper (SM) CCDs. Specifically, the typical
sizes are 12×12 pixels (0.7′′×2.1′′) for G ≥ 16, and 18×12 pixels
(1.1′′ × 2.1′′) for G < 16 (de Bruijne et al. 2022, Sect. 1.1.3).

In order to reduce readout noise, the pixels are collapsed
in the across-scan direction during the reading process, leaving
only a one-dimensional set of 12 or 18 samples containing along-
scan astrometric information, and G-band photometric informa-
tion. For the brightest sources (G < 13 mag), this would lead to
saturation, and for these sources, the full two-dimensional win-
dow is therefore read. These windows provide the best angu-
lar resolution achievable by Gaia, which is 59 mas× 177 mas,
that is, the nominal angular size of its CCD pixels. Addition-
ally, for sources with G . 12, a gating scheme reduces the
integration time to prevent these very bright stars from obtaining
too many saturated pixels. The proper calibration of the various
gating and windowing regimes is extremely non-trivial, causing

A25, page 4 of 52

https://gaia.esac.esa.int/gost/


Holl, B., et al.: A&A 674, A25 (2023)

residual calibration effects to be enhanced in sources that have
observations taken in multiple calibration regimes (see Sect. 6.2
for a statistic that can help to identify affected sources). Typi-
cally, the mean magnitudes of these are sources are close to a
regime-changing magnitude, or they are variable stars with large
amplitudes.

The instruments based on non-dispersive optics (that is, SM
and AF) define the detection capabilities of Gaia. From these,
we can distinguish the Gaia sources as single point-like sources,
multiple point-like sources, or extended sources, although this
is not yet systematically done in DR3. Multiple sources, such
as pairs of stars separated by a small apparent angle (or close
pairs), are especially interesting for this work. Depending on
their angular separation and the sampling scheme used by Gaia,
a close pair (or a multiple source, in general) can be resolved,
partially resolved, or unresolved. This classification indicates
the capability of Gaia or DPAC to detect the source multiplic-
ity in all, a few, or none of the scans. Multiple sources that
are resolved or partially resolved will typically lead to differ-
ent source entries in the catalogue. We should note that sources
can either be resolved on board, leading to different windows for
each of the detected sources, or on ground, eventually leading to
separate source entries for sources sharing the same acquisition
windows. As of Gaia DR3, DPAC has only considered sources
that were resolved (or partially resolved) on board.

For completeness, we would like to point out that the point
spread function (PSF) models at close to zero AC-scan velocities
(Sect. 2.3) were lacking accuracy in the Gaia DR3 data, caus-
ing systematics (at a level of up to several mmag) in the recov-
ered fluxes that are biased as a function of the AC-scan veloc-
ity of the field of view. These scan-phase flux dependences are
not included in the current study. However, because scan phase
and scan angle are correlated, there is a potential for interac-
tion between scan-angle and scan-phase dependences for two-
dimensional images of which users should be aware.

3.1.1. IPD modelling error of non-point-like sources

One of the main steps in the extraction of science data from
the individual AF CCD observations is the image parameter
determination, IPD (Castañeda et al. 2022, Sect. 3.3.6). In the
IPD procedure, a two-dimensional PSF or one-dimensional line
spread function (LSF) model is fitted with a maximum likelihood
procedure to the two-dimensional (G . 13) or one-dimensional
counts in the window around the source to estimate the posi-
tion and flux of a presumed single point-like source in the win-
dow, along with the background level (see Rowell et al. 2021). In
reality, this procedure involves more complex interactions with
the astrometric global iterative solution (AGIS) and photometric
processing to estimate the effective wave number and/or colour,
and the precise calibration of the PSF and LSF profile as a func-
tion of time, focal-plane location, CCD transit position, applied
gates, and time since charge injection.

Consider now that Gaia observes an asymmetric (non-point-
like) object on the sky, such as a close pair or the core of a
galaxy. The different observations will be sampled by the Gaia
instruments with a variety of scan angles (or lack thereof), as
discussed in Sect. 2.1. Because the LSF or PSF profiles are cal-
ibrated on point sources and do not account for the additional
source structure resolved in the specific scan direction, this is
likely to result in a bias of some sort in the estimated position
or total flux. Any asymmetry in the source structure will bias the
estimate differently, depending on the direction in which Gaia
scans over the object, introducing a scan-angle-dependent bias

signal. This effect is (partly) mitigated when a secondary peak
is detected in the window data. The affected samples (pixels)
are then excluded from the PSF or LSF fitting (Castañeda et al.
2022, Sect. 3.3.6), thereby diminishing the bias in position and
flux. For future Gaia data releases, a more detailed image anal-
ysis is planned.

A discussion of how the source structure and environment
around each of the billion Gaia sources might be estimated can
be found in Sect. 7.6.

3.1.2. IPD model error statistics and scan-angle model

Although the IPD procedure used in Gaia DR3 does not
fit for multiple peaks or non-point-like source structure, it
does populate several useful statistics in the gaia_source
table that give information about possible perturbations
(Lindegren et al. 2021, Sect. 5). Gaia early data release 3
(EDR3) and DR3 include the following four IPD-related statis-
tics: (1) ipd_frac_multi_peak: the percentage of windows,
κ, for which the IPD algorithm has identified more than one
peak, computed for all transits in which the IPD was success-
ful. When processing each window, the IPD masks (suppresses)
these secondary peaks, which typically allows for a better fit
to the main peak. (2) ipd_frac_odd_win: the percentage of
transits with truncated windows or multiple gate, computed for
all transits in which the IPD was successful. This means that
the target is likely disturbed by a brighter source close by.
(3) ipd_gof_harmonic_amplitude, measuring the amplitude,
aipd, of a model of the IPD goodness of fit (GoF, χ2

red) as a func-
tion of the position angle of the scan direction; see Eq. (1) below.
(4) ipd_gof_harmonic_phase, measuring the phase, ϕipd, of
the variation of the IPD GoF (χ2

red) as a function of the position
angle of the scan direction; see Eq. (1) below.

As described in the Gaia DR3 archive documentation
(Sect. 20.1.1 of van Leeuwen et al. 2022), these two last parame-
ters relate to a sinusoidal model fit to the natural logarithm of the
IPD reduced χ2 (determined for each CCD observation) as func-
tion of scan angle, ψ, for the observations used in the astrometric
solution,

ln(χ2
red) = Mipd(ψ) = c0 + c2 cos(2ψ) + s2 sin(2ψ) (1)

aipd = ipd_gof_harmonic_amplitude =

√
c2

2 + s2
2

ϕipd = ipd_gof_harmonic_phase =
1
2

atan2(s2, c2) (+180◦).

As explained in Sect. 3.1.1, the χ2
red for brighter sources (G . 13)

relates to a fitting using a two-dimensional PSF, and for fainter
sources, it leads to a one-dimensional LSF fitting. When two
sources blend, we obtain biased image parameters and a high
value for the goodness of fit. This happens more easily for
LSF fitting where we cannot benefit from the separation of the
sources in the across-scan direction.

The main assumption in this model is that the source image
to first order is axis-symmetric with respect to a certain line
on the sky, parametrised by ipd_gof_harmonic_phase, which
can be interpreted as the scan angle (±180◦) corresponding to
the worst fit. The interpretation of this direction is not straight-
forward. For a close binary, not detected as such by the IPD (and
thus unresolved, following the nomenclature introduced at the
end of Sect. 3.1), the worst fit will be along the line joining the
two sources, known as the position angle. For these unresolved
pairs, ipd_frac_multi_peak will be small (typically, a sec-
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ondary peak is detected in fewer than 10% of the windows). This
situation will happen for separations .0.1′′. On the other hand,
for a somewhat wider binary (partially resolved), the two peaks
are best detected when scanning along this line, and because
the secondary signal is then suppressed, this is where we obtain
the best fit. For these pairs, and especially for resolved pairs,
ipd_frac_multi_peak will be high (around 30 to 50%, per-
haps even approaching 100% if the secondary peak is detected
in nearly all scans). In this case, ipd_gof_harmonic_phase
differs from the position angle of the binary (modulo 180◦)
by approximately ±90◦. For galaxies, the angular extent is
also important, but typically, the disk will be interpreted as
high background by the IPD when scanning along the major
axis, and this will then be the direction of the best fit. Here,
ipd_gof_harmonic_phase will also differ from the position
angle of the major axis (modulo 180◦) by approximately ±90◦.

The exact scan-angle dependence on the logarithm of χ2
red

will obviously not always be well-characterised by a sinusoidal
model, but it nonetheless provides us with a very useful first-
order model that allows us to know the amplitude and direction
(phase) of the distortion. The reference level c0 of Eq. (1) is not
published.

Fabricius et al. (2021) and Gaia Collaboration (2023a)
showed that the ipd_gof_harmonic_amplitude and
ipd_gof_harmonic_phase are useful for identifying spurious
solutions of resolved doubles. As of Gaia DR3, these are not
yet correctly handled in the Gaia astrometric processing. Even
though IPD is able to detect secondary peaks in the windows, no
PSF or LSF fitting is attempted for them, which also means that
they are not cross-matched to any source. In Sect. 6.4 we discuss
the values of the IPD statistics (and others) in more detail that
might be significant in relation to scan-angle-dependent signals.

We concentrated on explicit scan-angle-dependent biases
from the IPD. These biases will lead to poorer astrometric and
photometric solutions and will to some extent be reflected in
the various astrometric and photometric quality indicators in
gaia_source.

3.1.3. Demonstration of scan-angle-dependent signals
resulting from IPD outputs

As explained in Sect. 3.1.1, IPD model errors can arise from
multi-peak or non-point-like (extended) sources. The latter is
also clearly demonstrated in Gaia Collaboration (2023b) for
galaxies that are extended by definition. Figure 6 illustrates the
main concepts involved here, such as the pixel size and propor-
tions, the PSF, the scan angle, and the separation between the
two components of an optical binary star. The Gaia scan angle is
defined as ψ = 0◦ when the field of view is moving towards local
north, and ψ = 90◦ towards local east, which is different from
that used for Hipparcos (for example van Leeuwen 2007). In
the following, we illustrate the main three cases described in the
detailed description of ipd_gof_harmonic_phase2. All exam-
ples shown in this study are also summarised in Table 1.

Case 1. A double star with separation .0.1′′, where the
GoF is expected to be higher (worse) when the scan is along
the arc joining the components than in the perpendicular direc-
tion, and the ipd_frac_multi_peak should be small. Figure 7
shows an example of a partially resolved binary with the scan
angle, IPD, and photometric signals. We make use of some
internal information provided by the intermediate data updat-

2 See Gaia archive documentation for ipd_gof_harmonic_phase.
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Fig. 6. Sky-projected illustration of the rough zones in which equal-
brightness optical binary stars (two red crosses) at angular separation ρ
and position angle θ can be resolved by Gaia. In the partially resolved
region, the stars are resolved into two components depending on the
scan angle ψi of the observation i, because of the asymmetric PSF,
which has the highest spatial resolution in the along-scan direction. The
bottom right inset shows a typical PSF profile (Fabricius et al. 2016)
that is rotated and scaled in the background image to represent the
expected PSF of the upper right component of the binary star for the
given scan angle. East direction (increasing RA) is towards the left.

ing system (IDU; see Fabricius et al. 2016) during its initial
runs for the Gaia data release 4 (DR4), and some unpublished
data of DR3. The r values in the title are Spearman corre-
lations introduced in Sect. 6, which help determine whether
this is a scan-angle-dependent signal, which in this case is
very likely given that both correlations are close to 1. The
top panel lists the published ipd_gof_harmonic_amplitude,
ipd_gof_harmonic_phase, and ipd_frac_multi_peak as
aipd, ϕipd, and κ, together with the time series of the IPD good-
ness of fit (per CCD observation) differentiated between obser-
vations detected as single peak or multiple peaks. The central
panel shows the derived photometry (per field-of-view transit)
in G, GBP, and GRP. For G we include two fits to the data that are
detailed in Sect. 5: (1) a Pair fit (Eq. (4)), which is a generalisa-
tion of Eq. (1), leading to magnitude estimates for the primary
and secondary components (Gp and Gs), their separation ρ, and
their position angle θ; and (2) a small-separation simpler Sine fit
(Eq. (5)) that has the same parametrisation as Eq. (1) and whose
amplitude aG is comparable to that of aipd (although with a dif-
ferent unit); see also Fig. A.6. Depending on the separation, the
phase θG is ±90◦ offset to ϕipd (as is the case here) or similar in
value. This second simpler model can perform better than Eq. (4)
for small separations, especially when the secondary peak is
never resolved, and it is provided for all photometric sources
with available time series in Appendix A. The goodness of both
fits is indicated as χ2

red. The bottom panel shows an approximate
reconstruction of the source environment using the source envi-
ronment analysis pipeline, SEAPipe (Harrison 2011, see also
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Table 1. Overview of source examples in this work that have scan-angle-dependent signals, along with diagnostic statistics and fitted parameters.

SourceID Case rexf,G ripd,G aipd ϕipd κ c0 aG θG χ2
red,G Gp Gs ρ θ χ2

red,G Figs.

DR3 pairs, triplets and bright neighbours, with angular separation and position angle:
382074694311961856 (a) 0.36′′, 19◦ 0.92 0.17 0.21 95◦ 84% 13.1 0.21 8◦ 68.5 13.3 13.9 0.33′′ 15◦ 1.9 8
379163256239241216 (a) 0.95′′, 27◦ 0.76 0.21 0.08 90◦ 5% 17.1 0.01 29◦ 4.7 17.1 21.6 0.36′′ 99◦ 4.6 B.9
388877407113709056 (a) 0.56′′, 87◦ + 1.04′′, 69◦ 0.36 0.09 0.05 131◦ 19% 15.9 0.00 92◦ 9.8 15.9 19.9 1.19′′ 86◦ 9.4 B.10
385771836519005184 (a) Bright, 3.1′′, 24◦ 0.00 0.07 0.05 50◦ 20% 13.1 0.00 19◦ 8.3 13.1 18.0 0.66′′ 104◦ 8.0 B.11
Blind search in DR3 looking for multi-peak indicators:
367388551858425344 (a) Pre-DR4 split in two 0.99 0.85 0.16 10◦ 40% 12.4 0.09 98◦ 13.6 12.4 13.8 0.31′′ 18◦ 2.3 B.12, C.4
383556286230747520 (a),(v) Variable flag set 0.99 0.95 0.40 61◦ 39% 16.1 0.42 150◦ 15.1 19.5 15.7 0.07′′ 150◦ 15.2 B.13, C.5
380538569192874112 (a) 0.49′′, 112◦ 0.91 0.86 0.47 42◦ 37% 16.5 0.46 127◦ 208.6 16.8 16.9 0.48′′ 113◦ 13.4 B.14, C.4
DR3 sources identified as galaxy candidates, with De Vaucouleurs radius, ellipticity and position angle:
373852271480563968 (a) 0.99′′, 0.10, 7◦ 0.13 0.42 0.06 92◦ 0% 19.8 0.06 162◦ 26.1 19.8 22.3 0.35′′ 70◦ 26.8 B.16
366951667785042688 (a) 1.65′′, 0.35, 63◦ 0.63 0.95 0.26 150◦ 0% 19.9 0.29 61◦ 1.3 15.7 15.7 0.05′′ 151◦ 1.4 9, C.5
364175332206026368 (a) 1.95′′, 0.56, 85◦ 0.95 0.96 0.67 173◦ 0% 20.3 0.77 82◦ 5.8 21.1 19.7 0.18′′ 85◦ 3.8 B.15
DR3 spectroscopic binaries (SB1), probably spurious (63-day period), furthermore flagged as Variable:
415146526611154176 (v) 0.27′′, 63◦ 0.99 0.72 0.05 157◦ 64% 9.9 0.04 58◦ 10.8 9.8 12.4 0.19′′ 149◦ 10.0 B.17
5815369024263284352 (v) – 0.94 0.24 0.02 47◦ 0% 8.5 0.01 115◦ 3.5 8.5 13.3 0.19′′ 118◦ 3.5 B.18
Pre-DR4 close pairs, with their angular separation and position angle (if available):
389636619892245248 (a) 0.13′′ 0.98 0.96 0.23 122◦ 29% 15.4 0.17 28◦ 34.1 15.2 16.4 0.21′′ 118◦ 8.0 7
378810450446502400 (a) 0.14′′, 30◦ 0.99 0.92 0.25 129◦ 36% 11.7 0.09 34◦ 25.6 11.6 12.8 0.40′′ 111◦ 6.1 B.2
388466602081536640 (a) 0.17′′ 0.94 0.94 0.23 173◦ 26% 18.2 0.24 82◦ 14.8 18.6 18.8 0.15′′ 84◦ 13.6 B.1, C.5
376045247423005184 (a) 0.22′′ 0.94 0.85 0.16 28◦ 38% 17.2 0.16 106◦ 8.4 17.3 18.3 0.27′′ 104◦ 2.0 B.5
382159975182923264 (a) 0.25′′, 82◦ 0.99 0.93 0.48 154◦ 46% 17.5 0.50 66◦ 26.7 17.8 17.7 0.26′′ 75◦ 12.1 B.4, C.5
385844060692409344 (a) 0.35′′ 0.98 0.77 0.25 35◦ 43% 16.1 0.28 121◦ 259 16.3 16.9 0.37′′ 109◦ 161 B.6, C.4
385804856230839552 (a) 0.35′′ 0.99 0.64 0.08 17◦ 44% 9.1 0.14 97◦ 43.7 9.2 10.5 0.28′′ 96◦ 13.1 B.3
387325652606842368 (a) 0.63′′, 101◦ 0.45 0.22 0.03 82◦ 24% 18.8 0.01 178◦ 26.9 18.8 17.9 1.91′′ 97◦ 7.1 B.8
385367010081173504 (a) 0.69′′, 133◦ 0.43 0.41 0.02 46◦ 23% 18.1 0.02 125◦ 4.2 18.2 18.5 0.60′′ 140◦ 2.0 B.7

Notes. For each case, we list the Spearman correlations (rexf,G and ripd,G, Sect. 6), the ipd_gof_harmonic_amplitude,
ipd_gof_harmonic_phase, and ipd_frac_multi_peak (aipd, ϕipd and κ, Sect. 3.1.2), the results of a sinusoidal or small-separation fit
to the G photometric scan-angle signal (c0, aG, θG, and the χ2

red,G of the fit, Eq. (5)), and finally, the results of a source-pair fit to the G-band
photometric scan-angle signal (Gp, Gs, ρ, θ, and the χ2 of the fit, Eq. (4)). (a)Source in the Gaia Andromeda photometric survey (GAPS); (v)Source
in the variability catalogue; in both cases, the photometric time series and a subset of diagnostic statistics and fitted parameters are published; see
Appendix A for details.

Sect. 7.6). In this example, as in many other cases with partially
resolved pairs, AGIS was unable to determine a full solution,
and therefore only a two-parameter solution is available in DR3.
As can be seen, the G-band photometry strongly depends on the
scan angle, with fainter values for the scans in which IPD was
able to detect and mask the secondary peak (labelled “Multi” in
the top panel). In the unresolved scans (“Single”), both peaks
are combined in the IPD fitting, leading to an artificially brighter
value. In this case, the separation is large enough to allow for a
rather high κ of 29% and a good fit with the pair model. Pho-
tometry from the blue and red photometer instruments (BP and
RP, respectively) is mostly constant because of the larger win-
dows used there. Finally, the lower (better) epoch GoF values are
found in the scans in which the two peaks are not resolved, as
expected. For completeness, the central panel also includes the
G-band observations that were rejected during variability pro-
cessing and excluded from our fitting procedure, that is, with
variability_flag_g_reject= true.

Case 2. A resolved binary, in which the GoF is expected
to be smaller (better) when the scan is along the arc join-
ing the two components (along the position angle), and the
ipd_frac_multi_peak value should be high. Figure 8 shows
an example that again shows strong variation in G-band pho-
tometry with the scan angle. With this larger separation, Eq. (4)
fits the signal much better than Eq. (5). In this case, depending
on the epoch, this source is assigned one-dimensional or two-
dimensional windows because its magnitude is close to 13. The
G-band photometry again becomes brighter, especially when the
IPD is unable to detect the secondary peak, and vice versa. The

separation is still too small to cause any significant variations
in the larger BP and RP windows, meaning that these bands
will contain the contribution from both sources. For the epoch
IPD GoF, better fits (lower values) are obtained when the IPD
detects and masks the secondary source, as expected. This typi-
cally occurs when the scan is made along the arc joining the two
components. The value of κ (84%) is very high.

Case 3. A galaxy with elongated intensity distribution, for
which a smaller GoF is expected when the scan is along the
major axis of the image. Figure 9 shows an example for a galaxy
candidate with G-band magnitude around 20, two-parameter
AGIS solution, and the following de Vaucouleurs fitted param-
eters (Ducourant et al. 2023): radius 1.65′′, ellipticity 0.35, and
position angle 63.4◦. ipd_gof_harmonic_phase takes a value
of about 150◦. The predicted difference is nearly 90◦ with respect
to the correctly fitted position angle θG. This time, the variations
in GBP and GRP photometry are significant because the source is
very extended, as further explained in Sect. 3.2. This also causes
the GBP and GRP to be brighter than the G. On the other hand,
κ is zero, as expected, since this smooth extension of the source
cannot be identified as secondary peaks by the IPD (except in
one single transit, which was probably a spurious detection). The
pair model is obviously not applicable here: after the maximum
number of iterations allowed is exceeded, the best fit indicates
an unrealistically low ρ value of 46 mas.

Appendix B provides additional examples for the differ-
ent cases. In general, the G-band photometric signal in mag-
nitude is well modelled by Eq. (5) (which is identical to the
IPD model of Eq. (1)), although there can be exceptions where
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Fig. 7. SourceID 389636619892245248: Scan-angle signatures from a
partially resolved double star with similar magnitudes and a separation
of about 130 mas between the two components (determined by IDU
for DR4). The top panel shows the unpublished IPD epoch GoF val-
ues determined by IDU in DR3, where we indicate the scans for which
the IPD detected multiple peaks. The central panel shows the bright-
ness in the G band and in the BP and RP photometry as provided by
the epoch-photometry table published in DR3, to illustrate the differ-
ences in that instrument. It also includes the fits to G using Eq. (4) (pair
model) and Eq. (5) (sinusoidal model). The bottom panel shows the
image reconstructed by SEAPipe, with dashed grey circles at increas-
ing radii in steps of 250 mas from the image centre. See text for further
details.

Eq. (4) performs significantly better. These models seems to pro-
vide better fits on photometry than on the IPD GoF, although
ipd_gof_harmonic_amplitude typically provides a reliable
indication of scan-angle-dependent astrometric signals for the
source. Combined with ipd_frac_multi_peak, it is a quite
powerful tool for detecting extended sources or multiple point-
like sources. In addition to these published quantities, Eq. (4)
seems to provide very interesting fits in case of moderate sepa-

Fig. 8. SourceID 382074694311961856: Scan-angle signatures (top and
central panels) and image reconstructed by SEAPipe (bottom panel)
from a resolved double star with a separation of about 360 mas between
the two components, available as two separate sources in DR3 (only one
of the two sources is shown in the top and central panels). See text and
Fig. 7 for further details.

rations, even allowing us to localise a neighbouring source with
quite some reliability.

To further illustrate the usefulness of these IPD-related pub-
lished parameters, Fig. 10 presents the density plot of the com-
parison of ipd_gof_harmonic_phase with the position angle
for ∼914 000 galaxies measured by the Gaia surface-brightness
profile fitting pipeline of the extended objects processing in
the fourth coordination unit, CU4-EO (Ducourant et al. 2023;
Gaia Collaboration 2023b). The two parameters agree very well
(with a 90◦ shift, as previously explained). Sources that depart
from the dense lines are quasi-circular galaxies for which the
position angle is meaningless.

All G, GBP, and GRP photometry shown in this study is as
published in Gaia DR3 (Riello et al. 2021; Evans et al. 2023)
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Fig. 9. Galaxy LEDA 2112767 (Paturel et al. 2003), sourceID
366951667785042688: Scan-angle signatures (top and central panels)
and image reconstructed by SEAPipe (bottom panel). This galaxy was
published in Gaia DR3 with a moderate ellipticity. See text and Fig. 7
for further details.

(unless otherwise stated). The observations flagged by the
variability analyses of Eyer et al. (2023) were rejected, that
is, observations with variability_flag_g_reject= true in
the epoch-photometry time-series data.

3.2. Scan-angle-dependent signals in the blue and red
photometer instruments

The BP and RP instruments measure a low-resolution spectrum
(R ∼ 60) in the blue [300−700] nm and red [600−1100] nm part
of the spectrum. For a detailed description of the instrument, we
refer to Sect. 3.3.6 of Gaia Collaboration (2016). The integration
of the flux within the window (aperture photometry) in the two
photometers generates the GBP and GRP magnitudes. Because no
LSF or PSF fitting is involved to process the data, it is less likely
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Fig. 10. Comparison of the position angle of extended galaxies mea-
sured with Gaia data with the ipd_gof_harmonic_phase parameter.

Fig. 11. Example of two sources causing blended spectra in some of the
observations. The rectangular shapes show the footprint of the observ-
ing window for real transits over one of the two sources. In the transits
highlighted in green, the secondary source is located beyond the win-
dow, while both sources are inside the window for grey transits. The
dispersion direction is along the major side of the observing window.

to introduce scan-angle-dependent model errors due to subtle
LSF or PSF mismatches. However, scan-angle-dependent model
errors can still be introduced through blending because the BP
and RP spectra are acquired with windows that are much wider
than those used for the AF observations in the AL direction, with
a length of 60 pixels, corresponding to ∼3.5′′. This means that
more blending is expected to occur in BP and RP than in G,
especially in crowded regions. How strong the crowding effect
is depends on the separation between sources, but also on the
scan angle, as the amount of flux from the blending source will
vary depending on the mutual position of the sources and the
scanning direction. An example is shown in Fig. 11.

The GBP and GRP magnitudes are calculated by integrating
the respective spectra, and because no deblending correction has
been applied in DR3 yet, they can be affected by crowding. In
Sect. 6 of Riello et al. (2021), the corrected BP and RP flux
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Fig. 12. Examples of crowding effects on the photometry for six
sources, each with a different colour. From top to bottom, we show the
epoch-corrected flux excess C∗ as a function of epoch G, GBP, and GRP.
Sources shown as crosses were estimated as crowded in every BP/RP
transit. Sources shown as diamonds were estimated as crowded in only
a few transits.

excess C∗ for the photometry was defined. C∗ is a consistency
metric for the mean photometry, and it depends on the G, GBP,
and GRP fluxes and the colour. We have computed the equiva-
lent C∗ from epoch photometry. Figure 12 shows some exam-
ples of the variation in epoch-flux excess C∗ as a function of the
epoch photometry. In some cases (green crosses and yellow dia-
monds), C∗ correlates with G, but it does not depend on GBP and
GRP: here the two sources are close enough that every BP and RP
transit contains the flux of both sources, while the amount of flux
in the AF varies with the scan angle. In the other cases, GBP and
GRP are instead correlated with C∗, indicating that the amount
of flux in BP/RP varies with the scan angle, while in G, the two
sources are distant enough to prevent contamination, and G is not
affected or it is affected only negligibly. The crowding evaluation
was carried out in the BP/RP processing, and the crowding sta-
tus in the plots is relevant only for those instruments. While the
examples represent only a handful of cases, the bottom panel of
Fig. 19 in Riello et al. (2021) shows this effect in a more global
way: The corrected BP and RP flux excess with the colour of
the sources colour-coded by blend probability clearly shows that
C∗ is closer to zero (indicating good and consistent photometry)
when the blend probability is lower than 20%.

The examples in Fig. 12 show that sources can be strongly
correlated between the epoch-corrected flux excess C∗ and pho-
tometric G, GBP, and GRP. We quantify this correlation using

three Spearman correlations: rexf,G, rexf,BP, and rexf,RP, as detailed
in Sect. 6.2 and published with this paper for all sources with
published photometric time series in Gaia DR3 as described in
Appendix A.

3.3. Radial velocity spectrometer

The radial velocity spectrometer (RVS; Cropper et al. 2018) pro-
duces high-resolution spectra (R ∼ 11 500) of sources between
845 and 872 nm. The light of sources observed by the RVS is
dispersed (0.0245 nm pixel−1) by a grating plate, resulting in a
spectrum that spreads over about 1100 pixels in the AL direction,
corresponding to 65 arcsec. The RVS focal plane is composed of
12 CCDs arranged in four rows.

The wavelength range of RVS spectra contains, amongst
other possible lines, the calcium triplet, which allows measur-
ing the radial velocity for a wide range of stellar types. The RVS
instrument is aimed to estimate the mean radial velocity (RV) at
the end of the mission for basically all stars up until GRVS ∼ 16,
and to provide time-series RV data up until GRVS . 13.

3.3.1. Scan-angle-dependent signals in RVS data of
astrometric binaries

The RVS does not have any internal calibration source to per-
form a wavelength calibration of individual spectra. The wave-
length values are associated with each sample of a spectrum,
assuming that the wavelength is a polynomial function of the
field angles (η, ζ) of the source, that is, the position of the source
in the FoV reference system (FoVRS; see Lindegren et al. 2012,
for the definition of this reference system), at the time at which
the sample crossed the fiducial line of the CCD. The coefficients
of the above function are quantities that evolve slowly in time,
and they are determined using the observations of bright stars
with known radial velocity (see Sartoretti et al. 2018, for more
details).

In the RVS DR3 processing, the field angles of the observed
source are computed from the single-star astrometric parameters
determined by AGIS (Lindegren et al. 2012). If the real position
of the source in the FoVRS is different from the predicted posi-
tion, the wavelength associated with the spectrum samples will
be incorrect. This mismatch can be due either to a problem in
the AGIS astrometric parameters of the source or to the astro-
metric motion along the Keplerian orbit of the star in the case
of an astrometric binary. Because the RVS dispersion occurs in
the AL direction, the effect of a mismatch in the position is at
first order proportional to ∆η, that is, the displacement projected
on the AL direction. The effect on the epoch radial velocity (that
is, the difference between the measured and the real RV) will be
∆RV = −0.146 · ∆η, with ∆RV in km s−1, and ∆η (in mas) being
the difference between the real and the assumed η value.

An example of the effect of the astrometric orbit on the epoch
RV of an astrometric binary, Gaia DR3 6631710606341412096,
is shown in Fig. 13. The AstroSpectroSB1 solution of this
source has an orbit with period of 937.0 days, a semi-axis a0 =
11.79 mas, and a parallax of 25.98 mas. See Gaia Collaboration
(2023a) for the description of non–single–star (NSS) solutions.
In the top panel of Fig. 13, we show the position of the source
on the sky in the reference system moving with Gaia, as pre-
dicted from the AGIS single-star astrometric solution, com-
pared with the position predicted when the astrometric orbit is
included. The bottom panel shows the epoch RV data, folded
in phase, as provided by the DR3 pipeline (blue dots), and the
data corrected for the displacement (in red), compared with the
AstroSpectroSB1 solution.
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Fig. 13. Example demonstrating how insufficient astrometric modelling
leads to incorrect RV determinations. Top panel: motion of Gaia DR3
6631710606341412096 on the sky with respect to its reference position
in the reference system moving with Gaia, as predicted from the five-
parameter single-star AGIS solution (solid blue line), compared with the
position predicted by the NSS AstroSpectroSB1 solution (dot-dashed
red line), which included the Keplerian orbit. Circles show the positions
at which the epoch RV were measured, and the arrows show the scan-
ning direction at the epoch. Bottom panel: RV data, folded in phase, as
provided by the DR3 pipeline (blue dots) and the data corrected for the
displacement (in red), compared with the radial velocity predicted by
the AstroSpectroSB1 solution (green line).

The bottom panel of Fig. 13 shows that the effect of the
astrometric orbit on the epoch RV (not published in Gaia DR3)
can, as a consequence, produce an NSS solution that is not
fully correct. In the case of Gaia DR3 6631710606341412096,
which was chosen from those in which the effect is strongest,
the semi-amplitude of the RV curve is certainly affected, but not
dramatically so. The semi-amplitude is the most affected spec-
troscopic orbital parameter, but the eccentricity (and the argu-
ment of periastron) might also be sensitive. However, the spec-
troscopic values are certainly not predominant in the combined
orbital solution; the dominant constraints always come from the
astrometry.

It should be noted that this effect is weaker than the
epoch RV errors for the vast majority of the astrometric bina-
ries detected by Gaia, and it is relevant only for nearby and
bright astrometric binaries with a large semi-axis orbit. Using
the orbit semi-axis from the published non-single star (NSS)
Orbital and AstroSpectroSB1 solutions as estimate of the
maximum expected ∆η, we found that 1876 sources with
AstroSpectroSB1 and 1024 sources with Orbital solutions

have an effect on the epoch radial velocity that is stronger than
the mean of epoch RV errors. The means of epoch RV errors
are not published in Gaia DR3. A correction of this problem is
planned for the next release.

3.3.2. Scan-angle-dependent signals in RVS data of
non-point-like sources

The second situation in which the epoch radial velocities of a
source receive a spurious signal that depends on the scan angle
is when the source is a resolved or partially resolved binary or
double star. The meaning of resolved or partially resolved is dis-
cussed in Sect. 3.1.2.

If the onboard software is not able to distinguish the two stars
composing the source, a single window is generated when the
source is observed. In this case, the RVS pipeline is not able to
deblend the overlapping spectra of the two components, and the
spectra will be processed as if it were a single star.

The absorption lines of the two components in the pro-
cessed spectra will appear shifted in wavelength with respect
to their expected position, proportionally to the displacement
with respect to the predicted position in the FoVRS, projected on
the AL direction, according to the relation ∆RV = −0.146 · ∆η
described in the previous section.

The RVS pipeline includes an implementation of an algo-
rithm similar to the two-dimensional correlation technique,
TodCor (Zucker & Mazeh 1994; Damerdji et al., in prep.) to
identify double-lined spectra. As described in Damerdji et al.
(in prep.), the algorithm has limits: When the source is fainter
than GRVS = 11, or when the faintest component is more than
five times fainter than the primary, or when the RV separation
between the lines of the two components is below 15 km s−1, the
RVS pipeline is unable to identify the spectrum as double lined.

When the blended spectra are not detected as double lined
and the two components have similar radial velocities (for exam-
ple, as expected in wide binary systems), the blending will result
in a shift of the position of the centroid of the absorption lines.
This will generate a radial velocity signal that is proportional to
the separation projected on the AL direction. The spurious signal
will be

∆RV ∼ K cos(ψ − θ), (2)

where the semi-amplitude K depends on the separation, the lumi-
nosity ratio, and the respective spectral types, while ψ and θ are
the scan angle and the position angle of the secondary, respec-
tively. Because the scanning angle has the same periodicity as
the spacecraft precession, this will generate spurious NSS SB1
solutions with a similar period, as noted in Gaia Collaboration
(2023a).

An example of a spurious SB1 solution due to a resolved
binary is Gaia DR3 5648209549925093504. This source, as
revealed by SEAPipe preliminary results shown in the top panel
of Fig. 14, is composed of two stars that are separated by
about 300 mas. This source has ipd_frac_multi_peak= 90
and ipd_gof_harmonic_phase= 66.4◦. As explained in
Sect. 3.1.3, we obtain a position angle θ ∼ ipd_gof_
harmonic_phase − 90◦ = 336.4◦, which agrees well with what
is seen in the SEAPipe image.

The middle panel shows the epoch RV data, folded in phase,
compared with the published SB1 solution. In the bottom panel,
the epoch RV data, folded with the scan angle, are compared
with the RV predicted by Eq. (2), and with K equal to the semi-
amplitude of the SB1 solution. The measured RV variability is
well reproduced by the scan-angle effect. This proves that this is
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Fig. 14. Top panel: image of the source Gaia DR3
5648209549925093504 produced by SEAPipe. Middle panel: RV
data of Gaia DR3 5648209549925093504, folded in phase, as provided
by the DR3 pipeline (black dots), compared with the SB1 solution
provided in DR3 (blue line). Bottom panel: RV data as a function of
the scan angle ψ, compared with a sinusoidal signal as predicted by
Eq. (2).

a spurious SB1 solution. An algorithm that can identify spurious
solutions like this is planned for the next release.

When the TodCor algorithm identifies the spectra as dou-
ble lined, the source might be identified as a double-lined spec-
troscopic binary (SB2) by the NSS pipeline, with a period near
the precession period. We found no spurious SB2 solution in the
DR3 data.

Fig. 15. Spectrum of Gaia DR3 2006840790676091776, contaminated
by the nearby source Gaia DR3 2006840790679122688 recorded in a
transit. The solid vertical red lines show the real position of the Ca ii
triplet lines of Gaia DR3 2006840790676091776, and the dot-dashed
green lines show the position of the same lines as found by the pipeline.

3.3.3. Scan-angle-dependent signals in RVS data due to
contamination

A third type of scan-angle-dependent signal is introduced by
the contamination of a spectrum with the light from a nearby
source (see Seabroke et al. 2021; Boubert et al. 2019). The RVS
pipeline for DR3 (Katz et al. 2023) contains a deblending algo-
rithm (described in Seabroke et al. 2021) that treats the case of
overlap of windows of two (or more) sources. When a source
is bright enough, however, its light can contaminate the spectra
of nearby fainter stars even if their windows do not overlap. As
discussed in more detail in Katz et al. (2023), the RVS pipeline
for DR3 is not able to identify such cases. During the DR3 val-
idation phase, a method was identified to filter out these cases,
although it was only applied to the mean radial velocity. The
epoch RVs of some contaminated stars were instead processed
in the NSS pipeline, generating occasionally spurious SB1 solu-
tions. One example is Gaia DR3 2006840790676091776, which
is a G = 11.18 source that is contaminated by Gaia DR3
2006840790679122688 (G = 3.86) at 31.9 arcsec.

In Fig. 15 we show the spectrum of Gaia DR3
2006840790676091776, recorded in one of the contaminated
transits. At wavelengths shorter than 859 nm, the spectrum is
dominated by the light of the contaminating bright source Gaia
DR3 2006840790679122688. The shoulder at 859 nm corre-
sponds to the red limit of the transmission band associated with
the contaminating source (and thus shifted by some 12 nm here).
The solid vertical red lines show the real position of the Ca ii
triplet lines of Gaia DR3 2006840790676091776. The presence
of the Ca ii 866.452 nm from the bright contaminating source
(thus also shifted) near the Ca ii 854.444 nm line of the con-
taminated source produces a peak in the cross-correlation func-
tion when the spectrum is compared with the template (see
Sartoretti et al. 2018, for details about the RV derivation), result-
ing in an incorrect RV.

4. Spurious periods in Gaia data

4.1. Observed period structure

A clear feature observed during the data processing for
Gaia DR3 is that specific periods are identified much more
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Fig. 16. Period distributions of (largely unpublished) Gaia data to show the diversity and (dis)similarities of various peak locations and amplitudes.
See also Figs. 22–24 for comparison with period search results on simulated scan-angle signals that qualitatively reproduce these peaks.

Fig. 17. Distribution of false-alarm probabilities of the two photometric samples shown in Fig. 16, illustrating the highly significant nature of most
of the spurious periods.

frequently than others. This is illustrated with several public
and non-public data sets in Fig. 16. The first set (top panel) is
drawn from a (unpublished) sample of about 1.6 million sources
that were selected by randomly sampling from the full range
of magnitude in the G-band photometric data, with an upper
limit of 6000 objects per 0.05 mag interval, and then by fil-
tering out sources with fewer than five FoV transits in the G
band and those without any measurement in both GBP and GRP.
They were then processed by the default variability pipeline
of Eyer et al. (2023), in which only sources were selected that
passed a general variability test. An unweighted periodogram
was then made using generalised least-squares (Heck et al. 1985;
Cumming et al. 1999; Zechmeister & Kürster 2009) (an exten-
sion of the Fourier periodogram on unevenly sampled data that

is independent of the mean of the data), followed by a refine-
ment of the period with the highest power using an unweighted
multi-harmonic modelling step. The periodogram was computed
between 25 cycles day−1 (about 1 h) and 7 × 10−4 cycles day−1

(1700 d), with a step size of typically 10−5 cycles day−1. We only
display the 73 k sources with periods in the range 10−500 d in
which most of the easily identifiable spurious peaks appear.

The second set (middle panel) is extracted from the public
photometry published as part of the Gaia Andromeda photomet-
ric survey (GAPS; Evans et al. 2023). Periods and false-alarm
probabilities are provided in Appendix A. The same process-
ing and selections as for the first set were applied, resulting
in 38 k sources with periods in the range 10−500 d, as shown.
For the first and second dataset, we show in Fig. 17 the Baluev
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false-alarm probability (FAP; Baluev 2009). The FAP shows that
a significant fraction of the peaks is highly significant. As a result
of the initial blind source selection, both sets will contain a mix
of truly photometric variable objects and spurious variables (for
example galaxies and close pairs) due to induced scan-angle-
dependent signals or other disturbances in the Gaia data. Most
sources of each data set will not exhibit any (periodic) variability
at all, however.

In Fig. 16, the third set (bottom panel) is a set of 1.8 mil-
lion unpublished astrometric orbital solutions produced by the
exoplanet pipeline on a set of stochastic sources (for details, see
Sect. 5.1.1 of Holl et al. 2023).

As already illustrated by the vertical period-lines in Figs. 16
and 17 and in the figures in following sections, the positions of
the main peaks are approximately centred on periods P [d],

365.25/P = m 5.8 + n, where m and n are small integers, (3)

where 5.8 cycles yr−1 (about 63.0 d) is the precession frequency
of the spin axis around the Sun during the nominal scanning
law discussed in Sect. 2. The symbol n marks the number of
cycles yr−1. In clearly identifiable peaks (in the marked range
above 13 days), n varies from about −3 to 5. m marks the number
of cycles per precession period, which starts at 0 and increases
towards shorter periods (only illustrated until m = 4, but contin-
uing beyond).

The strength and significance of the peaks significantly
depends on the ecliptic latitude, which explains the difference
between the top two panels of Figs. 16 and 17. This is explored
in detail Sect. 5.4 and in the associated sky plots in Appendix C.

4.2. Interpreting the period peak structure

As remarked in Lebzelter et al. (2023), this structure might be
interpreted as some sort of aliasing of the combined periodic-
ities. However, the term aliasing is misleading because in this
case, the signal consists of a frequency in the scan-angle domain
that is mapped onto the time-domain through a sky-position-
dependent transformation encoded in the NSL, in contrast to
the usual aliasing (the sample aliasing), where a true frequency
in a frequencygram is distributed over different frequencies due
to a convolution with a specific window function. A full anal-
ysis of the origin of Eq. (3) and the resulting prevalence of
expected frequencies is beyond the scope of this paper, but it
might be thought of as the combined effect of different harmon-
ics of the yearly and spin-axis period of the satellite, where the
power in the harmonics comes from the deliberate non-integer
fraction of cycles per year of the precession frequency, to ran-
domise both scan-angle orientations and observation times. In
addition, lower-order perturbations come from the non-constant
precession phase-rate discussed in Sect. 2.1, which is also
further complicated by the slightly elliptical orbit around the
Sun.

These same period locations relate to expected variations in
the selection function of photometric periodic sources and astro-
metric orbits and in the derived-parameter biases (see for exam-
ple Lindegren 2022; Penoyre et al. 2022), which undoubtedly
also affect the shown samples. They are part of the expected fea-
tures of the data sampling and adopted source model parametri-
sations, however, which is not the subject of this particular study
and thus is not discussed further in this paper. We do not show
the period distribution below 10 d (which is only an aesthetic
choice to focus on the clearest longer-period peaks), but photo-
metric spurious peaks from scan-angle-dependent signals have
been identified down to much shorter periods, and thus higher

m. For example, about 1000 galaxies that were misclassified
as RR Lyrae stars with periods of about 0.3 d were already
identified in Gaia DR2 data (see Table C.1 of Clementini et al.
2019).

5. Simulated scan-angle signals and spurious
periods

We start in Sect. 5.1 to numerically simulate the expected
scan-angle-dependent bias signal in the photometric magnitudes
and astrometric AL-scan centroids of the sources, mimicking
those introduced through the mechanisms explained in Sect. 3.
Next we provide analytical expressions for these bias signals in
Sects. 5.2 and 5.3, respectively. Finally, in Sect. 5.4, we use har-
monic decompositions of these analytical expressions to simu-
late how they propagate in the derived photometric period and
astrometric (orbital) parameters when left unmodelled (as is the
case for Gaia DR3), and compare them qualitatively with the
observed distributions in Gaia data introduced in Sect. 4.1.

5.1. Numerical simulation of the scan-angle bias

We made a simple numerical simulation of the observation of
two close sources in different scan directions in order to deter-
mine how much the observed position and magnitude of the
brighter source is biased by the presence of the fainter neigh-
bour. The simulation was noise free and used a realistic LSF,
and it assumed the data processing does not suppress the signal
from the fainter source. We simulated five different separations
(10, 50, 100, 200, and 400 mas) and two different magnitude dif-
ferences (0.5 and 2.5 mag). The result is shown in Fig. 18 for
the observed magnitude and in Fig. 19 for the observed position.
We note that the dependence on scan angle has a similar over-
all appearance for both magnitude differences, but the amplitude
strongly depends on this difference.

When scanning at 90◦ relative to the position angle of the
pair, the two images will overlap and we obtain the brightest flux
in photometry and no effect in position. As the scan angle moves
away from 90◦, the effect in flux diminishes and more rapidly
so for the larger separations. In position, the effect is strong as
long as the two images partly overlap, and it then diminishes.
The positional biases shown in Fig. 19 represent the offset in the
scan direction from the position of the brighter component. In
practice, for a source pair separated by less than about 50 mas,
the observed position will represent the photocentre, and the
variation with scan angle in the observed position with respect
to the photocentre will be much smaller than the variation with
respect to one of the components. For large separations, the data
processing will detect the fainter source as soon as the rela-
tive scan angle is sufficiently far from 90◦ and will reduce its
influence. The observed position will therefore not be quite as
strongly affected as the figure may suggest. Depending on how
observations are distributed in time and in position angle, the
biased positions will distort the astrometric solution differently.
The astrometric residuals with respect to this distorted solution
will therefore not have the simple form shown in the figure, and
this is further discussed in Sect. 5.3.

5.2. Analytical expression for photometric bias

It is clear from Fig. 18 that we can expect a star pair to pro-
duce a significant variation in the observed G magnitude with
scan angle. The form and phase of this variation will strongly
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Fig. 18. Simulation of the magnitude bias, ∆G, for the brighter compo-
nent of a close source pair for five different separations and as a function
of the difference between the position angle of the scan and the position
angle of the fainter component. The magnitude differences in the top
panel are 0.5 mag and in the bottom panel 2.5 mag.

depend on the separation, the magnitude difference, and the posi-
tion angle of the source, so that we can even estimate these three
parameters from the light curve, except for a 180◦ ambiguity in
position angle. On the other hand, following Sect. 3.2, for GBP
and GRP, we do not expect a significant scan-angle dependence
as long as the separation is small enough for the spectra of the
two sources to be contained within the observing window.

We obtain a crude representation of the simulated variation
of the observed magnitude with scan angle from the following
expression, which is inspired by the discussion in Lindegren
(2022):

G(ψ) = Gp + g exp

−1
2

(
ρ cos(ψ − θ)

b

)2 , (4)

where
– Gp is the magnitude of the primary component,
– g = −2.5 log(1 + 10−0.4(Gs−Gp)),
– Gs is the magnitude of the secondary component,
– ρ is the angular separation of the pair,
– θ is the position angle of the secondary,
– ψ is the position angle of the scan, and
– b is a measure of the width of the LSF.

This can only serve as a first approximation. The problematic
quantity is the width, b, which takes lower values for larger mag-
nitude differences, where the secondary only has a small effect on
the image shape. For the simulations shown in Fig. 18, values of
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Fig. 19. Simulation of the positional bias for the brighter component of
a close source pair for five different separations and as a function of the
difference between the position angle of the scan and the position angle
of the fainter component. The magnitude differences in the top panel
are 0.5 mag and in the bottom panel 2.5 mag.

b = 74 mas and b = 90 mas are representative for the larger and
smaller magnitude difference, but we expect that higher values are
needed for the actual observations. We have used b = 100 mas in
the fits shown in Figs. 7–9 and tabulated in Table 1.

We note that the fundamental frequency of Eq. (4) is at twice
the scan angle (as seen next in Eq. (5)) and that higher harmon-
ics are implicitly constrained to even multiples of the scan angle.
This is a relevant observation when the propagation of this bias
signal into a period-detection algorithm is simulated in Sect. 5.4,
where we sample several harmonic components separately. It is
important to point out that we adopted the simplified assumption
that the position angle does not significantly change over the
mission duration and thus can be considered constant. Taking
changing position angles into account would cause non-trivial
distortions of the induced signal that are beyond the scope of
this work.

Photometric bias model at small separations

For small separations relative to the LSF width, the expression in
Eq. (4) can be approximated with the sinusoidal expression that
was introduced in Eq. (1) to fit the natural logarithm of the IPD
goodness of fit, which is therefore also adequate for modelling
the affected G photometric signal,

G(ψ) = c0 + c2 cos 2ψ + s2 sin 2ψ, (5)

where
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red line) that will propagate into a position bias. Bottom panels: residuals of the cosine fit (magenta line) that can bias other source parameters.
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Fig. 21. Same as Fig. 20, but for a flux ratio f = 2.8 × 10−3 (∆G = 6.38), corresponding to the mass ratio q = 0.23 of a typical binary.

– c0 = Gp + g − 1
4g

ρ2

b2 ,

– c2 = − 1
4g

ρ2

b2 cos 2θ,

– s2 = − 1
4g

ρ2

b2 sin 2θ.
From these coefficients, we find

– θG = 1
2 atan(s2, c2) (+180◦),

– aG = − 1
4g

ρ2

b2 =

√
c2

2 + s2
2,

where aG is the amplitude of the magnitude variation.
We note that for a given amplitude of the sinusoid, the bright-

ening in magnitude, g, from adding the secondary source is
inversely proportional to the square of the separation.

5.3. Analytical expression for astrometric AL-scan bias

A detailed study of the astrometric bias and its effect on detection
of astrometric binaries can be found in Lindegren (2022), from
which we adopt the analytical expression for the astrometric AL-
scan bias relative to the barycentre (their Eq. (12)),

δη =



(
f

1 + f
− q

1 + q

)
∆η if |∆η/u| ≤ 0.1,

uB( f ,∆η/u) − q
1 + q

∆η if 0.1 < |∆η/u| ≤ 3 − f ,

− q
1 + q

∆η if 3 − f < |∆η/u|,

(6)

with f and q the flux and mass ratio, respectively, in the sense
fainter divided by brighter. The bias is primarily a function of
the projected AL separation ∆η = ρ cos(ψ−θ), with ρ the binary

separation and θ the position angle of the binary. B( f , x) is the
dimensionless anti-symmetric bias function (that is, B( f ,−x) =
−B( f , x)) introduced in their Appendix E, and u = 90 mas is
the resolution unit of the instrument. In Fig. 20 we illustrate the
shape of the δη AL-scan bias as a function of the scan angle for
a fixed-orientation binary (P � 5 y) with θ = 0◦, mass ratio
q = 0.9, flux ratio f = 0.656 (∆G = 0.46), and separations vary-
ing between 100 and 400 mas. We are assuming f = q4 for non-
giant binaries (Sect. 2.2, Lindegren 2022). Now, we consider the
propagation of this signal into the astrometric source parame-
ters. To first order, this signal (shown as the blue line in the top
panels) is proportional to cos(ψ), which will be absorbed as a
position bias (see Eq. (13) of Lindegren 2022), with the offset
being the signal amplitude, and the direction determined by the
position angle. The residual of this cosine signal (magenta line
in the bottom panels) will be available to propagate into, and
thus bias, other astrometric parameters, as we further examine
in Sect. 5.4. These residual signals are usually of much smaller
magnitude and are nearly proportional to cos(3ψ), while even
higher odd harmonics appear for greater separations. We note
that in Eq. (6), all harmonics are implicitly constrained to odd
multiples of the scan angle. For completeness, we also show in
Fig. 21 the bias signal induced by a typical binary with a mass
ratio of q = 0.23 (Duquennoy & Mayor 1991) and a flux ratio of
f = 2.8 × 10−3 (∆G = 6.38).

5.4. Propagation of bias signals into derived parameters

In this section, we explore how a photometric bias signal as in
Eq. (4) and an astrometric AL-scan bias signal as in Eq. (6)
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Table 2. Simulated harmonics for studying bias propagation in photo-
metric G band and astrometric AL-scan bias signals based on the har-
monic decomposition of Eq. (7).

k Signal Notes

1 Astro Dominant astrometric bias signal,
fully absorbed as position offset.

2 G-band Dominant photometric bias signal (Eq. (5)),
fit exported in Appendix A for many sources.

3 Astro First harmonic of astrometric bias signal;
dominant signal for other parameter biases.

4 G-band First harmonic of photometric bias signal.
5 Astro Second harmonic of astrometric bias signal.
6 G-band Second harmonic of photometric bias signal.
7 Astro Third harmonic of astrometric bias signal.

propagate into derived parameters such as the derived (orbital)
period. Although the two equations look rather different, we have
already identified in their originating sections that they can be
decomposed into harmonics of even and uneven multiples of the
scan angle, respectively, with the highest power usually residing
in the lowest harmonic, as listed in Table 2. A generic expression
for this harmonic decomposition is

b(ψ) = c0 +
∑

k

ck cos kψ + sk sin kψ, (7)

with k =

{
even: photometric bias [mag]
odd: astrometric AL-scan bias [mas]

and ak =

√
s2

k + c2
k .

Because a full exploration of the parameter space of the orig-
inal photometric Eq. (4) and astrometric Eq. (6) biases is beyond
the scope of this study, we instead assess the properties of their
propagated biases by simulating the noiseless scan-angle bias
signal represented by each k individually, and qualitatively com-
pare this to observed distributions of Fig. 16. We do this by
simulating the signal for sources on a uniformly HEALPix sky
grid for 20 uniformly spread position angles to obtain an impres-
sion of the general all-sky response. For photometry, we used a
HEALPix grid level of 6 (∼49 k positions with a granularity of
about 0.92′), leading to about one million simulations for each
even k, and in astrometry level 5 (∼12 k positions with a gran-
ularity of about 1.8◦), leading to ∼250 k simulations for each
uneven k. To simulate the GAPS data, we simply analysed the
subset of 113 level 6 HEALPix pixels within the defined 5.5◦
radius around the Andromeda Galaxy (that is, 2260 simulations
for each even k).

Because we compared our simulations with the observed
data samples introduced in Sect. 4.1, the representability for the
two all-sky samples might be enhanced by weighting the out-
put of our uniform all-sky simulation as function of the expected
sky density. We avoided adding this complexity (and choice of
prior) because the result already represents the data very well, as
shown in the following sections.

In these simulations, we made the important implicit
assumption that the (main) source of scan-angle-dependent sig-
nals arises because (close) pair stars around the resolving limit of
Gaia have a fixed position angle on the sky for the duration of the
Gaia mission data. For galaxies, we showed in Sect. 3.1.3 that
their photometric signal is similar to that of unresolved star pairs

(with a shift of the phase at which their scan-angle-dependent
bias signal peaks), and thus they are equally well included in
this simulation. The astrometric signal for galaxies has not been
studied yet, but generally, the astrometric signal of galaxies is
not well represented by a five-parameter model and ends up as a
two-parameter solution.

5.4.1. Propagation of the photometric bias signal into period

To derive the most dominant photometric period generated by
the noiseless photometric scan-angle bias signal, we used the
same generalised least-squares method as discussed in Sect. 4.1,
but now with a lower period limit of 1 d and no further mod-
elling or frequency refinement. Changing the maximum fre-
quency from 25 cycles d−1 to 1 speeds up the computation dra-
matically, while spurious peaks induced by scan-angle signal
below 1 d occur infrequently. We only inspected periods longer
than 10 d. The periodogram is insensitive to any offset because
it is fitted as part of the method, and thus c0 of Eq. (7) was set
to zero. This fit remained unweighted because we studied the
propagation of a noiseless signal.

The top panel of Fig. 22 shows the observed Gaia period
distribution of the unpublished all-sky sample introduced in
Sect. 4.1. This histogram is in linear scale, compared to log scale
in Fig. 16. The three panels below show the period distribution
of our simulations in the range 10−500 d for k = 2, 4, and 6,
as listed in Table 2. Although our simulations were not adjusted
for the observed sky-distribution differences, the match with the
k = 2 simulation is already strikingly good. We recall that this
is (equivalent to) the small separation model of Eq. (5), which
suggests that the vast majority of observed photometric spurious
periods is due to close pairs with a fixed position angle on the
sky. The propagation of the peaks for models with k = 4 and 6
shows that specific period peaks are additionally enhanced when
the photometric scan-angle bias signal has higher harmonics
(especially around 31.5 d), as is the case when the pair is partially
resolved (Eq. (4)). We note that propagating the harmonics
separately is not equivalent to propagating a multi-harmonic
model itself, but it will highlight the type of periods that would
become dominant in the periodogram if the harmonic itself were
to become the dominant component of the bias signal, which
is thought to be sufficient for the qualitative comparison we
make.

To examine in more detail whether our simulated peaks are
related to the observed peaks, we plot the position of some of
the peaks of Fig. 22 on the sky and compare them with the
observed sky distributions, as provided in Appendix C. In addi-
tion to the underlying density variations, the detection regions
on the sky agree well. The main exception is probably the
observed 182 d peak sky distribution, which appears to be not
fully reproduced by our model. It might contain contributions
from another calibration effect. The colour-coding also clearly
shows that for |β| < 45◦, the peak detection generally occurs in
a relatively small fraction of the 20 sample phase steps, which
is consistent with the predictions of Sect. 2.1 based on the non-
uniformities in the scan-angle distribution closer to the ecliptic
plane.

For the public GAPS sample, which was processed in the
same way as the all-sky sample, we extracted the simulated data
for the 113 HEALPix level 6 pixels within a 5.5◦ radius from the
Andromeda galaxy (for details about the GAPS sample selec-
tion, see Evans et al. 2023). The result is shown in Fig. 23. This
sample is centred around ecliptic latitude 33.4◦ and thus is well
within the region of |β| < 45◦, in which the more irregular
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Fig. 22. Comparison between the unpublished observed period distribution of an all-sky photometric sample (top panel, red line, same as top
panel of Fig. 16) and that predicted by our noiseless sampled bias model of Eq. (7) for different scan-angle harmonics k (purple lines in following
panels). See Figs. C.2 and C.3 for ecliptic sky maps and Figs. C.4 and C.5 for spurious-period-folded time series of the most prominent peaks.
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Fig. 23. Same as Fig. 22, but for the published GAPS photometry. The top panel (orange line) shows the same data as in the second panel of
Fig. 16. The green circles in Figs. C.2 and C.3 show ecliptic sky maps of the most prominent peaks.

scan-angle sampling occurs (see Sect. 2.1). The k = 2 simulation
shows that the same location is generally obtained for the four
highest peaks, even though the relative period distribution is not
exactly reproduced. A k = 4, the 31.5 d peak might additionally
be boosted by this harmonic, but we do not seem to predict the
same level of boosting of the 53.7 d period as seen in the obser-
vations. Our simple simulations clearly cannot account for all
detailed features, but even for such a specific sky location, it is
satisfying that we detect the dominant features well.

5.4.2. Propagation of the astrometric bias signal into
astrometric orbit

To derive the most dominant astrometric period generated by a
noiseless astrometric scan-angle bias signal with an amplitude of
1 mas, we ran the genetic orbit-fitting algorithm described in the
Gaia exoplanet pipeline (Holl et al. 2023) and retrieved the best-
fitting Keplerian orbit. Similarly to the photometry, we simulated
the response of one harmonic at a time. As listed in Table 2, these
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Fig. 24. Comparison between the unpublished period distribution of an all-sky astrometric orbit sample (top panel, blue line, same as the bottom
panel of Fig. 16) and that predicted by our fits to the noiseless sampled bias model of Eq. (7) for different scan-angle harmonics k (purple lines in
the following panels). See Figs. C.6 and C.7 for ecliptic sky maps of the most prominent peaks.

are the uneven k, starting with k = 3, and shown here until k = 7.
We note that the adopted model of Eq. (6) does not contain an
offset. We therefore set c0 = 0 for all simulations.

The top panel of Fig. 24 shows the observed Gaia period dis-
tribution of the unpublished all-sky stochastic sample introduced
in Sect. 4.1. The three panels below show the period distribution
of our simulations in the range 10−500 d for k = 3, 5, and 7, as
listed in Table 2. The k = 1 simulation results in an orbital ampli-
tude of zero because the signal is fully absorbed in the position
offset. Even though our simulations were not adjusted for the
observed sky-distribution differences, the match with the k = 3
simulation is promising. It contains most of the significant peaks
seen in the observational data. Adding k = 5 appears to enhance
the correctly identified peaks to better match the observed sam-
ple. The k = 7 simulation appears to enhance peaks that are
generally not in the observed sample, however, and it might well
be that this harmonic usually has very low power in the astro-
metric scan-angle bias signal because the companions are suf-
ficiently well separated (and are bright enough) to be resolved
individually by Gaia. This relation between higher harmonics
and larger companion separation is illustrated in Figs. 20 and 21.
In the same way as for the photometry, we plot the position of
some of the peaks of Fig. 24 on the sky and compare them with
the observed sky distributions, as provided in Appendix C. The
observed and predicted location of the specific spurious periods
agree well in general.

To further assess the qualitative similarity of the simula-
tions with the observed data, we additionally plot the period-
eccentricity diagram in Fig. 25 (which has previously been
shown in Fig. 18 of Holl et al. 2023). The overall spread of the
eccentricity over the full 0−1 range in the observed data is well
reproduced by our simulations (again k = 3 and k = 5 match
best).

Additionally, we assess the fitted semi-major axes in Fig. 26,
which for orbital fits to Gaia observations typically lie between

0.1 and 10 mas (top panel). The following panels (purple data)
show that the 1 mas astrometric scan-angle bias signal is prop-
agated into Keplerian orbital fits with semi-major axes of a few
milliarcseconds, and sometimes even several dozen milliarcsec-
onds. When this scaling relation is applied to the available (resid-
ual) bias signals of Figs. 20 and 21 (magenta lines) that broadly
lie between 0.05 and 20 mas (for q = 0.23 of a typical binary
and q = 0.9 of a near-equal mass binary for separations between
100 and 400 mas), it closely predicts the range of observed semi-
major amplitudes.

Lastly, we similarly verified the significance of the solution
by plotting the distribution of the significance of the semi-major
axes in Fig. 27. The top panel shows that a large fraction of the
orbits is rather significant. This is also predicted by the simula-
tions that are shown in the following panels (purple data).

Just as for the photometric data, all these analyses seem to
suggest that the vast majority of observed astrometric spurious
orbital periods is due to close pairs with a fixed position angle
on the sky. Although our astrometric simulations appear to be
consistent with the data, we would like to caution that the high
degrees of freedom of the fitted orbital model and our simpli-
fied analyses of each harmonic separately might have led to per-
haps (partially) biased predictions. More in-depth analyses of the
impact of astrometric bias signals on astrometric (orbital) mod-
elling is beyond the scope of this paper, but is foreseen to be
studied for Gaia DR4.

Because the offset c0 does matter in astrometry, we also ran
a simulation (not shown) in which we set the offset to 1 mas, that
is, c0 = 1, and the scan-angle dependent part to zero, that is,
ak = 0 for all k. This effectively traces out a circle on the sky and
always results in orbits with a period of 1 yr with an extremely
high orbital significance (>106) and eccentricity of about 0.033.
This is twice that of the Earth’s orbit (which is 0.0167).
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Fig. 25. Same unpublished data as Fig. 24, now showing the period-eccentricity relation.

Fig. 26. Same unpublished data as Fig. 24, now showing the period vs fitted semi-major axis, illustrating that the observed semi-major axes
typically lie between 0.1 and 10 mas (top panel), and showing that the orbital solutions fitted to the noiseless sampled bias model with amplitude
1 mas induce semi-major axes of one to several milliarcseconds (following panels).

6. Detection of scan-angle-dependent signal

With the knowledge that potential scan-angle-dependent sig-
nals might affect the time series of some sources, the obvious
question arises how they might be identified. Because photo-
metric time series are available for a large sample of sources
in Gaia DR3, we provide here several photometric diagnos-
tics, and if they are not yet available in the Gaia DR3 archive,
we publish them in a special archive table (see Appendix A)
for all sources with available photometric time series. Because
scan-angle-dependent signals also exist in astrometric and radial

velocity time series, we are developing related diagnostics for
these data that will be used in Gaia DR4 processing.

In this section, we first introduce two (partially comple-
mentary) correlation statistics: ripd described in Sect. 6.1, and
rexf described in Sect. 6.2. Next we discuss the use of the
small-separation binary model (Eq. (5)) described in Sect. 6.3,
and finally, we describe the (combined) use of available IPD and
other parameters in Sect. 6.4.

We demonstrate the distribution of these statistics for real
Gaia data using the GAPS data set in Fig. 28.
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Fig. 27. Same unpublished data as Fig. 24, now showing the period vs fitted semi-major axis significance, illustrating the highly significant nature
of most of the observed orbits (top panel), and even more so for the orbital solutions fitted to the noiseless sampled bias model with amplitude
1 mas (following panels).

6.1. Correlation with IPD model: ripd

The IPD GoF model Mipd(ψ) of Eq. (1) gives us informa-
tion about the phase (and amplitude) of a potential scan-angle-
dependent signal. In order to quantify how much the G, GBP,
GRP is really affected by a scan-angle-dependent signal, we com-
puted the IPD correlation: ripd. This is the Spearman correlation
between a specific time series (for example G in magnitude) and
the IPD GoF model sampled at the scan angles of the time-series
observations:

ripd = fSpearmanCor

(
{SGi(ψi), Mipd(ψi) | i ∈ 1, . . . ,N}

)
(8)

with S =

{
1, if G in flux
−1, if G in magnitude,

with i being the observation index in the time series of a source
with a total of N observations, and ψi the associated scan angle.
The Spearman correlation is rank based, that is, it is insensi-
tive to the specific magnitude differences of the values and only
measures the level of correlated increase or decrease between
the two input time series. This means that we do not need
to normalise our values, and it makes the statistic also rather
robust against (small numbers of) outliers. For example, if both
time series fully coherently increase and decrease as a func-
tion of scan angle, then ripd = 1, and −1 if the behaviour is
inverted (that is, when one increases when the other decreases,
or vice versa). This property means that ripd will be close to
1 if the signal has a scan-angle period of π like the Mipd(ψi),
and is phase-coherent with the ipd_gof_harmonic_phase
(the amplitude does not have any effect), as can be seen
in various examples provided in Sect. 3.1. We introduced
the sign S to ensure that the correlation always gives the
same value, independent of the units of the photometric input
data.

Because the nominal scanning law means that scan angles
do not vary smoothly between source observations separated by
more than about four days (see Sect. 2.1), varying time series

that do not have a scan-angle-dependent signal will create an
irregular signal when ordered by scan angle and thus will have
an ripd close to zero. This is even more true for data of a constant
source with randomly fluctuating noise.

The table published with this paper (Appendix A) con-
tains the IPD correlation computed for all available photometric
time series with respect to G, GBP, and GRP, resulting in ripd,G,
ripd,BP, and ripd,RP. Observations during the ecliptic-pole scan-
ning law (BJD–2455197.5< 1693.14) and those rejected by the
variability analyses (variability_flag_g_reject= true in
the epoch photometry) were excluded from the computation.
The resulting number of observations is listed in NnoEpsl,G/BP/RP.
Suggestions for minimum values for secure analyses are dis-
cussed in Appendix A. The clear correspondence of high ripd,G
with the location of the spurious period peaks in the GAPS data
is illustrated in Fig. 28.

A rather in-depth analyses of ripd,G on the published
Gaia DR3 eclipsing binary candidates has been provided
in Mowlavi et al. (2023), though no sources were filtered
based on this statistic. Source filtering based on ripd,G
was applied to several Gaia DR3 variability products as
described in Distefano et al. (2023), Carnerero et al. (2023), and
Lebzelter et al. (2023).

For completeness, we would like to point out that the corre-
lation can be computed by the user from public data. Although
the photometry is readily available, obtaining the scan angle
for each observation needs more work. To do this, the partic-
ular FoV of the observations first needs to be known, which
can be extracted from the transit_id3 in the epoch photom-
etry. With the FoV, the scan angle at the time of the observation
can be looked up in the commanded_scan_law4. Since this is
a rather complex procedure to implement, we decided to sim-
ply pre-compute and provide these for all sources with public
time series. To be precise, we used the commanded scanning law

3 See transit_id in Sect. 20.7.1 of van Leeuwen et al. (2022).
4 See commanded_scan_law, Sect. 20.3.1 van Leeuwen et al. (2022).
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Fig. 28. Distribution of sources published in GAPS. The top panel shows the same data as in the second panel of Fig. 16. The following panels
illustrate the distributions of various statistics that can be used to diagnose possible scan-angle-dependent signals; see text for details. An example
filter has been created to show the effect on the period distribution. The total source counts are only for the period range of 10−500 d.

for our computations. Although this will differ slightly from the
actual law, this difference is negligible for the required precision
on the scan angle.

6.2. Correlation with the corrected excess flux factor: rexf

To adequately filter spurious (periods of) solar-like variable
sources, Distefano et al. (2023) developed a correlation statistic
based on the Spearman correlation between the G-band magni-
tude and corrected excess flux C∗,

rexf = fSpearmanCor ( {G(i), C∗(i) | i ∈ 1, . . . ,N} ) , (9)

using the corrected excess flux C∗ from Riello et al. (2021),

C∗ = C − f (GBP−GRP), (10)

where C = (IBP + IRP)/IG is the excess flux factor, IBP, IRP,
and IG are the cumulative fluxes in the GBP, GRP, and G bands,

and f (GBP−GRP) is the correction function defined in Table 2
of Riello et al. (2021). Observations rejected by the variability
analyses (variability_flag_g_reject= true in the epoch
photometry) were omitted. Because C∗ requires that the transit
flux from all three bands is available, the resulting number of
observations N3band used in the rexf correlations can occasionally
be quite low (suggestions for minimum values for secure anal-
yses are discussed in Appendix A). Sources without excess flux
will have a G-band correlation rexf,G of about zero. In Sect. 3.2
and the associated Fig. 12, we report some source examples with
close to zero, close to 1, and close to −1 rexf correlations for the
different photometric bands. For completeness, the table pub-
lished with this paper (Appendix A) contains the excess flux cor-
relation computed for all available photometric time series with
respect to G, GBP, and GRP, resulting in rexf,G, rexf,BP, and rexf,RP.

As discussed in Distefano et al. (2023), rexf,G and ripd,G are
partially sensitive to the same scan-angle-dependent signals,
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which can also be seen from Fig. A.2, although rexf,G is also sen-
sitive to anomalies in sources with multiple window-gate config-
urations and to sources with strong emission lines whose inten-
sity is correlated with G. The clear correspondence of high rexf,G
with the location of the spurious period peaks in the GAPS data
is illustrated in Fig. 28.

6.3. Small-separation binary model fit diagnostics

As we showed in Sect. 5, the simple small-separation binary
model (Eq. (5)) appears to be able to represent the bulk of the
spurious signals observed in the Gaia data, as was illustrated in
Figs. 22 and 23 in the k = 2 panels. We include the weighted
fit of this model for all sources with photometric time series for
all three bands G, GBP, and GRP in the table published with this
paper (Appendix A). A model fit like this will be implemented
in Gaia DR4 for all sources, just like the IPD parameters such as
ipd_gof_harmonic_amplitude that are currently available in
Gaia DR3.

For the majority of sources (that do not have any scan-angle-
dependent signal), the fit will be rather poor, which is reflected
in a high χ2

red,G, as shown in Fig. A.3. For a small subset, the
χ2

red,G is rather good, for instance, lower than 9, indicating that
this signal is well represented by the model. However, this will
also be the case for constant stars (presumably producing uncor-
related noisy observations around their mean magnitude). There-
fore, either an additional threshold should be set on the fitted
amplitude, or it should be combined with other statistics, as we
discuss in the next section.

Figure A.5 shows the distribution of the fitted photometric
model amplitude aG as function of median G magnitude. The
right panel basically traces the magnitude noise-floor because
most of the sources in GAPS are (almost) constant. The vari-
able stars (left panel) cause the fitted amplitude to be inflated
over a wider range, but a clear cluster with amplitudes between
0.2−0.4 mag (horizontal white lines) still stands out. That this
region is related to sources with high scan-angle-dependent sig-
nals is seen in the top left inset image, which shows the same
area, but now colour-coded with the median ripd,G between 0
(blue) and 1 (red), clearly highlighting the area above 0.2 mag
for variable stars, and starting around 0.1 mag for the GAPS
data. The second inset image shows the same colour-coding for
rexf,G, clearly showing additionally regions with gate transitions
at brighter magnitudes. From this figure it is clear that any cuts
to aG alone should be applied with great care. For example, a
fixed cut at 0.01 mag, would remove a fraction of genuine vari-
able sources that are fainter than G-band magnitude ∼13 (as seen
in the left panel), and basically all non-variable sources fainter
than magnitude 19 (as seen in the right panel).

A better selection criterion seems to be the significance of
aG, which is computed from the (Eq. (5)) fitted c2 and s2 and
their correlation by means of Eqs. (2) and (3) of Halbwachs et al.
(2023). Figures 28 and A.4 illustrate how well this statistic sep-
arates specific period peaks and how well it correlates with high
values of ripd,G and rexf,G.

For sources without public time series, no fit-
ted photometric amplitude is available, but as shown
in Fig. A.6, it is strongly correlated with ipd_gof_
harmonic_amplitude. The latter could therefore be used
(for ipd_gof_harmonic_amplitude& 0.07) as a lower-
quality fall-back estimate of the photometric amplitude.

Finally, we note that we used the same selection for the
observations as in Sect. 6.1, that is, we rejected outliers and
excluded the period with the ecliptic poles scanning law (EPSL).

Fig. 29. Parameter domain map for the filters based on the main source
statistics.

6.4. Combining different indicators

When the Gaia DR3 catalogue is used as-is, we can
make use of some of the indicators previously described
in Sect. 3.1.2. Statistics ipd_frac_multi_peak and
ipd_gof_harmonic_amplitude seem to be the most useful
indicators. The type of AGIS solution (two-parameters versus
five- or six-parameters) can also indicate that the source is
problematic. In general, these features can be used to apply
some filters such as those listed below (a summary of the main
filters can be found in Fig. 29).

– Sources with a moderate value in ipd_frac_multi_peak
(for example 20 to 30) and a two-parameter astrometric
solution even though enough transits are matched (that is,
astrometric_params_solved= 3 and matched_transits
of about 30 or more) are good candidates to be a low-
separation close pair, probably below 200 mas. High values in
ipd_gof_harmonic_amplitude (for example 0.5 and above)
should enhance this.

– Sources with the same conditions, but a quite higher
ipd_frac_multi_peak value (for example 30 to 60) should
also be good close pair candidates, but this time, with a higher
separation, such as 200 to 400 mas.

– Sources with a five- or six-parameter astrometric solution
and moderate ipd_frac_multi_peak (for example 20 to 30)
should be close pairs with higher separations, such as 400 to
1000 mas.

– In addition to these conditions, we can also check for
ipd_frac_odd_win: moderate and high values (for example 20
and above) should select the weaker sources of the pairs, typi-
cally corresponding to the fainter components of the pairs, which
are more strongly truncated in their windows. In contrast, low
values should select the stronger sources, in which the IPD may
have detected (and masked) the secondary peaks.

– When we select sources with a moderate
ipd_gof_harmonic_amplitude (for example 0.2 and above)
and an ipd_frac_multi_peak value of zero or nearly zero,
we should find good galaxy candidates with a relatively high
ellipticity. Sources with two-parameter astrometric solutions
and a high number of transits (for example 30 or more) should
enhance this.

In addition to these built-in features, the new indicators rexf,G
and ripd,G provide even more reliable indications of scan-angle-
dependent signals. Remarkably, the correlation with a corrected
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excess flux factor rexf,G for the G band exhibits values typically
above 0.4 for close pairs, with values approaching 1.0 for very
small separations. The correlation with IPD model ripd,G seems
to be more useful for extended sources (where rexf,G just shows
moderate values), although it also exhibits high values in many
cases of close pairs.

Combining a high ripd,G (for example >0.8) with a low χ2
red,G

(for example <9) potentially is a good way to select a sample of
highly affected sources with a sinusoidal scan-angle-dependent
signal, as shown in Fig. A.3. Many sources without particular
variability easily produce a low χ2

red,G when the fitted amplitude
is basically set to a very low value. This criterion should there-
fore only be used in combination with other indicators. A better
single-parameter alternative probably is the significance of aG,
which we discussed in the previous section.

As must be clear from this section, there are a variety of ways
to identify potential scan-angle-dependent signals. Although
some are more powerful than others, it is difficult to provide
a clear recipe of how to use them as this is highly dependent
on (1) the sky location, (2) the use case at hand (see also the
discussion in Sect. 7.5), and (3) the purity or contamination
that is sought. To obtain an impression of how these indicators
influence the period peaks, we refer to the visual overview in
Fig. 28, which shows the distribution of the main diagnostics
discussed in this section for the public GAPS data for which
we provide all parameters in Appendix A. It also demonstrates
a potential filter combining ripd,G, rexf,G and the significance of
aG, which removes, or at least largely decreases, the spurious
peaks.

7. Discussion

This section is meant to provide both a compact synthesis
of this paper and answer some specific questions that may
have arisen. It is to serve as a guide to available and planned
developments.

7.1. Scan-angle-dependent signals in a nutshell

In Sect. 3 and Appendix B, we discuss that the Gaia instru-
ment data reduction can introduce modelling errors (referred
to as scan-angle-dependent signals) when on-sky source struc-
ture is present. This structure can be interpreted in a very broad
way, covering: (1) multiple close-pair (.1′′) sources of a point-
like nature; (2) extended or non-symmetric sources (for exam-
ple cores of galaxies or tidally distorted stars); (3) sources with
a (much) brighter neighbour close by (>1′′); and (4) combina-
tions of any of the above. In principle, the structure can either be
static, like a galaxy core or very long-period binaries (P � 5 y),
or dynamic, like a short-term orbital binary.

Subsequently, there are constraints on the data acquisition
of sources by the Gaia instruments: (1) observations consist of
pixel values extracted in a limited window around each source;
(2) observations are made with a large variety of on-sky scan
angles due to the scanning law of the spacecraft (Sect. 2); (3) pix-
els have an aspect ratio of roughly 1:3, the highest resolution of
which is in the along-scan direction, that is, along the scan angle;
and (4) for sources with G ≥ 13, all the data in the across-scan
direction are collapsed into one-dimensional along-scan pixel
counts, which enhances the effect of scan-angle-dependent sig-
nals.

The combined effect of structure, data acquisition, and
the challenge of processing these data can cause scan-angle-

dependent signals to appear in derived time-series values of
Gaia DR3. In this paper, we abundantly demonstrate this to be
the case in publicly available photometric G-band time series,
but it equally exists in the (unpublished) astrometry and radial
velocity time series (see Table 1 for examples).

7.2. Spurious periods in a nutshell

Examples of observed distributions of pre-cleaned spurious
period peaks are shown in Sect. 4. To understand the emer-
gence of spurious peaks caused by scan-angle-dependent sig-
nals, we need to first realise that the scan angle associated with
each observation of the time series of a source is dictated by
the scanning law, as explained in Sect. 2. Depending on the
ecliptic position (mainly latitude) of a source, it causes differ-
ent resonances in the data (Eq. (3)) that are related to harmon-
ics of the ∼63 day spin-axis precession period and the one-year
orbital period around the Sun. In Sect. 5.4 we demonstrate using
simulations that we can indeed qualitatively reproduce the struc-
ture of spurious period peaks in both photometry and astrometry
by propagating scan-angle-dependent bias signals. For examples
of public photometry that are phase folded with their spurious
period, see Appendix C.

7.3. Photometric amplitude of scan-angle-dependent signals

In Sect. 5 we introduced two models for the scan-angle sig-
nal in the G-band photometry for a close binary. The model of
Eq. (4) provides a prediction of the expected amplitudes based
on various parameters such as the magnitude difference, while
the model of Eq. (5) is only accurate for small binary separa-
tions. The simplicity of the latter model allows it to be easily
fitted to all time series and thus has been provided for the three
photometric bands of all sources with published time series in
Appendix A. We can use the latter fitted model parameters for
sources that show a strong indication of scan-angle-dependent
signals to form an idea of the amplitude of the photometric effect.
From the published data, we find aG amplitudes of 0.2−0.4 mag
for sources with G & 16, as shown in Fig. A.5. From internal
tests on pre-filtered data (not shown), we find that amplitudes
can range even wider: from 0.05−0.5 mag down to G ∼ 13; the
scan-angle-dependent signal for brighter magnitudes is generally
weaker (but not absent; see Fig. B.2 as an example) due to the
availability of two-dimensional window data.

For sources without public time series, the rather
strong relation between ipd_gof_harmonic_amplitude
and G photometric scan-angle model amplitude (aG) for
ipd_gof_harmonic_amplitude& 0.07 can also be used,
as shown in Fig. A.6. This allows estimating the latter G
scan-angle-dependent amplitude in magnitudes by the value
of ipd_gof_harmonic_amplitude (see Sect. 6.3 for more
details).

7.4. Work with scan-angle-dependent signals

As shown, multiple and extended sources can lead to scan-angle-
dependent signals that can incorrectly be identified as astrophysi-
cal features of single point-like sources. The most typical example
is the spurious detection of photometric variability, but we can also
obtain spurious solutions of non-single stars, spurious extragalac-
tic features, or other types of an incorrect astrophysical parameter
determination. Despite the exhaustive validation made in DPAC,
some of these spurious solutions may still exist, as illustrated
in this paper. Fortunately, the several quality, multiplicity, and
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scan-angle-dependence indicators discussed in Sect. 6 (and
Sect. 3.1.2) in many cases help to identify them.

7.5. Rejection of affected sources from a study

First, a possible rejection depends importantly on which param-
eters from the Gaia data are used. Especially when a period
derived from Gaia data or other parameters is to be used that
depends on the (phase-folded) shape of the time-series signal,
we recommend to avoid sources that are affected in any signifi-
cant way by using the statistics discussed in Sect. 6.

If this information is not needed, it needs to be determined
whether the targets might exhibit some source structure (see defi-
nition Sect. 7.1) that might produce a scan-angle-dependent sig-
nal. When the targets have no source structure, then we again
recommend to avoid sources that appear to be affected by scan-
angle-dependent signals (at the cost of some loss of complete-
ness due to imperfect filtering statistics) because otherwise, they
might cause contaminate the sample.

When the targets have some source structure, then it
becomes more delicate, as scan-angle-dependent signals might
be expected to appear. For example, when binaries with long
orbital periods are to be identified, we can expect a strong scan-
angle-dependent signal (and potentially a Gaia periodicity at one
of the spurious peaks). If the purpose is to identify these binaries,
then this signal might be used as valid selection criterion. How-
ever, it must then be verified that the source is in a non-dense
environment and has no nearby bright stars (that is, the signal is
not caused by background or nearby polluting stars or PSF spike
pollution).

7.6. Modelling the source environment around Gaia sources

Following the discussion in Sect. 3.1.1 related to the difficulty
of extracting source information from a window that contains
more than a single point-source, it might be wondered whether
the source environment might be derived around all Gaia stars.

Starting from the fact that the AL-scan pixel size of Gaia is
about 59 mas, this means that Hubble-like resolution knowledge
of the environment around each of the billion stars would be
obtained. Although Gaia observations can certainly be affected
by sources ≥1 arcsec away (meaning ground-based priors could
certainly have their merit here), many of the complications
related to close-binaries affect the 0.1−1.0 arcsec regime.

It is too computer intensive to do at the IPD level, but
all available two- and one-dimensional Gaia observations of a
source taken under a variety of scan angles can be used to try
and reconstruct its environment. This is exactly the goal of two
specific work-packages in Gaia: (1) The CU4-EO surface bright-
ness profile-fitting pipeline, which is dedicated to deriving the
morphological parameters of galaxies observed by Gaia (see
Ducourant et al. 2023; Gaia Collaboration 2023b), the results of
which are published in the DR3 galaxy archive table, and (2)
the source environment analysis pipeline (SEAPipe). The aim
of SEAPipe is to combine the transit data for each source and
to identify any additional sources in the local vicinity. The first
operation in SEAPipe is image reconstruction, where a two-
dimensional image is formed from the mostly one-dimensional
transit data (G > 13 mag). The algorithm used to perform the
image reconstructions is described in Harrison (2011). These
images are then analysed and classified, based on whether the
source is extended, whether additional sources are present, or
whether the source is an isolated point source within the recon-
structed image area (radius of ∼2′′). The full SEAPipe analysis

will be described in Harrison et al. (in prep.) and is planned to
be included in Gaia DR4.

As mentioned in Sect. 3.1.1, none of these methods will be
used in the IPD centroid or flux estimation. However, they can
nonetheless be used for a post-Gaia re-analysis of the window
data accounting for (some) of the source structure and environ-
ment, together with publicly available large-scale imaging sur-
vey data. This will allow improving the amount and accuracy
of the information that can be extracted. Through the improved
modelling, this might then also lead to the disappearance of scan-
angle-dependent signals in the derived photometric and astro-
metric time series data. It seems likely that this might be bene-
ficial for the subset of sources that were identified to be particu-
larly non-point-like in the DPAC Gaia analyses.

7.7. Fitting and resolving multiple peaks in IDU

As shown in Sect. 3.1.2, IDU determines some quality and
multiplicity indicators in the IPD, which are then combined
at a source level by AGIS and later published in DR3. The
ipd_frac_multi_peak relies on the detection of additional
peaks in the window, as explained previously. The next desir-
able step would be to fit the multiple peaks found in the win-
dow (instead of just masking them, as in DR3), determining one
set of image parameters per detected peak. This detection and
fit could take advantage of the several AF windows available
per scan, aligning them using the instrumental calibration, and a
combined processing might be performed. With this, the signal-
to-noise ratio would be better and the PSF or LSF subsampling
would be mitigated, enhancing the secondary peaks and allow-
ing for a better fit. With this approach, we would also achieve
intra-scan consistency, that is, we would obtain consistent IPD
results for each of the peaks throughout the several AF windows
in each scan, avoiding swaps between the peaks. However, inter-
scan consistency would also be required. This means that we
need to ensure that the peaks corresponding to the same astro-
physical source from all scans are consistently matched, avoid-
ing swaps between peaks and sources. This would require quite
complex cross-matching and clustering algorithms. Peak detec-
tions from one-dimensional windows would require an adequate
handling of their large uncertainty in the across-scan direction.

This approach has already been implemented and executed
in IDU in preparation for DR4, with very good results. The
first example shown in Sect. 3.1.3 (Fig. 7) corresponds to a
real, low-separation close pair that is correctly resolved with this
approach. While the overall resolution for these cases has vastly
improved in terms of new catalogue entries and astrometric solu-
tion, we are still evaluating the scan-angle dependence of their
IPD GoF, and that of their epoch photometry when available.

7.8. Co-modelling the scan-angle-dependent signal

When it is known that time series might contain scan-angle-
dependent signals, as in Gaia DR3, the most desirable option
is to co-model the disturbing scan-angle signal in addition to
the source signal that is searched for, for instance, follow-
ing the concept of partial distance correlation presented in
Binnenfeld et al. (2022). For photometry, the nuisance model
could be parametrised as in Eq. (4), or to first order as in Eq. (5).
This is different from the G model fit provided in Appendix A,
which only fits Eq. (5) and does not fit for any source model.
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8. Conclusions

We have presented an overview of the origin and background of
scan-angle-dependent signals in the Gaia DR3 data for the dif-
ferent instruments, which are generally caused by non-point-like
object structure (mainly multiplicity or extendedness) or con-
tamination from nearby (brighter) stars. We qualitatively demon-
strated that specific spurious periodic signals can be propagated
into the photometric and astrometric time series when a domi-
nating scan-angle-dependent signal is present at the right phase
given the sky-position-dependent observation sampling; not all
scan-angle-dependent signals therefore cause spurious periods.
We would like to caution that the reverse is also true: not all
features at the location of spurious periods are due to scan-
angle-dependent signals, as these frequencies are specifically
connected to regularities in the NSL that dictate the sampling and
window function of the observations of each source. For exam-
ple, BH-1, the first nearby black hole companion discovered in
Gaia DR3 data (El-Badry et al. 2023; Chakrabarti et al. 2022),
falls directly into a spurious period range with its 186 d orbital
period and was therefore not mentioned in Gaia Collaboration
(2023a).

This does not detract from our conclusion that the majority of
spurious period peaks is caused by scan-angle-dependent signals
originating from fixed-orientation optical pairs with a separation
of <0.5′′ (including binaries with P � 5 y) and (cores of) distant
galaxies, as they are already well reproduced with our simple
models.

For the sample of sources with published epoch photome-
try in Gaia DR3, several statistics are published with this paper
to help identify sources that might be affected, and thus reveal
information of sub-arcsecond scale structure, especially in terms
of binarity.

Although the vast majority of sources that are affected by
these signals have been filtered out of the Gaia DR3 archive
nss_two_body_orbit and several vari tables, a certain frac-
tion remains. Its existence should therefore be acknowledged (no
sources were filtered from gaia_source). Improved modelling
in the data processing will likely reduce the effect in future data
releases.
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Appendix A: Gaia archive table with photometric
correlation coefficients and a small-separation
binary model fit for all sources with published
time series

As part of this paper, the table vari_spurious_signals is
published in the Gaia DR3 archive for all 11 754 237 sources
with published photometric time series, that is, for sources in
gaia_source with has_epoch_photometry=true. Of these,
10 509 536 sources are variables (Eyer et al. 2023) and 1 257 319
are part of GAPS (Evans et al. 2023). They can be identified in
gaia_source by their phot_variable_flag=VARIABLE and
in_andromeda_survey=true flags, respectively. We note that
12 618 sources overlap between the two.

This table contains the parameters listed in Table A.1 (see
also the Gaia archive documentation5): the ripd and rexf corre-
lations for the three photometric bands along with the available
number of observations for each, as introduced in Sect. 6. Addi-
tionally, for the G-band photometry, it contains a fit to the small-
separation binary model introduced in Sect. 5. When fewer than
six observations were available for the computation of a value,
we found it to be generally unusable and set the value to be miss-
ing (null). However, we caution that (much) more stringent cuts
need to be applied on the number of observations for different
parameter values. As illustrated in Fig. A.1, the rexf and ripd are
not really meaningful for fewer than 11 points, and some biases
and features disappear only above 20 or 30. This is related to
the fact that for the Gaia DR3 34 months of data, the scan-
ning law should have provided sources all over the sky with at
least 15–20 observations, and sources with fewer observations
are generally found in crowded regions and/or are at the faint
end, which makes them more susceptible to disturbances and/or
non-detections. This increase in (scan-angle-dependent) distur-
bances is illustrated by the rise in G-band correlations towards
fewer observations. In the heat maps, we normalised the values
for each number of observation bin to highlight the change in

5 https://gea.esac.esa.int/archive/documentation/
GDR3/Gaia_archive/chap_datamodel/sec_dm_performance_
verification/ssec_dm_vari_spurious_signals.html

spread in the correlation distribution. True source-count distri-
butions are provided by the histograms above and on the side
of the heat maps. For a more detailed discussion of the rela-
tion between the number of points and the significance of the
Spearman correlation, see for example Bonett & Wright (2000).
The general increase in spread in all correlations towards fewer
observations illustrates this relation.

The parameters of the G-band photometry fit to the
small-separation binary model of Eq. 5 (fields labelled
scan_angle_model_*) are provided for all sources with six
observations at least, but are only meaningful for sources with
high G-band correlations, for instance rexf,G and/or ripd,G > 0.8
and with a sufficient number of observations, where we rec-
ommend num_obs_excl_epsl_g_fov to be above 20 or 30.
Parameters outside of this scope can be an arbitrary poor fit to the
data, as the model is simply not applicable: these values there-
fore have to be used with appropriate care. Additionally, from
Sect. 6.3, the significance of the amplitude (*ampl_sig*) and
χ2

red of the fit (*red_chi2*) are provided. Finally, we also pro-
vide the F2, or Gaussianised χ2.

For this model fit, we used the same observations as for ripd,
that is, we excluded the ecliptic pole scanning law observations
due to their highly clustered scan angles, which easily bias the
effective weight of the fit to only a small scan-angle range. For
more information about the various diagnostic parameters in this
table, see Sect. 6.

For completeness, we include the generalised least-squares
(“gls”) period search result frequency, amplitude, signal detec-
tion efficiency (SDE; see Alcock et al. 2000; Kovács et al.
2002), and Baluev false-alarm probability (Baluev 2009) at the
beginning of the table, and the frequency and estimated error
from a subsequent non-linear harmonic modelling (nhm), as was
described in Sect. 4.1.

The additional Figs. A.2, A.3, A.4, A.5, and A.6 are pre-
sented here to support discussions in the body of this paper that
are based on the data published with this paper.
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Variable stars Gaia Andromeda Photometric Survey (GAPS)

ripd,G
ripd,BP
ripd,RP
rexf,G/BP/RP

bin size: 1

r e
xf

,R
P

−1

0

1

r e
xf

,B
P

−1

0

1

r e
xf

,G

−1

0

1

r ip
d,
R
P

−1

0

1

r ip
d,
BP

−1

0

1

r ip
d,
G

−1

0

1
0k

100k

200k

300k

used number of observations
20 40 60 80 100

ripd,G
ripd,BP
ripd,RP
rexf,G/BP/RP

bin size: 1

r e
xf

,R
P

−1

0

1

r e
xf

,B
P

−1

0

1

r e
xf

,G

−1

0

1

r ip
d,
R
P

−1

0

1

r ip
d,
BP

−1

0

1

r ip
d,
G

−1

0

1
0k

20k

40k

60k

used number of observations
20 40 60 80 100

Fig. A.1. Correlations based on the published photometric time series in Gaia DR3. Top panels: Histograms of the number of available obser-
vations for the different correlation coefficients. Second to fourth panel rows: ipd correlation coefficients (Sect. 6.1). Fifth to seventh panel rows:
Corrected excess factor correlation coefficients (Sect. 6.2). On the right side, a histogram illustrates the distribution of each correlation coefficient.
The left panels contain the values for the 10.5 million variables, and the right panels show the values for the 1.3 million sources in GAPS. The heat
maps are value normalised per number of observation bin to highlight the level of parameter spread. The histograms on the right sides represent
the true count distribution for each parameter.
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Variable stars Gaia Andromeda Photometric Survey (GAPS)
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Fig. A.2. Density plots of the rexf,G vs ripd,G correlation with at least 20 observations for each statistic (N3band ≥ 20 and NnoEpsl,G ≥ 20). See Sect. 6
for a discussion.
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Fig. A.3. Density plot of the relation between ripd,G and χ2
red,G of the small-separation binary model fit to the G-band photometry (Eq. 5). A low

χ2
red,G together with a high ripd,G suggests a strong scan-angle-dependent signal, while a low χ2

red,G in combination with a low correlation usually
corresponds to non-variable (constant) stars with an insignificant amplitude, as seen (and expected) for the majority of the GAPS data set. As
a guide for low χ2

red,G values, we added horizontal lines at thresholds 3 (short-dashed) and 9 (longer-dashed; see Sect. 6.4 for a more detailed
discussion, and see also Fig. A.4 for the significance of the fitted amplitude). Plots for N3band ≥ 20 and NnoEpsl,G ≥ 20.
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Variable stars Gaia Andromeda Photometric Survey (GAPS)
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Fig. A.4. Density plots of various parameters in relation to the significance of aG, the amplitude of the small-separation binary model fit to the
G-band photometry (Eq. 5). The white vertical line indicates a significance threshold of 6, above which the fitted amplitude is more likely due to
a scan-angle-dependent signal. In the top panels, the same low χ2

red,G thresholds as in Fig. A.3 are repeated at 3 and 9. The second and third panels
show the strong relation between high-amplitude significance and high ripd,G or rexf,G, respectively (see Sect. 6.4 for further discussion). Plots for
N3band ≥ 20 and NnoEpsl,G ≥ 20.
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Variable stars Gaia Andromeda Photometric Survey (GAPS)
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Fig. A.5. Density of the median G-band magnitude dependence of aG, the amplitude of the small-separation binary model fit to the G-band
photometry (Eq. 5). The top left inset images shows the same data colour-coded with the median ripd,G and rexf,G, respectively, both ranging
between 0 (blue) and 1 (red). See Sect. 6.3 for discussion. Plots are restricted to sources with N3band ≥ 20 and NnoEpsl,G ≥ 20.
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For ipd_gof_harmonic_amplitude & 0.07, this relation is very strong (see Sects. 3.1.3, 6.3, and 7.3 for a more detailed discussion). Plots for
N3band ≥ 20 and NnoEpsl,G ≥ 20.
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Appendix B: Additional examples of
scan-angle-dependent signals in IPD outputs

Fig. B.1. SourceID 388466602081536640: Scan-angle signatures.

As an extension of Sect. 3.1, the following figures show some
representative examples covering different cases, such as angu-
lar separations between close pairs of sources, observations with
one- and two-dimensional windows, bright nearby sources, and
single sources identified (and characterised) as galaxies.

B.1. Unresolved close pairs in DR3

The first set of cases includes sources that are delivered in DR3
as single sources, but have some quality indicators or features
that make them reasonable candidates to be unresolved close
pairs. The following examples have been confirmed as close
source pairs by IDU during the data processing for DR4.

The first example, already shown in Sect. 3.1, is taken from
the outputs of query

-- ADQL query on DR3, aiming at <200mas 1D:
SELECT TOP 100 * FROM gaiadr3.gaia_source WHERE
in_andromeda_survey=’TRUE’
AND phot_g_mean_mag>=14 AND phot_g_mean_mag<19
AND ipd_frac_multi_peak<30 AND ipd_frac_multi_peak>20
AND pmra IS NULL AND matched_transits>30
AND visibility_periods_used>18
AND astrometric_matched_transits > 30 ORDER BY random_index,

which corresponds to a source with just a two-parameter solu-
tion from AGIS, a very high rexf,G and ripd,G Spearman correla-
tions (see Sect. 6), quite high IPD GoF harmonic amplitude, but
a modest fraction of IPD multiple peaks. Fig. 7 shows that the
epoch G magnitude strongly varies with the scan angle, whereas
the GBP and GRP magnitudes both remain mostly constant. When
we verified the IDU pre-DR4 data, we found that this DR3
source indeed is a close pair with a very small separation of just
130 mas, with one-dimensional windows and nearly the same
magnitude in both sources. It is at the limit of the IDU on-ground

detection capability of close source pairs for DR4. Figure B.1
shows another example obtained from the same query, corre-
sponding to a close pair with a slightly larger separation of about
170 mas.

The next example, taken from the outputs of query

-- ADQL query on DR3, aiming at <400mas 2D:
SELECT TOP 100 * FROM gaiadr3.gaia_source WHERE
in_andromeda_survey=’TRUE’
AND phot_g_mean_mag>=8 AND phot_g_mean_mag<12
AND ipd_frac_multi_peak<60 AND ipd_frac_multi_peak>30
AND pmra IS NULL AND matched_transits>30
AND visibility_periods_used>18
AND astrometric_matched_transits > 30 ORDER BY random_index,

also corresponds to a two-parameter AGIS solution, but is now
bright enough to have two-dimensional windows. Again, the
rexf,G and ripd,G correlations are both very high, the IPD GoF har-
monic amplitude is also quite high, and the IPD multi-peak frac-
tion is slightly higher than in the previous case, with a secondary
detected (and masked) peak in basically one-third of the tran-
sits. As shown in Fig. B.2, the BP and RP magnitudes are both
nearly constant again, but the G magnitude varies strongly (over
0.7 magnitudes) and is strongly correlated with the scan angle.
It is worth noting that the fainter transits typically correspond to
those with a secondary detected and masked peak, which means
that the other peaks (in which no secondary source was detected)
include unmodelled and unmitigated flux contamination. When
we examined IDU pre-DR4 data, this DR3 source corresponded
to a close pair with a separation of just 143 mas, a position angle
of 30◦, similar magnitudes, and a significant proper motion (with
a very similar direction for both sources).

Taking the same query, we can also find Fig. B.3, with a
strong and correlated G variation and very high rexf,G correla-
tion. However, in this case, the ripd,G correlation value is lower,
as is the IPD GoF harmonic amplitude, although nearly half the
transits have multiple peaks. In pre-DR4 IDU, it corresponds
to a close pair separated by about 350 mas, two-dimensional
windows, significant proper motion (with similar vectors), and a
magnitude difference of about one between them. For illustrative
purposes, we also show the raw windows for some of its tran-
sits in the bottom panels of Fig. B.3. The two peaks can appear
clearly separated or blended, depending on the orientation.

Additional examples can be found from query

-- ADQL query on DR3, aiming at 200-400mas 1D:
SELECT TOP 1000 * FROM gaiadr3.gaia_source WHERE
in_andromeda_survey=’TRUE’
AND phot_g_mean_mag>=14 AND phot_g_mean_mag<19
AND ipd_frac_multi_peak>30 AND pmra IS NULL
AND matched_transits>30 AND visibility_periods_used>18
AND astrometric_matched_transits > 30 ORDER BY random_index,

which also yields a two-parameter AGIS solution, with one-
dimensional windows as in the first example, but now with a
higher fraction of IPD multiple peaks (nearly half the transits).
The rexf,G and ripd,G correlations are very high again, as is the
IPD GoF harmonic amplitude. Here, Fig. B.4 again shows the
correlation with the scan angle for G, and also a number of vari-
ations in BP (although without a very clear correlation with the
scan angle). Again, brighter transits correspond to those without
detected secondary peaks. In IDU pre-DR4 data, this DR3 source
corresponds to a close pair separated by 246 mas and feasible
five-parameter astrometric solution. Because of the larger sepa-
ration between the components, Eq. 4 provides a better fit and is
able to reach quite good estimates for the separation and position
angle. For illustrative purposes, we show two of its CCD obser-
vations in the bottom panels of Fig. B.4, similarly as in Fig. B.3,
but now in one-dimensional windows. It clearly reveals the two
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Fig. B.2. SourceID 378810450446502400: Scan-angle signatures and
image reconstructed by SEAPipe.

peaks in one of the scans, and just one blended peak in another
scan.

Further examples from the same query are shown in Fig. B.5
and Fig. B.6.

Finally, with the query
-- ADQL query on DR3, aiming at >400mas 1D:
SELECT TOP 1000 * FROM gaiadr3.gaia_source WHERE
in_andromeda_survey=’TRUE’
AND phot_g_mean_mag>=14 AND phot_g_mean_mag<19
AND ipd_frac_multi_peak<30 AND ipd_frac_multi_peak>20
AND pmra IS NOT NULL AND matched_transits>30
AND visibility_periods_used>18
AND astrometric_matched_transits > 30 ORDER BY random_index,

we find Fig. B.7, with rather modest G variations, but it is
stronger in BP and RP. The internal DR3 IDU data reveal a mod-
erate scan-angle correlation in the epoch GoF values, although
the DR3 harmonic amplitude is very small. The Spearman rexf,G
and ripd,G correlations for G are rather modest, but significant.
Pre-DR4 IDU data reveal a 693 mas close pair here, which is
also quite nicely revealed from Eq. 4 fitting results. Yet another
example from the same query is shown in Fig. B.8.

Fig. B.3. SourceID 385804856230839552: Scan-angle signatures (top
panels) and raw windows for some of its transits (bottom panels).

B.2. Resolved close pairs in DR3

The second set of examples corresponds to pairs that have been
resolved as separate sources in DR3, obtained through the query

-- ADQL query on DR3, aiming at sources with many transits
-- and "intermediate" magnitudes: (leading to ~132k,
-- after which a XM can be done)
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Fig. B.4. SourceID 382159975182923264: Scan-angle signatures,
image reconstructed by SEAPipe, and two of the CCD observations
taken at different scan angles.

Fig. B.5. SourceID 376045247423005184: Scan-angle signatures.

Fig. B.6. SourceID 385844060692409344: Scan-angle signatures.

SELECT source_id,ra,ra_error,dec,dec_error,parallax,
parallax_error,pmra,pmra_error,pmdec,pmdec_error,
astrometric_params_solved,matched_transits,
ipd_gof_harmonic_amplitude,ipd_gof_harmonic_phase,
ipd_frac_multi_peak,ipd_frac_odd_win,
phot_g_n_obs,phot_g_mean_mag,phot_variable_flag
FROM gaiadr3.gaia_source
WHERE (in_andromeda_survey = ’true’)
AND (matched_transits > 50)
AND (phot_g_mean_mag BETWEEN 12.0 AND 19.0),
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Fig. B.7. SourceID 385367010081173504: Scan-angle signatures and
image reconstructed by SEAPipe.

plus a simplistic nearest-neighbour cross match on the result.
The first example was already shown in Sect. 3.1 in Fig. 8. The
second example corresponds to a DR3 pair with a separation of
954 mas and nearly the same magnitudes, one of which is shown
in Fig. B.9. In this case, we still see some scan-angle effect in
G (and some clear outliers that were rejected by variability pro-
cessing), but BP and RP seem to be slightly more affected, which
is otherwise expected due to the larger separation. Here there are
very few transits with multiple detected peaks, and the IPD GoF
harmonics have a small amplitude. Only the rexf,G correlation is
able to indicate these effects clearly. The fit to the pair model is
poor, probably due to the rejected transits.

Finally, Fig. B.10 shows another example obtained with the
same query. In this case, we have three sources, with separations
of 560 and 1040 mas from the source shown in the figure. As oth-
erwise expected, the effects on both G and BP/RP are significant.
Despite the rejected G measurements, the pair model appears to
determine sensible values.

Fig. B.8. SourceID 387325652606842368: Scan-angle signatures.

B.3. Wing of a bright star in DR3

With the query

-- ADQL query on DR3, aiming at bright stars,
-- then XM’ed with previous query:
SELECT source_id,ra,ra_error,dec,dec_error,parallax,
parallax_error,pmra,pmra_error,pmdec,pmdec_error,
astrometric_params_solved,matched_transits,
ipd_gof_harmonic_amplitude,ipd_gof_harmonic_phase,
ipd_frac_multi_peak,ipd_frac_odd_win,phot_g_n_obs,
phot_g_mean_mag,phot_variable_flag
FROM gaiadr3.gaia_source
WHERE (in_andromeda_survey = ’true’)
AND (matched_transits > 50)
AND (phot_g_mean_mag < 8.0)

plus a simplistic cross match, we also obtained an example
of a DR3 source that lies close to a bright source (magnitude
7.3). With this, we wished to verify whether the PSF wings of
the nearby bright source can also cause scan-angle artefacts.
Fig. B.11 indeed shows a remarkable peak in the flux at a specific
angle, with a smaller peak at 180 degrees of it. They were both
rejected by variability processing. BP and RP photometry could
not be determined here, most probably due to the contamina-
tion of the bright neighbour. Interestingly, in this case, the rexf,G
and ripd,G correlations are both nearly zero, as is the IPD GoF
harmonics. Only the fraction of transits with multiple peaks pro-
vides an indication: Transits with multiple peaks are indeed at
about the same angles at which we see the strong variations in G
photometry.

B.4. Blind search for resolved or unresolved close pairs in
DR3

With an adequate query on DR3 GaiaSource, making use
of the several multiplicity indicators (ipd_frac_multi_peak,
ipd_gof_harmonic_amplitude),

-- ADQL query on DR3, aiming at good candidates
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Fig. B.9. SourceID 379163256239241216: Scan-angle signatures and
image reconstructed by SEAPipe.

-- to be an unresolved pair:
SELECT source_id,ra,ra_error,dec,dec_error,
matched_transits,ipd_gof_harmonic_amplitude,
ipd_gof_harmonic_phase,ipd_frac_multi_peak,
ipd_frac_odd_win,phot_g_n_obs,phot_g_mean_mag,
phot_variable_flag FROM gaiadr3.gaia_source
WHERE (in_andromeda_survey = ’true’)
AND (ipd_frac_multi_peak BETWEEN 30 AND 50)
AND (ipd_gof_harmonic_amplitude >= 0.4)
AND (astrometric_params_solved = 3)
AND (phot_g_mean_mag BETWEEN 12 AND 19.0)
AND (matched_transits >= 50)
AND (ipd_frac_odd_win < 20)

we can obtain good candidates of either resolved or unresolved
close pairs. From the resulting list of sources, we can obtain
the public epoch photometry, which can lead to figures such as
Fig. B.12, Fig. B.13, or Fig. B.14. The second source is specially
interesting because the Variability flag was set for this source.
All sources show the usual effects: the brighter, scan-angle-
dependent G fluxes correspond to transits without a detected sec-
ondary peak. Thus, overall, it seems to demonstrate that the IDU
IPD masking of secondary peaks behaved as expected. Regard-

Fig. B.10. SourceID 388877407113709056: Scan-angle signatures and
image reconstructed by SEAPipe.

ing the IPD GoF harmonics, the third case shown here has one of
the highest values, but in general, the Spearman rexf,G correlation
seems to be a more reliable and useful indicator of contaminants.
The fit to the pair model achieved in Fig. B.14 is excellent.

B.5. Galaxies in DR3

Finally, with the query

-- ADQL query on DR3, aiming at Galaxies with morph params:
SELECT source_id,ra,ra_error,dec,dec_error,
parallax,parallax_error,pmra,pmra_error,
pmdec,pmdec_error,astrometric_params_solved,
matched_transits,ipd_gof_harmonic_amplitude,
ipd_gof_harmonic_phase,ipd_frac_multi_peak,
ipd_frac_odd_win,phot_g_n_obs,phot_g_mean_mag,
phot_variable_flag FROM gaiadr3.gaia_source
WHERE (in_andromeda_survey = ’true’)
AND (matched_transits >= 30)
AND (phot_g_mean_mag <= 20.0)
AND (in_galaxy_candidates = ’true’)
AND (astrometric_params_solved = 3)
AND (source_id IN (select source_id from
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Fig. B.11. Example of a source affected by the PSF wing of a nearby
bright source. SourceID 385771836519005184: Scan-angle signatures
and image reconstructed by SEAPipe.

gaiadr3.galaxy_candidates where
gaiadr3.galaxy_candidates.radius_de_vaucouleurs

IS NOT NULL)),

we also tested the case of galaxies for which we even have
morphological values, such as the radius. The example shown
in Fig. 9 shows significant variations in all bands, but possi-
bly a clearer scan-angle signature in G (as otherwise expected).
When the internal DR3 IPD epoch GoF values are inspected,
the signature is clearer. This is revealed by the higher value
in the ripd,G Spearman correlation than in rexf,G. For complete-
ness, Fig. B.15 shows another example for a high-ellipticity
galaxy, and Fig. B.16 shows an example for a low-ellipticity
galaxy.

Fig. B.12. SourceID 367388551858425344: Scan-angle signatures.

Fig. B.13. SourceID 383556286230747520: Scan-angle signatures.

B.6. DR3 spectroscopic binaries

Gaia DR3 contains some SB1 sources whose periods are very
close to the precession period of the satellite (63 days), and thus
they might be spurious. In Fig. B.17 and B.18 we show two
examples, which were furthermore identified as variable stars.
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Fig. B.14. SourceID 380538569192874112: Scan-angle signatures and
image reconstructed by SEAPipe.

Fig. B.15. SourceID 364175332206026368: Scan-angle signatures and
image reconstructed by SEAPipe.
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Fig. B.16. SourceID 373852271480563968: Scan-angle signatures and
image reconstructed by SEAPipe.

Fig. B.17. SourceID 415146526611154176: Scan-angle signatures and
image reconstructed by SEAPipe.
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Fig. B.18. SourceID 5815369024263284352: Scan-angle signatures
and image reconstructed by SEAPipe.
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Appendix C: Sky distribution of observed and
simulated spurious period peaks

In this section, we show the sky distribution of the most promi-
nent photometric and astrometric spurious period peaks iden-
tified in Figs. 22, 23, and 24 of Sect. 5.4. It is important to
realise that the photometric and astrometric unpublished data are
sampled non-uniformly over the sky, as shown in Fig. C.1. The
Galactic source density is very strongly imprinted on the sky
sampling, meaning that this pattern will thus naturally be present
in any of the observed period subsets shown in the left panels of
Figs. C.2, C.3, C.6, and C.7.

In addition to the sky maps, we also include example folded
time-series of public photometry for the main spurious peaks in
Figs. C.4 and C.5.
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Fig. C.1. Ecliptic Aitoff projection with longitude zero at the centre
and increasing to the left. Top: Sky density of the (unpublished) all-
sky photometric sample, subsets of which for different period ranges
are shown in Figs. C.2 and C.3. Bottom: Sky density of the (unpub-
lished) all-sky astrometric sample, subsets of which for different period
ranges are shown in Figs. C.6 and C.7. Both samples are introduced in
Sect. 4.1. The green circle indicates the location of the GAPS catalogue
(see Fig. 23).
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13.95 ± 0.15 d all-sky phot. sim. k = 2 sim. k = 4

15.7 ± 0.15 d

16.35 ± 0.2 d

18.8 ± 0.2 d

19.9 ± 0.2 d

25.1 ± 0.3 d

26.9 ± 0.4 d

sky density (sources/deg2)
100 20 30 40 50 60 70 80 90 1000.2 0.3 0.4 0.5 1 2

% of phases resulting in peak

Fig. C.2. Ecliptic Aitoff projection of the photometric data presented in Fig. 22. Left: Source density of the photometric peaks for the all-sky
sample (top panel of Fig. 22). Right: Result of the all-sky uniform simulations of our noiseless sampled bias model (panels 2 and 3 of Fig. 22).
They are colour-coded with the percentage of phases (position angles) that results in this peak: A low value means that only specific phasing of
the scan-angle signal will result in a particular peak being observed at the given location. The green circle indicates the location of the GAPS
catalogue (see Fig. 23). In all sky plots, longitude zero is at the centre and increasing to the left.
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31.5 ± 0.6 d all-sky phot. sim. k = 2 sim. k = 4
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96.1 ± 2.4 d

182.6 ± 10 d

sky density (sources/deg2)
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Fig. C.3. Fig. C.2 ctd. for longer periods of photometric data.
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Fig. C.4. Example public folded G-band light curves for different period peaks, derived by the multi-harmonic modelling following a generalised
least-squares period search as described in Sect. 4.1. The source id is provided in the top right corner. Additional information is available in Table 1
for sources with an asterisk. In general, the sources either have very high ripd,G, rexf,G, or aG significance (but always a low false-alarm probability).
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Fig. C.5. Fig. C.4 ctd. for longer periods of photometric data.
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16.35 ± 0.2 d

18.8 ± 0.2 d

19.9 ± 0.2 d

25.1 ± 0.3 d

26.9 ± 0.4 d

sky density (sources/deg2)
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% of phases resulting in peak

Fig. C.6. Ecliptic Aitoff projection of the astrometric period data presented in Fig. 24. Left: Source density of the astrometric peaks for the all-sky
sample (top panel of Fig. 24). Right: Result of the all-sky uniform simulations of our noiseless sampled bias model (panels 2 and 3 of Fig. 24).
They are colour-coded with the percentage of phases (position angles) that results in this peak: a low value means that only specific phasing of
the scan-angle signal will result in a particular peak being observed at the given location. The green circle indicates the location of the GAPS
catalogue. In all sky plots longitude zero is at the centre and increases to the left.
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Fig. C.7. Fig. C.6 ctd. for longer periods of astrometric data.
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Appendix D: Scan position angle in ecliptic
coordinates

S

NCP

NEP
scan

90∘ − λ

90∘ + α
ϵ

90∘ − β

90∘ − δ

θecl

θequϕ

Fig. D.1. Geometry of the scan across a source at S relative to the north
celestial pole and north ecliptic pole, as viewed from outside the celes-
tial sphere.

For use in Sect. 2.1, we here derive an expression for the position
angle of a scan relative to local ecliptic north, ψecl (here gener-
ically labelled θecl), given the position of the source, (α, δ), and
the position angle of the scan relative to local equatorial north,
ψequ (here generically labelled θequ). Although we speak about
the scan position angle, the results apply to any position angle.
We therefore use the more generic position-angle symbol θ.

The geometry of the scan is shown in Fig. D.1. The differ-
ence between the two position angles, φ = θecl−θequ, is the angle
at the source (S) in the spherical triangle it forms with the north
celestial pole (NCP) and the north ecliptic pole (NEP), NCP–S–
NEP, in which the other sides and angles depend on the equato-
rial and ecliptic coordinates of the source, (α, δ) and (λ, β), and
the obliquity of the ecliptic, ε = 84381.41100 arcsec. From the
sine theorem, we have

cos β sin φ = cosα sin ε, (D.1)

and from the cosine theorem,

cos ε = sin δ sin β + cos δ cos β cos φ (D.2)

or

cos δ cos β cos φ = cos ε − sin δ sin β. (D.3)

From the last two equations, it is possible to solve φ without
quadrant ambiguity, but the equations involve not only (α, δ), but
also β, which may be inconvenient. However, from the cosine
theorem, we also have

sin β = cos ε sin δ − sin ε cos δ sinα, (D.4)

which after insertion in Eq. (D.3) and division by cos δ gives

cos β cos φ = cos ε cos δ + sin ε sin δ sinα. (D.5)

Fig. D.2. Histogram of φ for 106 random points of the sphere.

Combination of Eqs. (D.1) and (D.5) now gives

φ = atan2(sin ε cosα, cos ε cos δ + sin ε sin δ sinα), (D.6)

from which

θecl = mod(θequ + φ, 2π) (D.7)

gives the ecliptic position angle in the interval [0, 2π). This cal-
culation is implemented in the MATLAB function scanPaEcl
reproduced below. As a test example, α = 1.1, δ = −0.5,
and θequ = 1.7 gives φ = 0.276758777373696 and θecl =
1.9767587773737.

function [thetaEcl,phi] = scanPaEcl(alpha,delta,thetaEqu)
% Given the position of a source (alpha,delta) [rad] and the
% position angle of the scan at the source in the local
% equatorial system, thetaEqu [rad], this function returns
% the position angle of the scan in the local ecliptic
% system, thetaEcl [rad] and (optionally) the difference phi.
%
% Lennart Lindegren 2022-05-16

% obliquity of the ecliptic [rad]:
epsilon = 84381.41100 * pi/(180*3600);

ce = cos(epsilon);
se = sin(epsilon);
ca = cos(alpha);
sa = sin(alpha);
cd = cos(delta);
sd = sin(delta);
phi = atan2(se*ca, ce*cd+se*sd*sa);
thetaEcl = mod(thetaEqu + phi, 2*pi);

end

Figure D.1 was drawn for the case when φ > 0, but (D.6)–(D.7)
are completely general and valid across the entire sky, except at
the ecliptic pole (cos β = 0), where θecl is undefined. Figure D.2
shows the distribution of φ for random positions.
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